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Backward Compatability

Edward F. Sherry
Berkeley Research Group, Emeryville, CA, USA
Definition A term originally used in the context
of computer software and systems architecture to
refer to the ability of later versions of software to
accept data from (or files created by) earlier ver-
sions of the software, even if the later version also
has capabilities that were not present in the earlier
version.

The term as defined above has been applied in
other contexts as well, such as telecommunica-
tions systems. When colour TV was introduced,
broadcast standards were chosen so that black-
and-white broadcasts could be received by colour
TVs and interpreted as black-and-white signals.
The colour broadcasts were ‘backward compati-
ble’ with the installed base of black-and-white
TVs. Other examples include game consoles,
where manufacturers often wish to take advantage
of a large ‘installed base’ of games for earlier
consoles by making the new consoles backward
compatible with the stock of existing games.
Critics have complained that such a strategy can
result in barriers to entry.

Backward compatability and ▶ forward com-
patibility are related but distinct concepts. Back-
ward compatability is in many ways not an
‘either–or’ concept, but a matter of degree. For
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example, a newer version (say V3) of a word-
processing program may be capable of handling
certain data generated by an earlier version
(V2) of the program but progressively less capa-
ble of handling data generated by a still earlier
version (V1) of the program. In other words,
backward compatability is not necessarily ‘transi-
tive’. At some point, many software vendors
abandon the effort to make current versions fully
backward compatible with older obsolete
versions.

When making a current version backward
compatible with an earlier version, the nature
(and limitations) of the older version are already
known. This makes achieving backward
compatability easier than achieving forward com-
patibility, because in trying to plan for future
compatibility, it is impossible to have complete
foresight about the nature of the future version.

Backward compatability is especially impor-
tant in the presence of an ‘installed base’ of
users of the older system and (in particular) of
files generated by the older software. If new prod-
ucts are not made backward compatible with such
files, consumers may resist ‘upgrading’ to later
versions (even though the later version may have
desirable features) for fear of losing access to
work generated using the older version.

The choice of the degree of backward
compatability to build into a new product or sys-
tem is, in part, a matter of technology and costs,
but from a management and competition perspec-
tive, it is also to some extent a strategic choice that
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can affect the seller, sellers of competing products,
sellers of complementary products (e.g., video
games compatible with game consoles), the
‘installed base’ of existing users and new
consumers.

In some instances, it is possible to use adapters/
converters to allow old equipment/files to be used
with new equipment/software.

The degree of forward and backward
compatability can be especially significant in the
presence of network externalities, ▶ lock-in
effects and switching costs.

An intentional decision to eliminate (or reduce)
the degree of backward compatability can result in
‘stranded’ investments or inefficiency. The pri-
vately optimal level of backward compatability
is often significantly different from the socially
optimal level.

From a management and competition perspec-
tive, there are both advantages and disadvantages
to building products or systems that are backward
compatible, and/or making a commitment to do
so. Doing so tends to extend the useful economic
life of the older product/system (and, in particular,
files created using the older product), thereby both
(1) increasing consumers’ willingness to pay for
the then current product (as this reduces the risk
that their sunk investments will be rendered obso-
lete), and (2) making it more likely that customers
will choose not to ‘switch’ to a competing product.

Achieving backward compatability can also be
costly in that it may constrain the firm’s future
flexibility to adapt to changing technological or
market conditions. Maintaining backward
compatability often comes at a cost, as the new
product must be capable of dealing with older
(and possibly obsolete or obsolescent) files, pos-
sibly degrading performance relative to an alter-
native non-backward-compatible approach. For
example, in the USA the original black-and-
white TV broadcast standard, known as NTSC,
was adopted in 1941. When colour TV broadcast
standards were being chosen in the early 1950s,
the desire to maintain backward compatability
with existing black-and-white TV sets constrained
the ability to adopt higher-resolution broadcast
standards like the European PAL and SECAM
standards.
See Also
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Abstract
The balanced scorecard, originally designed as
a measurement system, has evolved into a
comprehensive process to manage the execu-
tion of an organization’s strategy. The frame-
work uses measures to translate the strategic
objectives into targets and initiatives while the
management system creates focus, alignment
and leadership. It is estimated that 70% of
organizations use the balanced scorecard
approach to management.

Definition The balanced scorecard was devel-
oped as a measurement system to help organiza-
tions expand their focus beyond the short-term
cycles found in typical financial systems. The
balanced scorecard (BSC), however, is more
than a measurement system. Building on the rule
of thumb that ‘what gets measured gets managed’,
the BSC is the framework for a management sys-
tem that focuses the energies and assets of an
organization on its long-term strategic goals.

Robert Kaplan and David Norton (1992) esti-
mated that over 70% of organizations use a BSC
to manage the execution of their strategy (Rigby
2007). Applications can be found in almost every
country, every industry, non-profits and govern-
ment. Each application is built upon two founda-
tions: (1) a measurement framework that
translates the strategy into measures, targets and
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initiatives, and (2) a management system that
creates focus, alignment and leadership.
B
Measurement Framework

It is easy to criticize organizations for measuring
the wrong thing (short-term financial perfor-
mance, for example). It is something else to
describe and measure the multi-dimensional
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strategy that an organization uses to create finan-
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used to accomplish this. As shown in Fig. 1, the
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value (note: for government and non-profit
organizations, the financial perspective is
replaced by a ‘mission perspective’ that iden-
tifies the objectives of the key stakeholders).
These high-level mission objectives generally
cover the topics of growth and productivity or
efficiency and effectiveness.

• Customer perspective: Who is the customer
and how do we appeal to them? Business strat-
egies are built around a customer value propo-
sition (e.g., lowest price, best service, most
innovative products). The strategy map forces
one to clarify this value proposition.

• Internal processes: What business processes
must we excel at to satisfy our customers and
shareholders? Businesses have hundreds of
processes (such as managing inventory, meet-
ing payroll, etc.) The strategy map forces one
to identify the critical few processes that will
create the biggest impact on the customer and
the financial objectives.

• Learning and growth: How will we sustain our
ability to change and improve? The ultimate
source of value emanates from people and
technology and how they are applied. Culture
is one of the most important regulators of
change. These intangible assets are not found
on a balance sheet, but they are the real source
of competitive differentiation.

The four perspectives shown in Fig. 1 are
linked together in a chain of cause and effect.
Financial and customer measures are outcomes,
process and learning measures are drivers. One
begins to create value in the future by investing in
the drivers today. For example, we train our peo-
ple in quality to improve our manufacturing pro-
cesses to create lowest cost products for our
customers who, in turn, will buy more from us,
thus boosting financial growth, profitability and
shareholder value.

The strategy map helps define the logic of the
strategy. A strategy map creates a set of objectives
(e.g., the creation of customer partnerships) that
can then be translated into a set of measures (e.g.,
products per customer). Each measure is
supported by a target and gap which, in turn, are
supported by a set of strategic initiatives (e.g.,
training programme) needed to close the gaps.
The execution of strategy is managed by execut-
ing the strategic initiatives.
Executing the Strategy

Research over the past decade has consistently
shown that the ‘ability to successfully execute
strategy’ is CEOs’ major concern (Conference
Board 2010). Research also shows that 70–90%
of organizations fail to execute their strategies
(Kiechel 1982). The balanced scorecard provides
a framework and a set of methods to deal with this
execution gap. Through the ‘Balanced Scorecard
Hall of Fame’ programme’, a study has beenmade
of the management approaches used by successful
organizations (Kaplan and Norton 2011). Five
principles have emerged (Kaplan and Norton
2001).

• Executive ownership. The execution of strat-
egy requires the management of change.
A good strategy will require new products,
new skills, new incentives, new investments,
new partners and so on. Changes of this mag-
nitude can only be managed by those at the top.
Thus, a strategy execution process must be
sponsored by and actively managed by the
top management team. The balanced scorecard
is effective because it helps executives to man-
age change. Building a strategy map, for exam-
ple, forces an executive team to debate the
strategy and come to a consensus. Having a
shared model of the business, with shared mea-
sures, targets and initiatives is an essential
foundation for successful strategy execution.

• Translate the strategy. At the highest level, a
strategy begins with a vision that is
decomposed into three to five strategic themes.
(For example, ‘innovation to increase revenues
from new products’.) A strategic theme pro-
vides direction but doesn’t cover ‘how’. The
BSC helps organizations to execute their strat-
egies by providing the framework that links
strategy to operations (i.e., the ‘how’).
A strategic objective is translated to a measure,
then a target and, finally, a set of initiatives that
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will drive performance and achieve the
objectives.

• Align the organization. Organizations are
made up of hundreds or thousands of people.
These people are organized by departments,
divisions, functions, teams and so on. While
theoretically each person and each structure
has the same ultimate goal, practice indicates
quite the opposite. Because people are not
aware of the strategy, they sub-optimize per-
formance around their departmental or local
goals (known as silos). The BSC, through the
strategy map, creates a holistic view of the
organization. By creating a strategy map at
the top, a template can be used to align differ-
ent parts of complex organizations to common
goals. Standard approaches found in practice
include vertical cascading/alignment through
the ‘chain of command’, horizontal alignment
to support units, and external alignment with
suppliers or partners. Some organizations have
developed scorecards jointly with their cus-
tomers to define the elements of a ‘win-win’
relationship.

• Align the people. In ‘knowledge economy’
organizations, strategy is formulated at the
top but executed at the bottom. Call centre
operators, delivery lorry drivers, solution engi-
neers are typical jobs in modern organizations.
Each has routine contact with customers, sup-
pliers and partners. If strategy is to succeed, the
front lines of the organization must play a lead
role. The BSC helps to achieve this. First, the
organization can be educated about the strat-
egy. Strategy maps provide a vehicle for con-
tinuing communication and education about
the strategy. Second, the organization goals
can become personal goals. Looking at the
organization strategy, an individual can deter-
mine ‘where can I help’ and adjust their per-
sonal goals accordingly. Third, incentives can
be designed to further motivate the workforce.
Many organizations have discarded traditional
bonus schemes in favor of a multi-dimensional
bonus tied to the measures on the balanced
scorecard. And finally, new strategy will
require new competencies in the workforce.
Training and development can be updated to
reflect this. The strategy map provides a road
map for these new requirements.

• Double-loop governance process. Strategy is a
hypothesis. The strategy map requires one to
define the cause–effect relationships between
the financial/customer outcomes and the pro-
cess/people drivers. The initial design will be
based on the intuitions and experience of line
managers. Once the strategy is activated, real
world experiences will test these hypotheses
and provide a basis for organization learning.
The top management team should meet on a
monthly basis to review performance and to
make adjustments as required. These meetings
not only provide a chance to test and monitor
the strategy; the discussions engendered by
these routine management meetings provide an
opportunity and a necessity to define the new
culture required by the strategy. The strategy
map and scorecard provide the agenda for this
executive team development.
Achieving Results

It has been almost 20 years since the original
Kaplan–Norton work on the balanced scorecard
was published. The idea introduced at that time
has grown to a fully integrated process for man-
aging the execution of strategy. One recent study,
comparing the performance of publicly traded
companies that manage with the balanced score-
card, found that BSC companies achieved 3-year
growth in shareholder value of 45% compared
with only 15% for non-BSC managed companies
(Crabtree and DeBusk 2008). Another survey,
conducted on the Balanced Scorecard Hall of
Fame companies (a group that was pre-selected
because they were successful), showed an average
3-year growth in shareholder value of 150%
(Norton 2012).

These results reflect the value of successful
strategy execution – a phenomenon that we call
the ‘Execution Premium’ (Kaplan and Norton
2008). More broadly, the results show the
power and value of alignment. Organizations
have evolved over time into paragons of com-
plexity, unable to see beyond the boundaries of
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their narrow units. The BSC provides a way to
simplify this through the use of instruments like
maps and measures. These simple basics have
allowed the balanced scorecard framework to
be used successfully in some of the most com-
plex organizations in the world. The balanced
scorecard has allowed organizations to make
strategy everyone’s job.
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Abstract
We start by providing a description of banks’
main activities, the key functions played by the
banking industry in an economic system, and
the main types of banks. We then examine the
main distinctive features of banking services.
Next, we look at bank regulation, its main
objectives, tools and historical evolution, and
briefly examine the main Basel III reforms,
which were approved after the recent financial
crisis. Finally, we look at bank strategies and
business models after the financial services cri-
sis, highlighting the main factors distinguishing
resilient banks from the less resilient banks.

Definition The banking industry is composed of
institutions that play a number of key functions for
the economic system, such as providing payment-
system products and services, credit intermedia-
tion, maturity transformation, and credit analysis
through screening and monitoring.

A bank is a financial intermediary that transfers
financial resources from capital surplus units –
typically households whose savings exceed
investment needs – to capital deficit units – typi-
cally households, firms, governments and other
entities whose investments needs exceed savings.
This fundamental activity is performed either
directly – by raising funds through deposit taking
and lending money by granting loans – or
indirectly – through the capital markets.

In addition to this basic intermediation activity,
banks offer a wide range of other products and
services, such as payment systems, risk manage-
ment (forward contracts, options, swaps), capital
raising (assisting clients in their bond and equity
issues), project financing and asset management.

Banks play a number of key roles for the well
functioning of an economic system:

• Payment-system products and services: banks
issue money in the form of banknotes (central
banks) and current accounts that can be used as
means of payment, as they represent claims on
banks that are repayable on demand.

• Credit intermediation: banks borrow and lend
on their own account, and therefore enable the
accumulation of savings and the financing of
real investments.

• Maturity transformation: banks typically bor-
row for the short term, which offers liquid
products to savers, and lend for the long term,
which offers stable financing to borrowers.
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• Credit quality analysis through screening and
monitoring: banks screen and monitor the
credit quality of borrowers, thereby reducing
the informational asymmetries between bor-
rowers and investors.

Different types of banks exist according to the
nature of their activities:

• Commercial banks: these primarily focus on the
traditional intermediation business of deposits
and loans. The term ‘commercial bank’ was
introduced in the US in the aftermath of the
Great Depression, when the Glass Steagall Act
of 1933 separated the business of banking from
that of securities trading. Commercial banks
were therefore distinguished from investment
banks and prohibited from engaging in securi-
ties trading. After the progressive removal of
most restrictions separating commercial banks
from investment banks, most large banking
groups now have a universal banking model.

• Investment banks: these typically underwrite
bond and stock issues, trade different types of
securities and derivative instruments on their
own account, engage in market making, and
advise corporations on capital market activi-
ties, such as mergers and acquisitions.

• Merchant banks: these were traditionally
engaged in trade finance. The modern defini-
tion refers to banks that provide capital to firms
in the form of equity capital rather than loans.

• Savings banks: these were originally founded
in Europe in the nineteenth century to provide
easily accessible savings products. They have
kept their focus on retail banking (individuals,
or small and medium-sized enterprises).

• Universal banks: these operate in all range
of activities, including deposit-taking, loan-
granting, securities-trading, market-making
and asset management.
The Distinctive Features of Banking
Services

Most prescriptions of how to manage firms cannot
easily be applied to banks. A large part of
contemporary management theory has been
developed based on empirical data from
manufacturing firms. The (strategic) management
of banks requires careful reconsideration of basic
concepts like the value chain (a more adequate
tool might be the value net), ▶ competition (most
banks do business with each other), and the orga-
nizational structures and systems of coordination
and control (requirements for effective risk man-
agement create barriers to decentralization). What
has proven effective for industrial multinationals
has been less successful for financial services
multinationals, partly because of the latters’
greater strategic complexity and the characteris-
tics of their services.

Although banking and insurance both have
reputations of being people businesses, it is not
always strictly necessary for the client to meet
face to face with a financial services consultant.
New distribution channels, such as the Internet
and the telephone (mobile or fixed), make the
need for physical proximity obsolete. When trust
is not an issue for the client (e.g., when borrowing
money), financial services can easily be exported
within the limits of the legal frameworks in place.

Some schemes classify services according to
their relative involvement of physical goods and
their degree of commitment in a foreign country
(Vandermerwe and Chadwick 1989), their degree
of tangibility, the degree of face-to-face contact
with the client (Patterson and Cicic 1995), and the
possibility of separating production from produc-
tion. These complementary classification schemes
supports the contextualization of managerial
issues. However, financial services cannot be pre-
ssed into these classification schemes as a homo-
geneous block. For example, serving high net
worth individuals requires more face-to-face
interaction and less standardized products but
lower resource commitment than starting opera-
tions in a foreign country as a full-fledged retail
bank. The high diversity of products within a
universal bank is a major source of complexity.
Financial services distinguish themselves from
physical products in several ways:

• Inseparability of production and consumption:
services are often produced and consumed at
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the same time, as and when required by the
customer.

• Heterogeneity of service offerings: services
are usually tailored to the needs of individual
consumers. They are created and delivered
differently to cater to individual preferences,
and they comply with national regulatory
frameworks.

• Intangibility: this refers to the degree of ‘touch
and feel’ that is required to experience a par-
ticular service. In most circumstances, services
can neither be seen nor transported in a con-
ventional way, as physical goods can be.

• Perishability: services cannot be easily stored
and consumed at a later time. Consumption
and production of financial services do not
fully overlap.
Bank Regulation

The crucial role played by banks in the smooth
functioning of an economic system explains why
the banking industry is highly regulated. The gen-
eral goals of banking regulation are the stability
and efficiency of the banking system. Accord-
ingly, three main types of instruments, which
have been used with different intensities over
different historical periods, can be used by
regulators:
• Prudential regulation, mainly represented by
tools – such as risk-based capital
requirements – aimed at limiting the amount
of risk taken by banks and at ensuring that their
capital is consistent with their risks;

• Structural regulation, mainly represented by
tools – such as barriers to entry, direct limita-
tions of banks’ activities or geographical
extensions – aimed at limiting competition
among banks operating in different geograph-
ical areas or in different businesses;

• Protective regulation, mainly represented by
tools – such as deposit insurance and the
central banks’ lender of last resort
function – aimed at preventing an individual
bank’s crisis from spreading to other financial
institutions.
Structural regulation tools were most common
in the US and in some European countries in
the period following the Great Depression, when
banks were prohibited from owning non-financial
companies and from expanding their activities
into other states. Since the 1980s, bank regulators
have progressively removed structural regulations
and increasingly strengthened prudential regula-
tion, mostly in the form of risk-based capital
requirements. The latter have been introduced at
an international level by the Basel Committee of
Banking Supervision, a committee established in
late 1974 by the governors of the central banks of
the G10 countries to serve as a forum for discus-
sion and cooperation on matters of international
banking supervision. Minimum risk-based capital
ratios require banks to hold a given amount of
capital for each major type of risk:

• Credit risk: the risk of an unexpected deterio-
ration of the credit quality (default risk or
migration risk) of a counterparty to which the
bank is exposed;

• Market risks: the risk of losses resulting from
unexpected changes in market factors (interest
rates, foreign exchange rates, equity prices or
commodity prices);

• Operational risk: the risk of losses resulting
from inadequate or failed internal processes,
people and systems, or from external events.

The first set of rules concerning risk-based
capital requirements were introduced in 1988
and then replaced in 2007 by the so called ‘Basel
II’ New Capital Accord. The 2008 international
financial crisis highlighted some important
weaknesses in the Basel II capital-adequacy
framework. The Basel Committee explicitly
acknowledged these deficiencies, effectively sum-
marizing them in a single sentence:

One of the main reasons the economic and financial
crisis became so severe was that the banking sectors
of many countries had built up excessive on- and
off-balance sheet leverage. This was accompanied
by a gradual erosion of the level and quality of the
capital base. At the same time, many banks were
holding insufficient liquidity buffers. The banking
system therefore was not able to absorb the
resulting systemic trading and credit losses nor
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could it cope with the reintermediation of large
off-balance sheet exposures that had built up in the
shadow banking system. The crisis was further
amplified by a procyclical deleveraging process
and by the interconnectedness of systemic institu-
tions through an array of complex transactions.
(Basel Committee on Banking Supervision 2009)

Following this diagnosis, a significant reform of
the prudential regulatory framework was approved
by the Basel Committee in 2010. This new set of
rules – known as ‘Basel III’ – will be gradually
implemented over the 2013–2019 period and
envisages the following major changes:

• A greater emphasis on high-quality bank cap-
ital (i.e., capital with a stronger ability to
absorb losses);

• The introduction of an additional ‘capital con-
servation buffer’ aimed at ensuring that banks
keep a capital cushion to absorb losses in
periods of economic and financial stress;

• The introduction of a non-risk-based maxi-
mum leverage requirement;

• The introduction of two new liquidity require-
ments, aimed at guaranteeing banks’ liquidity
even in periods of stress;

• The strengthening of market-risks capital
requirements and the introduction of new
counterparty risk capital requirements.
Bank Strategies and Business Models
After the Financial Services Crisis

Despite regulatory efforts, the banking sector has
been characterized by widespread strategic fail-
ures since the early 1990s. There were many
reasons: excessive financial leverage (including
the use of off-the-balance-sheet financial vehi-
cles), ill-considered acquisitions, diversification
based on dubious synergies, flawed risk manage-
ment and governance systems, and problems of
vertical and horizontal coordination along the
value chain. The financial crisis pointed not just
to the technical difficulties of modelling risk, but
also raised the question of whether such risks
may be inherently un-modelable. Commercial
and management policies that were guided by
short-term profitability objectives have led to
the development of ever more complex, opaque
and financial instruments that are difficult to
evaluate. The problem of risk measurement
turns into a problem of risk management (i.e.,
the governance models of actors involved). The
speed with which trading in ‘toxic assets’
brought the interbank lending market to a stand-
still pointed not just to the inadequacy of ex post
volatility as a proxy for ex ante volatility, but
revealed a basic truth: the future will always be
different from the past. If the sources and char-
acteristics of risk are idiosyncratic and cannot be
easily reduced to measurable statistical charac-
teristics, the implication is that managing risk
ultimately depends on local qualitative informa-
tion and on interpretation that is based on deep
insight into its sources. The tacit nature of this
knowledge means that it cannot be readily
transferred (let alone centralized) within a
large financial services multinational. More-
over, geographical diversification does not
appear to offer substantial protection from
localized sources of risk, as the complexity
and interconnectedness of the global financial
system permits local disturbances to be both
transmitted and amplified.

However, some banks have successfully navi-
gated through the financial crisis. Among the most
resilient banks (i.e., banks with a high 10-year
average return on equity (RoE) and a low volatil-
ity of annual RoE), we find the Bank of Nova
Scotia, Svenska Handelsbanken and BBVA;
amongst the least resilient banks are UBS, Credit
Swiss and Commerzbank. The following para-
graphs highlight elements common among resil-
ient banks, which distinguish them from less
resilient banks. They:

• Invest time in serious forecasting exercises
(e.g., scenario planning): management teams
need to invest time in discussing potential
market events and develop contingency
plans.

• Diversify risk, but not into other geographical
markets where risks might be spilled over but
into products that are less cyclical and volatile
(such as Deutsche Bank’s diversification into
retail banking). Many banks retreat from
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international markets and focus on their core
territory – sometimes completely burying their
international growth ambitions. Not all banks
need to become international.

• Avoid mimic behaviour: the inducements for
mimetic strategies are reinforced by the fear of
pre-emption. The rush of foreign banks into
China and into Central and Eastern Europe
(CEE) was hastened by fear of late-mover dis-
advantages, particularly in relation to the avail-
ability of attractive acquisition targets and
alliance partners. The (late) rush into
mortgage-backed securities of many local
banks (such as the German Landesbanken)
has resulted in several casualties.

• Develop strategy based on resources and capa-
bilities, and not just on market opportunities.
Austria’s Erste Bank resisted the temptation of
investment banking after it thoroughly
analysed its core compentences. Its interna-
tionalization into geographically close Eastern
European retail markets had a better fit with the
firm’s resource and capability endowments
than other strategic options.

• Review the risk-management systems: the
risk-management function needs to be truly
independent and close to the risks.

• Bring independent and engaged (informed)
shareholders back on boards: neither regulators
nor disengaged board members are likely to
control the risk appetite of senior bankers. As
with anti-doping activists in cycling, agents
(i.e., board members and regulators) are likely
to be better informed, better motivated and
outnumber the principals (i.e., board members
and regulators). It was not only the many pol-
iticians on the boards of state-participated
banks who had difficulties in understanding
what was going on in the US mortgage-backed
security market and why their banks invested
into derivatives linked to these markets but
also many other stakeholders.
See Also
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▶Regulation/Deregulation
▶Resilience
▶Risk-Taking
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Bargaining Models

Claudio Panico
Bocconi University, Milan, Italy
Abstract
Negotiation is a pervasive feature of social
exchange. Bargaining theory and its related
models examine a problem in which rational
individuals who pursue their own interests
must reach an agreement to divide the gains
from their cooperation. This article builds on
two pillars of bargaining literature: Nash’s
(1950) axiomatic solution and Rubinstein’s
(1982) bargaining game with alternating
offers. It also comments briefly on recent appli-
cations of bargaining and ▶Cooperative and
Non-cooperative Game Theory to strategy.

Definition Bargaining is the process by which
two rational individuals who pursue their own
interests attempt to reach an agreement about
alternative ways to divide a given (and known)
surplus, earned from their cooperation.

As recognized by Edgeworth (1881), the prob-
lems of contracting and bargaining are fundamen-
tal to economics. Bargaining is pervasive in
economic interactions of many sorts, such as
those between individuals who meet to exchange
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economic goods, between firms that engage in
strategic collaboration or form joint ventures, and
among trading nations. The mechanism for deter-
mining the exchange price of a given resource – or
other arrangements – through bargaining thus is as
important as price-based mechanisms in the spot
market or authority-based mechanisms in hierar-
chies. Bargaining theory, and more generally a
cooperative approach to game theory, is an active
area of research that provides useful tools for econ-
omists as well as strategists.

In neoclassical economics, the exchange of
resources in a competitive market is pushed by an
invisible hand that drives the economic system
towards a social optimum, which economists call
the competitive equilibrium. This neoclassical sys-
tem provides an elegant framework for relating
prices in a situation with a vast number of eco-
nomic agents interacting in an anonymous market.
Bargaining theory instead examines interactions
between rational individuals who pursue their
own interests and must agree about how to divide
the surplus that results from their cooperation.

The absence of competition that is encountered
in a market with many participants implies that a
bargaining outcome is typically indeterminate
within a certain range, in the sense that many
Pareto optima are possible. This range is
also known as the core or contract curve. Because
of this indeterminacy, Edgeworth (1881)
complained that economists had little to say
about the outcomes of the typical bargaining situ-
ation. The problem was partially solved when
Nash (1950) advanced his eponymous, axiomatic
solution concept, which describes ‘splitting the
surplus’ as a unique negotiation outcome. The
solution to the bargaining game proposed by
Rubinstein (1982) shed further light on the
bargaining problem by examining negotiation
manoeuvres by bargainers when they take turns
making proposals to divide the surplus.
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B
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The Bargaining Problem: Agreeing
to Share the Surplus

Consider a situation in which John and Ariel, two
rational bargainers who pursue their own
interests, must divide a surplus of $100, which
they create through their collaboration. The
bargaining problem refers to the choice of agree-
ment that John and Ariel prefer, over both dis-
agreement (rationality) and any other agreement
that they might prefer more (Pareto optimality).
The largest payoffs that John and Ariel could
obtain without collaborating are, respectively,
$30 and $50. These are the disagreement
payoffs – also referred to as reservation utilities,
outside options or threat points. Without adding
more structure to the bargaining problem, the final
outcome is indeterminate. Let sJ and sA be John’s
and Ariel’s shares of the surplus, and let their
bargaining payoffs be sJ � $100 and sA � $100.
Individual rationality and Pareto optimality trans-
late into the following conditions: sJ � $100 � $
30, sA � $100 � $50 , and sJ þ sA ¼ 1 . As
depicted in Fig. 1, without additional restrictions,
the bargaining outcome can be anywhere in the
segment AB.

To restrict the range of possible bargaining
outcomes, it becomes necessary to add more
structure to the problem. In their seminal works,
Nash (1950), Rubinstein (1982) propose two
approaches to find a unique solution. Nash exam-
ines the bargaining problem using an axiomatic
method and establishes four properties that a
bargaining solution should have: scale
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invariance, efficiency, symmetry and indepen-
dence of irrelevant alternatives. He demonstrates
that there exists a unique solution that satisfies
those properties, the so-called Nash bargaining
solution. To understand this solution, it is useful
to introduce the concept of ▶ quasi-rent, which
are the difference between the surplus that bar-
gainers can create by collaborating and the dis-
agreement payoffs. Nash’s axiomatic solution
simply states that bargainers share equally in the
quasi-rents. For John and Ariel, the quasi-rents are
$100� $30þ $50ð Þ ¼ $20, so the Nash solution
is that John obtains a payoff of $30 + $10 = $40,
whereas Ariel receives $50 + $10 = $60. This
solution corresponds to point C in Fig. 1.

A variant of the Nash solution captures situa-
tions in which bargainers have asymmetric posi-
tions and different abilities to negotiate, that is,
different bargaining powers. Let John’s and
Ariel’s relative bargaining powers be aJ and aA,
which are both positive, and aJ + aA = 1. The
generalized Nash bargaining solution is that
John obtains a negotiation payoff $30 + aJ �
$10, whereas Ariel obtains $50 + aA � $10. For
example, if aJ > aA, the bargaining solution cor-
responds to point D, to the left of point C in Fig. 1.
The solution of splitting the surplus corresponds
to the case in which the bargainers have equal
bargaining power, aJ = aA = 1/2.

In this example, the bargainers’ payoff is
uniquely determined when their disagreement pay-
offs and relative bargaining power are known. The
Nash axiomatic solution suffers the inconvenience
of being silent on the details of the procedure used
to reach agreement. By adding more structure to
the bargaining problem, Rubinstein (1982) takes a
strategic approach and sets up a game that accounts
for the bargainers’ negotiating manoeuvres and
also specifies the bargaining details.

To illustrate, consider a case in which John
and Ariel try to reach agreement about how to
divide the surplus by alternating proposals.
Assume both parties have a disagreement payoff
of $0. Let’s say John makes the first proposal.
Ariel can either accept John’s proposal, in which
case the game ends and the surplus of $100 is
divided accordingly, or he can reject the offer. In
the latter case, time elapses, and the surplus
reduces by a fraction 1 � d, at which point it is
Ariel’s turn to make a proposal to John to divide
the remaining surplus, d � $100. Then John may
accept or refuse. The bargaining game continues,
with bargainers alternating offers, until one of them
accepts the other’s offer. The version of the game
that lasts only one period is also called the ultima-
tum game. The parameter 0 � d < 1 captures the
cost of any delay in reaching an agreement; it can
be interpreted as a discount factor. If John and Ariel
reach an agreement after T periods, such that they
receive shares aT

J and aT
A of the remaining surplus,

their payoffs are, respectively, a J
T � dT�1 � $100

and a A
T � dT�1 � $100.

As for Nash’s axiomatic approach, the strategic
approach by Rubinstein leads to a unique solution
for the bargaining problem, such that John offers
Ariel a share d/(1 + d) of the surplus in the first
period, and Ariel accepts this offer. Without any
delay, the bargaining payoffs of John and Ariel are
1= 1 þ dð Þð Þ � $100 and d= 1 þ dð Þ � $100 .
Therefore, the bargainer who makes the first
offer has a strategic advantage and obtains a larger
share of the surplus. Note the remarkable fact that
when d tends towards 1, the cost of delaying an
agreement vanishes, and the advantage of the first
offerer disappears. In other words, the solution to
Rubinstein’s model of strategic bargaining tends
to coincide with Nash’s axiomatic solution of
splitting the surplus. This was demonstrated by
Binmore et al. (1986).

A vast research field now studies contracting
and bargaining in different settings (see Osborne
and Rubinstein 1990). The problem in which
N individuals must divide a given surplus is fre-
quently approached by the cooperative branch of
game theory. For an N-person game, Shapley
(1953) provides an axiomatic approach that
leads to a unique solution, the so-called Shapley
value.
Applying Theory to Strategy

Bargaining and cooperative applications receive
increasing attention in strategy literature. From a
bargaining perspective, business strategy pertains
to managing resources to affect the division of the
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surplus in the marketplace, without the help of
market prices (Lippman and Rumelt 2003), in an
environment in which all participants (buyers,
firms, suppliers) negotiate. Using terminology
from strategy literature, a business strategy must
address the problem to both create and capture
value. Brandenburger and Stuart (2007) offer
an important theoretical advance: they propose
a biform game in which the bargaining and co-
operative environment depends on the initial
uncooperative moves of the players. In their setting,
a good strategy shapes the competitive environment
to lead to a favourable bargaining position.

The bargaining perspective also applies when
examining relationships among firm stakeholders
that compete for appropriable quasi-rents, as well
as investigating the management of individuals
who, because they are key to the firm’s value-
creation process, acquire bargaining power. For-
mal models of bargaining in these strategic fields
have yet to be developed though (for details, see
Panico 2009).
See Also

▶Cooperative and Non-cooperative Game
Theory

▶Quasi-Rent
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Barnard, Chester I. (1886–1961)

Ellen S. O’Connor
Santa Rosa, CA, USA
Abstract
Chester I. Barnard developed his organization
theory based on his extensive management and
executive experience, which he considered a
new experimental condition enabling a science
of cooperation. For Barnard, organization is so
complex – entailing interplay of numerous
dynamic internal and external, and subjective
and objective, phenomena and forces – that it
cannot be known in a scientific or even an
ordinary sense. The only sign of organizational
success is survival.

Barnard is unique for his stature both in organi-
zation theory – his work was a key source for
▶Simon, Herbert A. (1916–2001) (O’Connor
2012: 153–157) – and in executive
practice – he served as chief executive of New
Jersey Bell Telephone from 1927 to 1948, direc-
tor of the United Service Organizations during
the Second World War, and president of the
Rockefeller Foundation from 1948 to 1952. He
formulated a new ‘organic applied social sci-
ence’ to explain his experience of organization
(O’Connor 2012: 157–170).

For Barnard, organizational survival is the
exception and failure the norm. Successful orga-
nization is enduring organization. Drawing on his
extensive organizational experience, he posits and
probes a life-sustaining interplay between objec-
tive and subjective phenomena, and impersonal
and personal forces. In particular, he rejects the
fallacy that considers intangible phenomena char-
acterized by relationships, such as organization, as
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things; but he also links the attribution of con-
creteness to survival.

Barnard defines formal organization as ‘a sys-
tem of consciously coordinated activities or forces
of two or more persons’ (Barnard 1968: 81). Exec-
utive organizations, organs and functions must
exert force such that the organization sustains itself
(the fallacy is repeated for practicality). Executive
functions do not refer only to official positions.
They are exercised ‘by all those who are in posi-
tions of control of whatever degree’. After his
Second World War experience in voluntary orga-
nizations, Barnard concluded that responsibility is
widely distributed (O’Connor 2012: 140–147).
Context

Barnard pursued theory that enabled ‘a more effec-
tive conscious promotion andmanipulation of coop-
eration amongmen’ (1968: 74). He wrote his classic
text, The Functions of the Executive, to remedy
errors stemming from classical economics, which
he thought accelerated organizational failure. Yet
Barnard also said that his book failed ‘to convey
the sense of organization . . . which derives chiefly
from the intimate interested habitual experience’
(p. xxxiv). However, the book directly followed
from his experience of ‘sensing’ organization: at
the time of writing, he had been CEO of New Jersey
Bell Telephone for 10 years. He had also led emer-
gency relief programmes for the state of New Jersey
and held leadership positions in many civic and
philanthropic organizations (Wolf 1974).

Barnard embeds organization in ‘the coopera-
tive system’, which facilitates ‘purposeful change
of the natural environment’, education and ‘inven-
tion of effective methods of human relationships’
(1968: 54–55). Informal organization, whereby
individuals influence each other in ordinary life,
sets conditions for ‘accepting a common purpose,
of communicating, and of attaining a state of mind
under which there is willingness to cooperate’
(p. 116). Coordination first requires ‘the disposi-
tion to make a personal act a contribution to an
impersonal system of acts’ (1968: 240–242).

The cooperative system contains material,
social, individual and organizational economies.
These enable assignment of utility values to phys-
ical materials, social assets, individual contribu-
tions and the organization, respectively. All but
the latter can be specified: organization crosses all
domains because it is ‘the pool of values as
assessed by the organization as a social system’
(Barnard 1968: 242). Survival is the only measure
of this quadruple economy.

Effectiveness follows from the relevance of the
organizational purpose to the environment
(another term that obscures phenomena character-
ized by relationship) and efficiency, which relates
to the satisfaction of individual motives (Barnard
1968: 56), especially ‘the intensity of attachment
to the “cause”’ (p. 84). Executive organization,
organs and functions must secure contributions
from individuals throughout changing objective
and subjective conditions. In particular, the indi-
vidual economy, in which individuals decide
what, if anything, to contribute to organization,
must run a surplus: ‘If each man gets back only
what he puts in, there is no incentive . . . no net
satisfaction for him in cooperation’ (p. 58). Bar-
nard emphasized non-economic incentives in this
regard (pp. 145–149).

Organization is so complex that it cannot be
seen, only sensed; and proper sensing depends on
a relationship to organization that is ‘interested,
intimate, habitual’ (Barnard 1968: xxxiv). Fatal
decision errors result because of ‘the imbalance
due to the difference in the precision of percep-
tion’ as respects the various environments and
economies (p. 286).

A key executive function is formulating, com-
municating and instilling purpose, a ‘coordinating
and unifying principle’ (Barnard 1968: 95) that
‘incites’ cooperation (p. 86). To be effective, pur-
pose must be accepted: ‘[T]here is initially some-
thing like simultaneity in the acceptance of a
purpose and willingness to cooperate’ (p. 86).
Thereafter, formulation and definition of purpose
are widely distributed because purpose obtains in
the ‘aggregate of action taken’, especially by
those ‘who make the last contributions, who
apply personal energies to the final concrete
objectives’ (p. 232). However, contributors must
believe in a common purpose: ‘An objective pur-
pose that can serve as the basis for a cooperative
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system is one that is believed by the contributors
(or potential contributors) to it to be the deter-
mined purpose of the organization.’ The quintes-
sential executive function, then, is to inculcate
‘belief in the real existence of a common purpose’
(p. 87) – the basis for belief in the reality of
organization.

The official executive who accepts and reliably
executes subjective (personal belief-based)
responsibility actualizes an ‘ethical ideal’: the
‘willingness to subordinate immediate personal
interest for both ultimate personal interest and
the general good’ (Barnard 1968: 293). This
backs contributors’ faith in organization (p. 296)
and in their leadership as this leadership substan-
tiates and is substantiated by organization. The
ultimate basis of leadership is that of ‘personal
conviction – not conviction that [leaders] are obli-
gated as officials . . . but conviction that what they
do for the good of organization they personally
believe to be right’ (p. 281). However, this basis is
also backed by contributors’ belief in leadership’s
sincerity (pp. 281–283):

the [leadership’s] identity between personal and
organizational codes of conduct carries ‘conviction’
. . . to that informal organization underlying all for-
mal organization that senses nothing more quickly
than insincerity. Without it, all organization is dying
. . . it is the indispensable element in creating that
desire for adherence . . . [from] those whose efforts
willingly contributed constitute organization.
(pp. 281–282)

Thus Barnard’s credo, a profession of faith in
organization (p. 296), captures the animating con-
dition underlying his experience and his theory.
See Also

▶Biological Analogies
▶Dynamic Managerial Capabilities
▶ Simon, Herbert A. (1916–2001)
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Barney, Jay Bryan (Born 1954)

Asli M. Arikan
Georgia State University, Robinson College of
Business, Atlanta, GA, USA
Ohio State University, Fisher College of Business,
Columbus, OH, USA
Jay B. Barney was born in California, USA. In his
youth he was an avid skateboarder and surfer.
Later on, he channelled his love for active sports
that require balance and speed into being an ardent
cyclist and a passionate skier. He is married to his
college sweetheart, Kim, and continues to enjoy
the outdoors, travelling and spending time with
his family.

Barney received his BS in Sociology from
Brigham Young University in 1975, with
Summa Cum Laude distinction. By 1982, Jay
had received his MA in Sociology and his
Ph.D. in Administrative Sciences and Sociology
from Yale University. He has received honorary
Ph.D. degrees in 1997 from the College of Social
Sciences, Lund University (Lund, Sweden), in
2008 from the Copenhagen Business School,
(Copenhagen, Denmark), and in 2011 from
the Universidad Pontificia Comillas (Madrid,
Spain).

Barney’s first academic position was with the
Anderson Graduate School of Management, Uni-
versity of California, Los Angeles (1980–1986).
He became a full professor while on the faculty of
Texas A&M University (1986–1994), and for the
ensuing 18 years held the Chair for Excellence in
Corporate Strategy, in the Department of Manage-
ment and Human Resources, the Ohio State
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University. In 2012 he moved to the University of
Utah as the Presidential Professor of Strategic
Management and Lassonde Chair of Social Entre-
preneurship in the David Eccles School of Busi-
ness. He has also held several honorary academic
positions at universities in New Zealand, the
United Kingdom and China.

In addition to his academic positions, he is also a
world-renowned educator and practitioner who
engages in executive training and consulting for
numerous organizations including Koch Industries,
Hewlett-Packard Corp, McDonnell-Douglas Inc.
and Nationwide Insurance. Barney also advises
educational institutions such as the University of
Mississippi, the Ohio State University, Columbus
Public Schools, public–private partnerships such as
Tech-Columbus and non-governmental organiza-
tions such as Choice Humanitarian.

Barney has been recognized, awarded and
honoured for his excellence in research, teaching
and service. He was elected a Fellow of the Acad-
emy ofManagement (2001) and StrategicManage-
ment Society (2007). Additionally, he is the winner
of the Irwin Outstanding Educator Award pre-
sented by the Business Policy and Strategy Divi-
sion of the Academy of Management (2005) and
the Academy of Management Scholarly Contribu-
tions Award (2010). He serves on the editorial and
academic advisory boards of the leading journals in
the management field, and since 2009 is co-editor
of Strategic Entrepreneurship Journal. He com-
pleted a 5-year leadership term for the Business
Policy and Strategy Division, Academy of Man-
agement in 1997. He served as the president-elect
and president for the Strategic Management Soci-
ety (2008–2012) and he is a member of the Board
of Trustees for the Strategic Research Foundation
since 2009. Other than his formal leadership roles
in the professional organizations, Barney regularly
participates as an organizer, panelist and a discus-
sant in the professional and paper development
workshops for Ph.D. students, junior and
mid-career faculty in the annual meetings orga-
nized by Academy of Management and Strategic
Management Society and in specialized confer-
ences around the world. He is generous with his
time and expertise when it comes to the Ph.-
D. students who reach out to him.
Scholarly Impact

Barney is the author of more than 100 articles and
6 books, the majority of which have been trans-
lated into other languages including Chinese, Ger-
man, Hungarian, Italian, Japanese, Korean and
Spanish. As a young organizational theorist, he
demonstrated early on his creativity and intellec-
tual boldness in questioning the validity of an
existing paradigm, both of which are the defining
characteristics of his scholarly work. His skills as
a theorist flourished when he joined the faculty of
Anderson School of Business, UCLA, as a freshly
minted assistant professor. This was the early
1980s, and there were several forces that particu-
larly influenced Barney’s scholarship. First, there
was a strong presence of organizational econo-
mists and sociologists such as Harold Demsetz
and William Ouchi who theorized on the exis-
tence of firms and different ways of organizing
economic activity. Second, Japanese companies
were outperforming their US counterparts, a sit-
uation which challenged the conventional man-
agement practices at the time. Third, the strategy
field was shaped by Michael Porter’s prominent
work on the importance of selecting attractive
industries for higher performance (1980).
Barney was already exposed to and intrigued by
the new theories in organizations developed by
Nelson and Winter (1982), Ouchi (1980), and
Oliver Williamson (1975) while he was still a
Ph.D. student. Given his broader context, inter-
ests, training and talent as a theorist he embarked
on a journey of understanding the ‘uniqueness’
of organizations and was instrumental in devel-
oping the ▶ resource-based view (RBV) of
the firm.

The RBV of the firm sheds light on the
resources and capabilities of the firm as the
sources of competitive advantage under certain
conditions. Barney wrote two seminal articles
that helped to establish RBV as the leading the-
oretical apparatus in the management of organi-
zation from the early 1990s. The first article,
titled ‘Strategic factor markets: expectations,
luck, and business strategy’, which was
published by Management Science in 1986, is
about the inner workings of ▶ strategic factor
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markets (SFM). Barney recalls how he wrote the
article as follows:

The first outline was on a subway in Japan. I wrote
the first draft of the paper assuming that the real
contribution was showing that when factor markets
anticipate value created by resources in product
markets, that apparently advantaged positions in
product markets would not generate superior per-
formance for firms. Over the review process, this
part of the paper became a single paragraph, and the
paper spends most of the time on imperfections of
strategic factor markets. Despite this, people still
think the paper is only about perfect strategic factor
markets and not about competitive imperfections in
the SFM. The paper started out 45 pages long
(in Management Science) and ended up about 25 –
but it was a better paper. The first time I presented it,
it was ripped to shreds at a UCLA colloquium. Of
course, most papers back then were ripped to shreds
at a UCLA colloquium. As I walked out of the
colloquium, Kate Conner (whowas a Ph.D. student)
said ‘that was a great seminar’. My reply was, ‘It
doesn’t feel like a great seminar.’

According to research on Google Scholar, this
article was 1 of the 50 most influential papers
published in Management Science by 2004 and
cited more than 4500 times. The second article,
titled ‘Firm resources and sustained competitive
advantage’, published in the Journal of Manage-
ment, is cited bymore than 30,000 scholars working
across multiple fields in management such as strat-
egy, international business, human resources and
organizational behaviour, information systems,
marketing, health care and sports (Barney and
Arikan 2001). In this article, Barney develops a
parsimonious framework for the RBV of the firm
and expands upon the characteristics of resources
that are likely to be sources of competitive advantage.

In addition to continuing his research pro-
gramme in the RBV of the firm and consistent
with his theoretical prowess in understanding
‘uniqueness’, Jay is also pursuing a research pro-
gramme in understanding the nature of entrepre-
neurial process through discovery and creation.
He also leads MBA students in study-abroad pro-
grammes to develop unique and localized solu-
tions to the problems of poverty in Peru and
Bolivia through social entrepreneurship. In sum,
Barney’s career has been a testament to his advice
to young scholars: pursue your true passion and
ask ‘bold’ research questions.
See Also

▶Resource-Based View
▶ Strategic Factor Markets
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Abstract
Basic research can be defined as systematic
inquiry that involves a quest for some funda-
mental scientific aspects of phenomena without
any specific practical applications in mind. The
pay-off of basic research is often uncertain and,
once published, difficult to appropriate. Accord-
ingly, the social returns to basic research exceed
the private returns, rendering it a ‘public good’.
Basic research results in contributions to the
world stock of scientific knowledge. It
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ultimately supports long-term economic
growth, increased productivity and subsequent
practical applications on a global basis.

Definition Basic research is defined as system-
atic study directed towards fuller knowledge or
understanding of the fundamental scientific
aspects of phenomena and of observable facts
without specific applications towards processes
or products (NSF 2010).
The Definitions of Basic Research

Basic research is defined by the National Science
Foundation (NSF 2010: 9) in the US as ‘systematic
study directed toward fuller knowledge or under-
standing of the fundamental aspects of phenomena
and of observable facts without specific applica-
tions towards processes or products in mind’. Sim-
ilarly, ‘basic research is experimental or theoretical
work undertaken primarily to acquire new knowl-
edge of the underlying foundation of phenomena
and observable facts, without any particular appli-
cation or use in view’ (OECD 1994: 13). Vannevar
Bush likewise observed that ‘Basic research is
performed without thought of practical ends.’ In
Science the Endless Frontier (1945), Bush pointed
out that it results in ‘general knowledge and under-
standing of nature and its laws’.

Research can be regarded as basic, depending
on the nature of its outcomes. For example, scien-
tists often refer to research as basic if its focus is
fundamental and the goal is to improve understand-
ing and augment society’s knowledge base – that
is, if its results have a major impact upon a given
field or they turn out to provide a fundamental
discovery (Trajtenberg et al. 1992: 4). Basic
research focuses on deepening the understanding
of scientific laws rather than solving particular
questions. It often offers solutions to old puzzles
(e.g., Kuhn 1962; Rosenberg 1982). Thus, the
research at the Bell Labs that led to the discovery
of the transistor is an example of basic research, as
are Watson and Crick’s research which resulted in
the discovery of DNA, the laws of thermodynam-
ics and the mathematics of chaos (Nelson 1962;
Trajtenberg et al. 1992). On the other hand,
pursuit of the knowledge or understanding neces-
sary to meet specific and recognized needs is
considered to be applied research (NSF 2010).
Features of Basic Research

Researchers involved in basic research require
more freedom than those involved in applied
research. In applied work, researchers work on
defined problems while those working on basic
research are relieved of such restrictions and are
constrained mainly by their own imagination and
creative capability (NSF 1953).

A peculiar feature of basic research is that the
pay-off is uncertain, serendipitous and distant, and
thus it is difficult to identify in advance the com-
mercial value or utility of the discoveries that result
from basic research (Mowery and Rosenberg
1989). Basic research involves the investigation
of observable facts without specific applications
towards processes or products in mind. In the
search for oil many a dry hole is drilled, but statis-
tically the eventual output far outweighs the cost.
So it is with basic research (NSF 1953: 39).

Another feature of basic research is that it pro-
duces knowledge that is virtually costless to
reproduce and reuse and thus quickly moves into
the public domain (Arrow 1962; Mowery and
Rosenberg 1989). Thus, the outcome of a piece
of basic research is freely available to all. The
social returns to basic research far exceed the
private returns and therefore the market fails to
provide adequate incentives for the private sector
to invest in basic research (Nelson 1959; Arrow
1962). For these reasons, economists justify pub-
lic subsidies for basic research (Teece 2003).
However, given that the benefits of basic research
accrue to global society, payment for it ought to
come, as a matter of economic policy, from all
nations. However, no such mechanism currently
exists to allow this in a comprehensive manner.

Basic research is conducted primarily in univer-
sities, government labs and not-for-profit organiza-
tions. Some amount of basic research is also
conducted in large business enterprises; however,
the amount is quite small because it is very difficult
for the business enterprise to capture value from
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basic research. As a result, basic research is almost
always delivered free of charge into the public
domain, whether it is privately or publicly funded.
B

The Role of Basic Research in Innovation
and Society

In the ‘linear model’ of ▶ innovation, innovation
begins with basic research, the results of which are
fed into applied research and also development,
which subsequently lead to production andmarket
sales.

Many scholars have observed a more interac-
tive relationship, wherein basic research may
either precede or follow new technology develop-
ment (e.g., Gibbons and Johnston 1974; Kline and
Rosenberg 1986; von Hippel 1988; Teece 1989;
Nelson 1990). Rosenberg (1990) similarly argues
that basic research often grows out of applied
research funded by large corporations and thus
the two are interactive. Rosenberg (1990: 170)
views investments in basic research as ‘a ticket
of admission to an information network’. Applied
research such as development activities can also
have an impact on basic research. The output of
basic research is never a final product but, rather,
is some form of new knowledge that may be used
to play some further role in the development of
new products (i.e., via applied research initia-
tives). Therefore pursuing simultaneous invest-
ment both in applied and basic research is
desirable (e.g., Cockburn and Henderson 1998).
In a similar vein, March (1991: 71) states that
firms that invest in basic research to the exclusion
of applied research ‘suffer the costs of experimen-
tation without gaining many of its benefits’.

Much effort has been made to identify a variety
of paths by which basic research leads to produc-
tive advancement. However, basic research out-
puts are difficult to observe, given their nature.
As noted, the benefits from basic research occur
over the long term while a firm’s investment in
applied research is considered short term and
results in the development of marketable prod-
ucts. These practical and conceptual problems
make it difficult to measure the rate of return to
basic research.
Despite the difficulty associated with measur-
ing the returns to basic research, scholars have
examined various types of contributions that
basic research makes to society. The immediate
increments to knowledge resulting from basic
research itself can be of great economic signifi-
cance (Rosenberg 1992: 381). Using historical
analysis, Rosenberg (1992) argues that basic
research contributes to economic performance by
creating new scientific instrumentation and meth-
odologies. Some proxy basic research as publicly
funded R&D and find a positive contribution to
economic growth (Bergman 1990). Basic research
can lead to important product development and an
increase in overall firm productivity (e.g., Mans-
field 1980a; Griliches 1986). Mansfield (1980b)
reports a positive relationship between basic
research as a percentage of value added and the
rate of growth of total factor productivity. Put dif-
ferently, basic research is the ‘seed corn’ that
enables and supports technological innovation,
often at a much later date. That enablement is
global in scope – that is, basic research anywhere
benefits innovation everywhere. This is because
the results are typically made public transmitted
through the scientific literature. Accordingly, the
▶ appropriability of returns by the investor in basic
research is very difficult, if not impossible.

Notwithstanding the important contribution of
basic research to innovation and to global society,
it is important to recognize that at the centre of the
innovation process is design, not science.
Research is often stimulated by the problems
associated with trying to get the design right.
Technology is not merely applied science. Any
technological development draws on an array of
science, not only that which is embedded in one or
two recent findings. Moreover, important techno-
logical breakthroughs can often proceed even
when the underlying science is not understood
well (e.g., the IUD for birth control). Products
can often be made to work without much knowl-
edge of the underlying reasons. Airframe design
in the aircraft industry, for instance, has a large
empirical component. Certain airframe designs
are known, from experimentation, to have certain
performance features. However, the underlying
scientific understanding of airframe design is
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rudimentary. Accordingly, computer modelling
and wind tunnel testing is still an essential part
of the development process (Teece 1989: 35–6).

Basic research nonetheless provides the under-
pinnings for technological progress from which
practical applications can be drawn. The output of
basic research is a peculiar kind of good that may
be used, not to produce a final good, but to play
some further role in the invention of a new final
good (Mowery and Rosenberg 1989: 10). In other
words, basic research frequently provides the foun-
dation for subsequent applied research, and applied
research often influences the direction of basic
research. David et al. (1992) document historical
cases of specific technologies and publicly funded
basic research programs to show how they lay the
foundation for subsequent technological progress.
As noted, basic research might be thought of as the
‘seed corn’ for much follow-on activity.

Another mechanism by which basic research
benefits industry is through the production of skilled
graduates. Pavitt (1991) shows that conducting basic
research helps to develop skills that translate knowl-
edge into practice, solve complex technological
problems and participate effectively in networks
and absorb and exploit the resulting knowledge
and skills. Nelson (1987) highlights the importance
of basic research as a source of the skills essential for
young scientists to conduct more applied industrial
activities within a firm. Trained graduates are thus a
key benefit from publicly funded research (Gibbons
and Johnston 1974).
See Also

▶Appropriability
▶ Innovation
▶ Profiting from Innovation
▶Research and Development (R&D)
Organization

▶ Science and Innovation
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Abstract
This entry discusses behavioural strategy that
seeks to outline those approaches to organiza-
tional life that are defined in other than eco-
nomic terms. It outlines the origins of the
approach in the work of seminal figures such
as Cyert and March (1963) and then goes on to
discuss later contributions such as Levinthal
(2011). It offers case studies in areas such as
resource valuation through the use of statistical
approaches and then provides a consideration
of the application of the approach to the dis-
cussion of production chains.

Definition Behavioural strategy is a progress
whereby it is acknowledged that the decision-
making of an individual or an organization is
arrived at not solely in economic terms but also
by taking into account the complexity of the envi-
ronment in which the actor finds itself.

In addition to behavioural areas such as
behavioural finance, behavioural ▶ decision-
making and so on, behavioural strategy has
emerged as a new field of study. Powell
et al. (2011) provide an excellent overview of
this nascent area, and I will not repeat their argu-
ments here. The origin of the term ‘behavioural’ in
organizational theory and strategy can be traced to
A Behavioral Theory of the Firm, a seminal work
by Cyert and March (1963). It has been used to
denote approaches to organizational life that are
not based on a simple, economic account. How-
ever, Levinthal (2011) argues that such a distinc-
tion between behavioural and economic
approaches is a false divide and that there only
exist more or less preferred mechanisms (all
imperfect) to guide choice and behaviour.

My approach is similar to that in Levinthal
(2011). In a nutshell, I argue that strategy is nec-
essarily behavioural due to the complexity we
face as organizational and individual decision
makers. I illustrate this point by exploring a key
question in strategy: how resources are valued.
An Illustrative Problem: Resource
Valuation

Developing superior insights into the value of
resources is the only systematic way for firms to
acquire resources capable of generating economic
rent (Barney 1986; Peteraf 1993). Consider the
Oakland Athletics, a Major League baseball
team, during the period from 2003 to 2007. Work-
ing with the lowest payroll in all of baseball, the
Oakland A’s managed to win more regular season
games than any other team. Its secret, as
documented in the bestseller MoneyBall (Lewis
2003), seems to be the scientific ways which its
general manager, Billy Beane, and the front office
use to evaluate players. Instead of following con-
ventional metrics such as batting averages, the
team aims to scientifically measure a player’s
‘precise contribution to victory and defeat’
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(p. 70) using newer statistics such as on-base
percentage. The team’s superior insight into the
value of its players (i.e., resources) enables it to
engage in arbitrage: buying players that have been
undervalued and selling players that have been
overvalued (p. 125).

However, the same scientific approach that has
been subsequently adopted in baseball has had
limited success in other sports such as football
and basketball (Isidore 2006). The crucial reason
lies in the differential patterns of interdependence
(Keidel 1984, 1987; Daft 1995; Berman
et al. 2002). In baseball, every player acts inde-
pendently, taking a turn at bat and playing his or
her position. As Pete Rose reportedly once said,
‘Baseball is a team game, but nine men who reach
their individual goals make a nice team.’ Thus,
baseball is a game characterized by pooled inde-
pendence (Keidel 1984, 1987). The key to the
game is still the one-on-one match-up between
pitchers and batters. As such, the determination
of an individual player’s contribution to the game
depends roughly on his own statistics (e.g., on
base percentage). In contrast, American football
is best described as sequentially interdependent.
For instance, the line first blocks the opponents, to
enable the backs to run or pass. Plays are sequen-
tially performed from first down to fourth down
(Daft 1995). There is thus a significant degree of
sequential interdependence among players. Fur-
thermore, the outcome of every play depends on
the interaction of 22 different players, making a
single player’s statistics, such as yards per carry,
somewhat harder to value (Isidore 2006). In such
settings, it is much harder to value individual
players accurately according to their precise con-
tribution to a team’s victory or loss.

Thus, a fundamental challenge in valuation
arises from the fact that resources are often char-
acterized by a high degree of interdependence
(Thompson 1967), in both sports and business.
The very notion of strategic decisions in the strat-
egy literature, in contrast to that of tactical
decision-making, revolves around the fact that
the former class of decisions entails longer-term
consequences (Andrews 1971). Many strategic
actions do not have any immediate or direct con-
sequence, but instead set the stage for subsequent
actions that bring the firms towards some actual
payoff. For instance, after an R&D decision is
made, payoffs are not known immediately since
R&D is typically located far away from the market.
A long sequence of value chain activities such as
manufacturing,marketing and service has to unfold
before the overall effect of R&D is felt. As such, it
is difficult to take into account the full conse-
quences of R&D strategies when assessing alterna-
tives at any given point in time. Just as the outcome
of a football game is determined largely by the
interaction and coordination among players,
resource valuation depends on the identification
of the value of a configuration of resources.

Despite the importance of resource valuation,
there have been few attempts to model the devel-
opment of differential valuations and, in particu-
lar, the mechanisms by which firms create such
heterogeneous expectations (Denrell et al. 2003;
Peteraf and Barney 2003; Barney and Alvarez
2006).
A Canonical Problem

Consider a simple prototypical representation of a
multi-stage production chain, as shown in Fig. 1.
Suppose this firm specializes in the transformation
of an input resource X into a final output Y. It
transforms X into Y through a series of three
production stages, namely R&D, manufacturing
and testing, and each one of these stages is super-
vised by a department manager. At each stage,
there are nine available production choices
(represented by directed arrows) and three
types of corresponding intermediate resources
(represented by nodes). For instance, resource #1
can be transformed into resource #4, #5 and #6
respectively by the R&D department in three dif-
ferent production processes, which have different
costs. Similarly, each one of the resources (nodes)
in the manufacturing stage can be transformed
into resources #7, #8 and #9, which can then
be transformed in the testing stage into the final
output Y. The challenge is to find out which con-
figuration of resources yields the least total costs
of production (or, equivalently, the most total
payoffs).
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Even in this simple example, it is not immedi-
ately obvious what value should be given to each
of the resources. Clearly, the value of a resource
depends on the levels of other resources that it
might be transformed into downstream. For
instance, the value of resource #3 depends on the
value of downstream resources such as resources
#4, #5, #6, #7, #8 and #9. Rational choice requires
the computation of values of all resources that
constitutes a particular resource combination or
configuration.

At a more abstract level, this challenge is a
variant of a more general problem known in arti-
ficial intelligence as the ‘credit assignment prob-
lem’ (Samuel 1959, 1967; Minsky 1961;
Levinthal 2000; Denrell et al. 2004) – how should
one assign the credit arising from the overall
sequence of actions to each of the antecedent
actions?
Several Solution Approaches

Direct Search
One straightforward solution approach is simply
direct search – go through all possible configura-
tions and choose the best one. In the example
above, if N and M denote the number of stages
and number of resources per stage respectively,
the total number of possible resource configura-
tions is MN or 27 (i.e., 33). While this seems easy
enough, direct search quickly loses its allure asM
andN grow in magnitude. For instance, imagine a
firm with 10 stages of production processes, each
with 10 different resource positions at each stage,
this generates a state space of 1010, which is a
billion configurations to search through. The
example implies that it is close to impossible to
compute all of the resource valuations by iterating
over the entire state space as either M or N gets
arbitrarily large.

Dynamic Programming
With M stages and N possible resource positions
for each stage, we haveM⋆N number of possible
nodes. A system of equation with M⋆N number
of unknowns can be set up, such that the solution
to this system of equations is the true utility asso-
ciated with each resource. With this formulation,
solutions can be obtained explicitly by many stan-
dard methods such as dynamic programming.
Solving directly is akin to an exhaustive search,
looking ahead at all possibilities, computing their
probabilities of occurrence and their desirabilities
in terms of expected rewards. Yet this framework
assumes that the task can be fully specified by a
sequence of states and actions. In reality the spec-
ification of a full decision tree is almost impossi-
ble due to a lack of information. Furthermore,
even if the resource valuation challenge can be
reduced to a dynamic programming problem, the
solution can still be hard to reach. As the number
of stages grows, the number of nodes expands
exponentially. A reasonable approximation can-
not be computed by numerical methods, let alone
analytical ones. Bellman refers to this limitation
as the ‘curse of dimensionality’ (Bellman 1957).

A Behavioural Approach
If resource valuation does not proceed optimally,
what constitutes a behavioural approach that com-
bines elements of dynamic programming with
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well-known human limitations and biases? Below
I outline a minimal set of behavioural principles.
First, a viable way to solve the sequentially depen-
dent problem is learning, rather than derivation.
Solution is learned incrementally, gradually and
approximately, rather than computed. Second, a
behavioural approach needs to assume limited
foresight. While it makes sense to carry out back-
ward induction, there now exists considerable
evidence that individual decision makers are not
capable of seeing far into the future. When antic-
ipating future consequences of current actions,
decision makers can only look one or two periods
into the future and consider limited future out-
comes (Simon 1955). As reviewed by Hutchinson
and Meyer (1994), psychological experiments
have demonstrated convincingly that people are
not capable of looking ahead to all future periods
and often do not fully utilize past information to
inform future decisions. In an experimental study
of three-stage bargaining, Camerer and Johnson
(2004) find that only 15% of the subjects look two
steps ahead while the vast majority look only one
step ahead.

One possible behavioural model on resource
valuation is based on a simple family of learning
algorithms known as Q-learning (Watkins 1989;
Kaelbling 1993; Sutton and Barto 1998; Denrell
et al. 2004) and has been shown to describe
human subject behaviour in lab-based experi-
ments (Fang 2012).
Conclusion

The world we live in as strategists is complex.
This sheer complexity implies that strategizing is
necessarily behavioural in nature, as optimal solu-
tion approaches are often not feasible. In this
piece, I have illustrated this argument by explor-
ing a key question in strategy: how resources
come to be valued.
See Also

▶Cyert, Richard M. (1921–1998)
▶Decision-Making
▶Dynamic Capabilities
▶March, James G. (Born 1928)
▶Organization Theory
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2Berkeley Research Group, Emeryville, CA, USA

Definition When the outputs of the firms in an
industry are perfect substitutes, the firms compete
on price and have no capacity constraints, the
resulting industrial organization is called Bertrand
competition.

Bertrand competition is a (game) theoretical con-
cept. Models of Bertrand competition generally
assume that product characteristics are fixed (and
typically are assumed to be the same for all sellers,
so that goods from different suppliers are perfect
substitutes), and that the dimension along which
competition occurs is that the suppliers set the
prices for the goods they sell (as contrasted with
Cournot competition, in which the parties are
assumed to compete by choosing the quantities
they sell, and prices adjust to match quantity
demanded with quantity supplied).

Models of price competition with differenti-
ated products exist, but they are generally not
described as being ‘Bertrand competition’.

With Bertrand competition, suppliers are
assumed to set prices, buyers elect to buy as
much or as little as they want at those prices, and
the assumption is that suppliers will supply
enough to satisfy market demand; that is, the
assumption is that firms do not have capacity
constraints.

The solution concept typically used in models
of Bertrand competition is the standard ▶ nash
equilibrium concept from non-co-operative game
theory, though refinements (such as subgame per-
fect Nash equilibria) are sometimes used.

In equilibrium with identical firms, the price is
driven down to the common ▶marginal cost of
the firms. If one firm has a lower marginal cost
than all of its rivals, in equilibrium price is driven
down to the second-lowest marginal cost. The
intuition is that (a) since all goods are assumed
to be homogeneous perfect substitutes, cus-
tomers buy from the firm with the lowest price,
(b) any price strictly above the second-lowest
marginal cost can and will be undercut by
another firm – see Bertrand (1883) and
Tirole (2000).

Some have criticized Bertrand competition
models as leading to unrealistic results in situa-
tions where there are fixed costs F and constant
per-unit marginal costs C, so that the total cost of
producing X units is F + CX. In such a situation, if
price is driven down to marginal cost the firms
earn no margins on inframarginal units and thus
cannot recoup any of their fixed costs. With an
upward-sloping marginal cost curve, firms can
earn margins on infra-marginal sales that can con-
tribute to covering fixed costs.

As an example, Bertrand competition models
have sometimes been proposed for licensing intel-
lectual property, where the assumption is often
made that the marginal cost of licensing is zero.
In such models, the conclusion that price will be
driven down to the marginal cost of licensing
(zero) has been criticized as unrealistic, as such
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an outcome would fail to compensate successful
innovators for the costs and risks associated with
R&D (including ‘dry holes’). Firms anticipating
that licensing competition will take the form of
Bertrand competition would have little incentive
to invest in R&D in the first place.

Hence, models of Bertrand competition, while
popular in some scholarly circles, have not been
widely applied in the field of strategic manage-
ment. The marginal cost pricing that it predicts is
not sustainable, and accordingly business models
are selected by managers to avoid this trap – see
Besanko et al. (2010).
See Also

▶Cost
▶Marginal Cost
▶Nash Equilibrium
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Bettis, Richard (Born 1947)

Jennifer Oetzel
American University, School of Business,
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Richard A. Bettis (Rich) was born in Portsmouth,
Ohio, on 22 November 1947. His mother, Sarah
L. Bettis, was a housewife and former bank
cashier. His father, Charles F. Bettis, was a Second
World War veteran who worked as a draftsman,
earning what was described at the time as ‘a good
living’. Although Bettis senior was interested in
anything scientific or mathematical, neither he nor
his wife attended college, which was a source of
regret for them both. The family lived initially in
the maternal grandmother’s home, and in 1951
Bettis’ brother James was born. When his father
died suddenly of a heart attack in 1960 his mother
returned to work as a bank cashier. Bettis mean-
while attended public schools, where he received
high grades and excelled in science and maths. He
also loved playing baseball and basketball and
was a member of the school tennis team. Follow-
ing graduation from high school in 1965 he
enrolled in Ohio State University engineering col-
lege, majoring in Engineering Physics, which
allowed him to combine interests in physics, elec-
trical engineering and mathematics. Before grad-
uation in March 1970, he accepted an engineering
job at General Motors, working in product devel-
opment. Working for GM at this time was consid-
ered a prime career with a high salary and benefits
guaranteed for life. However, Bettis found both
GM and automotive engineering not well suited to
him, and so he left to pursue an MBA at the
University of Michigan.

He met his future wife, Deborah (Debbie) War-
den, an occupational therapist, at the wedding of a
friend in April 1972; they were married 2 years
later, shortly before he started the MBA pro-
gramme at Michigan. They are both evangelical
Christians and lifelong members of the United
Methodist Church. The MBA programme opened
up a whole new world of academic and practical
interests for Bettis. He graduated with distinction
in 1976 and entered a Ph.D. programme in busi-
ness policy after initially being admitted to a pro-
gramme in statistics. He completed his Ph.D. in
1979. While working on his dissertation,
C. K. Prahalad arrived at Michigan as an assistant
professor. Bettis and Prahalad immediately struck
up a friendship and productive research collabo-
ration that eventually resulted in three papers
published in the Strategic Management Journal.
Their 1987 SMJ paper, ‘The dominant logic: a
new linkage between diversity and performance’,
won the first SMJ Best Paper Award in 1993.

In autumn 1978 Bettis started as an assistant
professor at Tulane University in New Orleans,
and moved the following year to the Edwin
L. Cox School of Business at Southern Methodist
University (SMU) in Dallas. While in Dallas two
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children were born: Matthew (1981), currently a
manager in Atlanta, and Kimberly (1985), cur-
rently a registered nurse in Nashville. He spent
13 years at SMU, where he received two MBA
teaching awards and a research award. In 1992 he
accepted a Chair at the Kenan-Flagler Business
School of the University of North Carolina, where
he remains today.

Bettis has a long history of editorial assign-
ments and professional society service. He was
an associate editor for Management Science
(1987–1991), a consulting editor for the Acad-
emy of Management Review (1990–1993), and
an associate editor for the Strategic Manage-
ment Journal (1995–2006). In 2007 he was
named one of three co-editors of the Strategic
Management Journal. Bettis was also Chair
Elect and the Chair of the Business Policy/Plan-
ning Division of the Academy of Management
between 1986 and 1989. He served on the Board
of Directors of the Academy of Management
between 1989 and 1992. He is a Founding Mem-
ber of the Strategic Management Society (SMS),
where he served on the Board of Governors
(1999–2008). He was Program Chair for the
2001 SMS International Meeting in San
Francisco, President Elect (2002–2003) and
President (2004–2006).

In addition to his many scholarly and profes-
sional contributions, one of his most important
legacies is his work with and dedication to doc-
toral students, including those whose disserta-
tions he chaired as well as the many other
students he mentored over the years. Bettis has
played a critical role in shaping the professional
lives of countless scholars, many of whom are
now tenured professors at top research schools in
the USA and abroad.

His early core research interests focused on the
relationship between▶ diversification and perfor-
mance, cognition and strategy, and risk/uncer-
tainty. In recent years Bettis has added core
interests in organizational learning and adapta-
tion, measurement of firm performance and com-
plex interdependency. His methodological
approach is eclectic; he has published qualitative
research, large sample statistical studies, simula-
tions and conceptual papers.
See Also
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Bilateral Monopoly

Robert McNab
Naval Postgraduate School, Monterey, CA, USA
Abstract
Bilateral monopolies present challenges to pri-
vate and public managers. In a market charac-
terized by bilateral monopoly, the monopolist
has an incentive to curtail production to maxi-
mize profit while the monopsonist should use
its market power to expand production and
lower unit cost. The final price and quantity
are determined through a negotiating process
that may, in part, depend on the risk preference
of the negotiator. Public policy may restrict the
ability of a government to take advantage of its
monopolist position. A government may, for
reasons of political or public interest, subsidize
the monopsonist to lower prices, increase
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supply, or both. A government may also shift
the risk of procurement from the monopsonist
to the government, decreasing the ability of the
government to negotiate on cost and schedule.
Finally, laws, rules and regulations may explic-
itly prohibit the government from exercising
monopolist power, even if such an exercise
would be of benefit to the taxpayer.

Definition A bilateral monopoly exists when
there is a single buyer and seller of a given product
in a market. Bilateral monopolies present specific
challenges to managers and policymakers alike, as
the final price and quantity are determined
through negotiation.

A bilateral monopoly exists when there is a single
buyer (monopsonist) and seller (monopolist) of a
given product in a market. For managers in the
public sector, especially those in security establish-
ments, markets characterized by bilateral monopoly
dominate the procurement of large systems and pro-
jects. If the United States Department of Defence,
for example, desires to procure a newmain weapon
system (aircraft, armoured vehicle, missile system)
built in the United States, it will recognize that the
number of potential suppliers has declined signifi-
cantly over the last four decades (Hensel 2010).
Once a decision is made as to which manufacturer
will produce the weapon system, the market shifts
from oligopolists interacting with a monopsonist to
a monopolist interacting with a monopsonist. The
monopolist has an incentive to curtail production to
maximize profit while the monopsonist should (but
often does not) use its market power to expand
production and lower unit cost.
Monopolies and Monopsonies

A monopolist exists where there is one, and only
one, seller of a good or service and significant
barriers to entry prohibit potential competitors
from entering the market. A monopolist thus has
significant, but not unlimited, market power and
faces a downward sloping demand curve. The
downward sloping demand curve is important in
that it implies the monopolist can set price or
quantity but not both, that is, if the monopolist
sets a market price, quantity is determined by the
demand curve and vice versa. In the presence of
monopoly power in the product market, the value
of the marginal physical product of labour is
always lower than the wage rate (Varian 1992).

A monopsonist exists where there is one, and
only one, buyer of a good or service and significant
barriers to entry prohibit other potential buyers
from entering the market. The classic approach to
monopsony involves a single buyer and multiple
sellers. The monopsonist establishes a market price
and the multiple, price-taking sellers select an out-
put quantity at which price is equal to the marginal
cost of production. As with a market with a single
producer, the market with a single buyer is ineffi-
cient relative to the perfectly competitive market.

National governments, for example, are mono-
psonists for specific goods and services due to the
legal constraints imposed by the government.
While private militaries can (and do) exist, for
example, governments often retain the sole right
for the legitimate use of lethal force (Stafford
2000), although this line has become blurred since
the 1980s. One could argue that the use of private
military contractors has led to a more competitive
labour market for those who provide military force
(Leander 2005), as evidenced by theflight of higher
quality personnel to private military contractors.
Bilateral Monopoly

Markets characterized by bilateral monopolies
appear to be on the rise over the past four decades,
especially when one considers the expanding role
of the public sector in economic activity. Yet
bilateral monopolies may occur in private markets
also. A geographical location with a single mari-
time port and a single maritime transport company
would be considered a market characterized by a
bilateral monopoly. Economic theory originally
classified the bilateral monopoly market price as
‘indeterminate’ since the final price resulted from
a bargaining process (Pigou 1908; Bowley 1928;
Pen 1952). The relative bargaining strength of the
monopsonist and monopolist reduced this indeter-
minacy to a solution, or at least a solution with



Bilateral Monopoly 107

B

bounds (Fellner 1947; Agapos and Dunlap 1970).
One bound is set where the seller fixes his price,
that is, when the monopsonist has no bargaining
power. The lower bound is likewise set where the
buyer fixes his price. As long as the price is within
this contract zone, the market is characterized by
bilateral monopoly (Fellner 1947; Pen 1952).

Economic theory suggests that markets charac-
terized by bilateral monopolies consisting of two
private firms are likely to be relatively inefficient
compared with markets where there are either
numerous buyers or sellers (Baker et al. 2008).
With private information, markets with one or
more sellers are relatively more efficient and have
a relatively higher quantity of goods produced than
markets characterized by one seller. Suppose, for
example, that marginal cost is $1 and that the
buyer’s value is either $2 or $4 with equal likeli-
hood. Competition between the sellers will likely
yield a price below $2 and an efficient level of
trade. On the other hand, if only one seller exists,
the seller wishes to maximize profits by selling at
$4. Half the time, the buyer’s actual value will be
$2 and no trade will occur, thus illustrating the
inefficiency of a single supplier relative to multiple
suppliers (Vickers 1996; Baker et al. 2008).

If, however, the purchaser of the goods and ser-
vices is the government, the prevailing price is
dependent upon the contractual mechanism. The
government may desire to seek the lowest possible
price but may face legal and regulatory impediments
to doing so. Attempts, for example, to consolidate
purchases into fewer contracts of larger size may
have the unintended consequence of consolidation
among suppliers, moving the market further away
from a competitive equilibrium (Agapos 1971).
Strategic Management

From a strategic management perspective, bilat-
eral monopolies offer significant challenges to
policy-makers and managers alike. For
policymakers, the desire to intervene into these
markets to move them towards a competitive
equilibrium may, in fact, have the unintended
consequence of exacerbating the market power
of the monopolist or monopsonist. For managers,
these markets often lack clear signals as to price
and quantity, and negotiation is relatively more
important than in a competitive market.

With regard to economic policy, the relative
bargaining power of the monopsonist can be
altered by subtle changes in laws, regulations or
procedures. Imposing a minimum domestic con-
tent requirement, for example, alters the resultant
rent distribution even if the content requirement is
set to the free trade input proportion (Beghin and
Sumner 1992). The imposition of the requirement
increases the relative bargaining power of the
supplier of the content, skewing the resulting
rents. In defence procurement, for example, the
government may ‘give away’ bargaining power
by transferring research and development risk
from the supplier to the government. The govern-
ment may also reduce its bargaining power by
guaranteeing the monopsonist receives ‘cost +
profit’. As cost overruns plague major weapons
systems, from the F-22 Raptor (an advanced
single-seat air-superiority fighter aircraft) to new
destroyers, one may be drawn to the conclusion
that the government is to blame, in part, for the
creation of contracting mechanisms that reward
underperformance and cost overruns.

In the case of a market of an exhaustible
resource, a bilateral monopoly may create greater
uncertainty. The most important issue in these mar-
kets may be one of commitment, that is, the ability
of strategic players to commit themselves to a
course of action to favourably influence their rivals
(Lewis et al. 1986). If we assume that a perfect
substitute, for example, is available for the exhaust-
ible resource, then a lack of commitment induces
the monopolist to extract the resource more
quickly, which creates an incentive for consumers
to remain with the exhaustible resource. Why
would the monopolist not commit? Commitment
places the monopolist at a strategic disadvantage
and lowers their profits over time. In essence, the
monopolist has every incentive to maximize profit,
even if it means exhausting the resource more
quickly than would occur under market conditions.

Mergers may not produce the results that stan-
dard theory would predict. Mergers are often
discussed in terms of reaping the benefits of econ-
omies of scale. The terms of the resulting
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transactions, however, are determined through
bargaining rather than by being determined by
one of the parties. The incentives for mergers are
sometimes significantly different than they would
be if prices were not determined by bargaining
(Horn and Wolinsky 1988). The implicit assump-
tion that the merged firm would thus attempt to
lower its per-unit costs may be incorrect if such an
action resulted in lower profits over time.

Yet to think that bilateral monopolies are only
characterized by interactions between two firms or
a government and a firm would be incorrect.
Bureaucracy is a classic issue in public choice
and can be modelled as a bureau selling its ser-
vices to government which, in turn, only buys
services from the bureau (Niskanen 1996, 2007).
If we assume that the bureaucrats attempt to max-
imize their budget, the level of output may be
inefficient. Monitoring may thus be necessary to
discern what are the true costs of the bureaucracy;
and monitoring generates additional costs. This
argument, however, may be sensitive to the
assumption that the bureaucrats are a discriminat-
ing monopoly. If this assumption is relaxed, the
bureaucrats’ preferred level of output is equal to
the sponsor’s preferred level (Casas-Pardo and
Puchades-Navarro 2001). In other words, policy,
not bureaucratic attempts to maximize profits,
determines the level of output.

From a management perspective, price and
quantity are determined through a negotiating
process. Managers can thus directly attempt to
maximize profitability (for monopsonists) or min-
imize cost (for monopolists). The personal char-
acteristics of the manager are an important (and
oft ignored) input to the negotiating process. The
archetype is a successful manager who is an extro-
vert, a risk-taker, and confident in his or her ability
to maximize the payout from a negotiating pro-
cess. The evidence, however, suggests the arche-
type is more myth than reality. Relatively risk-
adverse managers appear to be more able to obtain
a higher payoff than risk-taking counterparts
(Harnett et al. 1973). Risk-adverse managers
appear to pursue more a more demanding negoti-
ating strategy with a significantly higher starting
price than extroverted, risk-loving managers.
Thus, while economic theory suggests that the
relative power of a monopolist will determine
the final market price and quantity, the human
factor may result in a different outcome.

These elements combine to suggest that gov-
ernments are ill-equipped to operate in markets
characterized by bilateral monopoly, yet the gov-
ernment is often one side of these markets. The
F-35 provides an excellent example of how the
government, even though it is a monopolist, has
been unable to employ its market power to rein in
costs and underperformance. The per-unit acqui-
sition price of the F-35 has increased by 75%
since 2001 and shows no signs of abetting
(GAO 2012). Yet the government has contracted
to acquire hundreds of F-35 before testing
is complete, thereby decreasing its relative
bargaining power. In essence, the government
apparently (and willingly) moved the price
away from cost minimization to profit maximi-
zation. From a strategic perspective, this is sheer
folly (and regrettably avoidable) given the
looming reductions in discretionary expenditures
in the United States.
See Also
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Biological Analogies

Max Boisot
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Abstract
Alfred Marshall believed that biology, not
physics, should be the economist’s Mecca, yet
it is more likely to be that of the strategist.
Economics aims to eliminate complexity from
its subject matter, whereas biology, being more
descriptive, aims to accommodate it. Partly, this
is a question of each discipline’s distance from
its subject matter. Seen from afar, similarities
between entities trump the differences. As one
gets closer, however, the reverse obtains. Since
the observations are likely to constitute the raw
material for the exercise of strategic choice, the
key question is whether those differences count.
The lesson from biology is that they do.

Definition Analogies build on structural similar-
ities that exist between a source domain and a
target domain. What structural similarities, then,
obtain between some of the core concepts in
biology – for example, evolution, selection, fit-
ness, adaptation, inheritance, competition, symbi-
osis, commensalism – and those in strategic
management? Do these similarities, if established,
suggest an overarching set of concepts that are
common to both disciplines?

Although economics had traditionally tended to
look to physics for its inspiration (Walras 1954;
Mirowski 1989), biology, according to Alfred
Marshall, was to be the Mecca for the discipline
(Marshall 1920). To some extent, of course, this
has happened, as the growing interest in evolu-
tionary economics attests. The physics that
inspired economists in the nineteenth century
was mechanical and atomistic; it argued for the
ontological primacy of autonomous entities and
for methodological individualism in economics.
Biology, by contrast, took the nature of the entities
it studied as determined in large part by complex
interactions – characterized by, for example,
information flows and amplifying and dampening
feedback – with other entities and with the phys-
ical environment. In such interactions, time has a
direction and history matters. Some interactions
will be collaborative – such as mating, rearing,
commensalism, symbiosis and herding – and
some will be competitive – rivalry for mates,
for resources, for instance. As Marshall clearly
understood, it would be no big challenge to
map biological processes onto economic ones.
Collaborative relations would give rise to firms,
competitive ones to markets. The marketplace
would become a ‘jungle’ populated with predators
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and prey. The development of molecular biology
in the 1950s broadened the scope for such meta-
phorical thinking, so that, for example, we now
talk of the firm’s DNA as shaping its capacity for
action. For some time, then, biological concepts
have been making inroads into economics and
spawned subfields such as evolutionary econom-
ics, behavioural economics and, more recently,
neuroeconomics. The mainstream, however, can
hardly be said to be facing Mecca.

Given the impact of economic thinking on the
field of strategy – some of which is clearly bio-
logical in flavour – could biology turn out to be
the Mecca of strategic management instead? If so,
what kind of biology? Under the influence of the
economics of industrial organization, strategy in
the 1960s and 1970s focused on the similarities
between firms (e.g., strategic groups, industry)
rather than on the differences. The Mason–Bain
structure-conduct-performance paradigm, for
example, limited the scope of strategic choice to
one where a firm positions itself in an environ-
ment, picking for itself a niche that it can protect.
Likewise, the population ecology perspective on
strategy (Hannan and Freeman 1984) largely con-
fined the scope for adaptation of the phenotype
(the firm) to what its genotype – the imprinting it
receives at birth, what Bartlett and Goshal (1989)
label its administrative heritage – will allow. The
result was a form of genetic determinism in which
a firm’s DNA fixed its destiny and strategic ‘fit’
meant adapting to the constraints imposed by an
external environment. ‘Lamarkian’ adaptation at
the level of the phenotype was not an option.

The strict version of population ecology, how-
ever, is at oddswith themanagerial choices implicit
in the practices of strategic management (Child
1972), choices that also have their counterpart in
the biological realm. As James Mark Baldwin had
pointed out as far back as the 1890s, organisms
shape the environment that subsequently selects
them as much as they adapt to it (Baldwin 1896).
This so-called ‘Baldwin effect’ foreshadowed the
strategic concept of enactment (Weick 1977).

If, for reasons of computational tractability, the
atomism of nineteenth century physics would
push economists to reduce the firm to an autono-
mous dot on a production function, biology, being
more descriptive, would invite organization theo-
rists and strategists to accommodate more elabo-
rate representations of their objects of study. Thus,
whereas economics aims to eliminate complexity,
biology aims to accommodate it. And, under
conditions of complexity, the scope for far-from-
equilibrium thinking, for emergent outcomes and,
by implication, for strategic choice, increases.
When small initiating events can have a signifi-
cant impact – the so-called ‘butterfly effect’ – then
differences between firms may begin to matter
more than similarities. This has not escaped the
notice of strategy scholars, who argue that firm
effects trump industry effects (Henderson and
Cockburn 1994).

Of course, the distance fromwhich one’s subject
matter is viewed counts for something, and econo-
mists tend to stand further away from their subject
matter than do strategists. From afar, the perception
of similarities predominates; as one gets closer to
one’s subject matter, however, perception of differ-
ences takes over. Should these be treated as just so
much noise?Much like particle physics, economics
has tended to assume away the difference between
atomized economic agents in order to study their
aggregated behaviour at a high level of abstraction.
This delivers representative firms, identical tech-
nologies and consumer tastes, and results in a col-
lection of stylized facts offering useful, if limited,
insights into economic behaviour. The field of stra-
tegic management, by contrast, where it focuses on
the differences between agents, captures a less
aggregated, more organized and hence more com-
plex set of interactions between the agents. It is thus
closer to biological thinking. From an evolutionary
perspective, heterogeneity matters as a source of
variety on which selection can act.

Early systems theory was strongly biological
in flavour and had a big impact on our view of
organization (Burns and Stalker 1961; Von
Bertalanffy 1976). But, like economics, it was
steeped in equilibrium thinking. The feedback
loops that held a system together and ensured its
closure were dampening rather than amplifying.
The complex adaptive systems perspective (CAS)
that emerged in the late 1970s and 1980s added
far-from-equilibrium thinking to the mix. If
equilibrium-seeking systems adapt to their
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environment, far-from-equilibrium systems enact
their environment as much as they adapt to it. The
first takes the environment to be a determining
constraint; the second takes it to be an opportunity
for the emergence of novelty, the exercise of cre-
ativity and hence of strategic choice.

The very concept of the firm has roots in bio-
logical notions of intelligent agency (Beer 1981)
and responsibility. The firm’s early precursor, the
medieval corporation, was treated very early on as
an organism exhibiting a capacity for agency and
endowed with a legal personality in its own right.
Organisms are ‘intentional systems’, operating
inside ecologies that they themselves have largely
constituted. Are such organisms narrowly self-
interested as required by the theory of the firm?
It would certainly keep their interactions compu-
tationally tractable if they were, since under the
rationality postulate their behaviour would now
become similar and almost mechanically predict-
able. Evidence from the theories of both kin and
group selection, however, suggests otherwise
(MacArthur andWilson 1967; Trivers 1971). Bio-
logical thinking, then, once more favours differ-
ences over similarities.

Evolutionary game theory, the study of agent
behaviour under conditions of resource scarcity
and rivalry, is another arena in which biology and
strategy meet (Maynard-Smith 1970; Gintis 2000).
In biology it gives rise to territorial behaviour, arms
races, predator–prey models, niche selection, sig-
nalling, feigning, symbiosis, commensalism, flock-
ing, swarm behaviour and herding behaviour, for
example. The challenge confronting agents is to
prevent competitors from gaining access to your
resources by erecting barriers of one kind or
another. In the field of strategy, the positioning
view is similarly concerned with the erection of
barriers to firm resources. The ▶ resource-based
view (RBV), by contrast, identifies a class of
resources which the very heterogeneity of firms
renders inaccessible to outsiders. A firm’s dynamic
capabilities will then determine for how long they
are likely to remain so (Teece 2007).

Marshall intended biology to be a source of
metaphors for economics. According to Lackoff
and Johnson (1980) the essence of metaphor is
understanding one thing in terms of another. But
in exploring the conceptual similarities between
biology and strategic management, are we dealing
with metaphors, analogies or homologies? In biol-
ogy, analogies draw on the similarity of appear-
ances between phenomena that have evolved in
different ways. Homologies, by contrast, derive
from common evolutionary origins (Thompson
2007).

There are good reasons for thinking that the
conceptual relationship between biology and stra-
tegic management is homological and analogical.
The fields share a set of overarching concepts
common to living systems (Miller 1995) – to do
with survival, competition, adaptation, ecology,
for example – that first found their way into biol-
ogy and then, later, into the social sciences. Biol-
ogy, however, is a natural science whereas
strategy is a social science. Some would like to
keep it that way. Of course, just as one cannot
reduce biology to physics, one cannot reduce
strategy to biology. But since both biology and
strategy study the behaviour of living systems
(Miller 1995), each can draw inspiration and bor-
row from the other. Economics, by looking to
physics, was effectively trying to take a short
cut, bypassing the biological and social complex-
ity of its subject matter. It paid the price in the coin
of a loss of realism. It is to be hoped that strategic
management can escape that fate.
See Also

▶Organizational Ecology
▶Resource-Based View
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Abstract
Boundary spanning is the process of search for
knowledge beyond existing boundaries such as
organizational, technological, temporal or
geographic. This article summarizes the theo-
ries of search in strategy and the knowledge
recombination processes. We explore the roots
of the construct by connecting it to existing
frameworks for exploration versus exploita-
tion. We then discuss the empirical usage of
boundary spanning in past research. We con-
clude with the model of four types of explora-
tion based on boundary dichotomies from
organizational and technological search.

Definition Boundary spanning is the act of
searching for knowledge from outside the current
domain. It is an empirical method of dichotomiz-
ing exploration versus exploitation to balance the
costs and benefits of search, frequently along
common dimensions such as organizational, tech-
nological or geographic.
Knowledge Recombination

Boundary spanning is a categorization of search
behaviour underlying the innovation processes.
The term ‘boundary spanning’ originates primar-
ily from the research done on organizational learn-
ing and the knowledge-based view of the firm. As
conceptualized by Schumpeter (1934), innovation
is the result of new recombinations. Following
this, innovations from R&D are a result of
recombining prior innovations (Henderson and
Clark 1990; Fleming 2001). The knowledge-
based view of the firm combines these perspectives
and proposes that all new knowledge creation is a
recombinant process (Kogut and Zander 1992;
Grant 1996). Since knowledge is nearly costless
to transmit, firm boundaries are established to
maintain appropriation rights over developed
knowledge (Arrow 1962; Williamson 1975,
1991). Relaxing this assumption and documenting
costs of technology transfer (Teece 1977), there are
difficulties in transferring knowledge even within
the firm, due to ‘stickiness’ of information (von
Hippel 1994; Szulanski 1996). Firms therefore
must determine processes for information transfer
to facilitate the recombination processes.

R&D as knowledge recombination requires
firms to access different sources of knowledge.
A primary question examined in this context is
what the search process for new knowledge
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involves. Early use of the term ‘boundary span-
ning’ was applied to the role of an individual
seeking knowledge from outside the firm.
Tushman (1977) suggests that special boundary
roles would be required to support the innovation
process. Aldrich and Herker (1977) expand the
theory, focusing on the skills of the individual and
the process of creating boundary roles within the
organization. Leifer and Delbecq (1978) offer the
theoretical framework for the activities in negoti-
ating the organizational and environmental inter-
change. Tushman and Scanlan (1981a, b) further
clarify the role of the boundary spanner and dem-
onstrate that successful individuals must be well
connected both internally and externally as well as
demonstrate the communication or professional
skills required to transfer outside information
back to the organization. Similarly, other methods
of sourcing this external information have been
tested: acquisitions (Makri et al. 2010), licences
(Laursen et al. 2010), alliances (Mowery
et al. 1996) and hiring key external individuals
(Almeida and Kogut 1999; Rosenkopf and
Almeida 2003).
Search Processes

The above research examines the concept of
boundary spanning from an individual actor per-
spective. In contrast to boundary spanning, a par-
allel concept of local search emerged. Cyert and
March (1963) and March and Simon (1958) pre-
sent models of a problemistic search process that
firms will employ until a satisficing condition to a
problem encountered by an organization is met.
The costs of coordinating and processing search
information increase with distance. Recognizing
such costs, firms will conclude the process once a
satisfactory solution to the problem is identified.
This behaviour results, predominantly, in ‘local
search’ processes being exercised.

Building on the above work, Nelson andWinter
(1982) suggest that organizational search routines
are one of the main drivers for successful innova-
tions and competitive advantage. R&D is path-
dependent and a common assumption in the evo-
lutionary theory is that organizations will use
‘local search’ processes that constrain future tech-
nologies. With the path-dependent nature, rou-
tines will focus on the current R&D activities
and the search results in new products that are
closely related to the current products and skills.

The above two strands of research helped to
create the opposite concepts of ‘local search’ and
‘boundary spanning’. March (1991) introduced
the concept of ‘exploitation’ versus ‘exploration’
as different processes for organizational learning
that helped to clarify the construct of boundary
spanning. As defined by March (1991), explora-
tion is the process involving search activities,
variation, risk-taking, experimentation, discovery
and innovation processes. Exploitation involves
refinement of the current product and knowledge,
choice, production, efficiency, selection mecha-
nisms, implementation, execution. There is a
trade-off between the search methods as the
costs and benefits are different. Local search is
more natural and supports exploitation of current
knowledge within the firm. However, myopically
focusing solely on knowledge within the firm
(Levinthal and March 1993) could result in a
competency trap whereby current skills are
re-emphasized to the detriment of developing
new, potentially useful ones (Levitt and March
1988) or capabilities that were once core compe-
tencies can become core rigidities (Leonard-
Barton 1992), constraining new development.
Returns from exploration are less certain, dis-
persed over longer periods and located further
from organizational controls to process informa-
tion. This distance increases result variability,
and new product experimentation could result
in both more breakthroughs and more failures
(Fleming 2001). Additionally, a firm must have
some experience related to the knowledge in
order to understand and assimilate the new
knowledge into its existing base (Cohen and
Levinthal 1990). Using a simulation, March
(1991) proposes that firms must balance the pro-
cesses of exploration and exploitation to obtain
the optimal outcomes.

Thus, boundary spanning is the act of
searching for knowledge from outside the current
domain. It is an empirical method of dichotomiz-
ing exploration versus exploitation to balance the



114 Boundary Spanning
costs and benefits of search, frequently along
common dimensions, such as organizational,
technological and geographic.
Empirical Use of Boundary Spanning

Boundary spanning commonly refers to the
empirical implementations of the explore/exploit
framework. The original conceptualization was
a continuum between exploration and explo-
itation (March 1991). Measures can still be
operationalized as continuous. However, boundary
spanning is particularly useful as a dichotomy
between the exploitation of current internal knowl-
edge versus the exploration for new external
knowledge. This dichotomy is significant to
researchers, as defined boundaries along different
dimensions are useful and meaningful indictors of
the effort required for finding and obtaining knowl-
edge. In the spirit of local search processes, it is less
costly both financially and cognitively to use
knowledge closer to the firm. A number of dimen-
sions for dichotomization have often been used to
signify boundary-spanning efforts including: orga-
nizational (Henderson and Cockburn 1994;
Rosenkopf and Nerkar 2001), technological
(Ahuja and Lampert 2001; Nerkar and Roberts
2004) and geographic (Almeida and Kogut 1999;
Phene et al. 2006; Tallman and Phene 2007).While
organizational and technological are the most com-
mon dimensions tested for boundary spanning, this
list is not exhaustive. Boundary spanning can be
operationalized for any meaningful separation of
the costs of exploratory or exploitative behaviour.
For example, knowledge can be reconfigured from
older versus recent knowledge, representing a
temporal boundary (Katila 2002; Nerkar 2003).
Local
b

Internal 
boundary spanning

Internal

Boundary Spanning,
Fig. 1 Types of
exploration from boundary
spanning (Source: Adapted
from Rosenkopf and Nerkar
(2001))
In multinational contexts, boundary spanning is
tested within different units and subsidiaries in an
MNE – a combination of internal sub-organiza-
tional separation and geographic separation
(Miller et al. 2007; Phene and Almeida 2008).

Studying the development in the optical disc
industry, Rosenkopf and Nerkar (2001) offer a
useful framework and one of the first models to
empirically test exploitation versus exploration. As
well as dichotomizing the exploration and exploi-
tation activity, the framework combines two of the
boundary dimensions – organizational and
technological – to refine the type of search process
and to test the second-order competence of cross-
ing multiple boundaries. In Fig. 1, the dimensions
refer to the knowledge residing internally or exter-
nally with regard to the focal firm, as well as within
or without the technology classification –measured
as the relevant patent classifications for the focal
technology. Four types of exploration behaviour
are described through the search procedures
employed to obtain new knowledge for the tech-
nology recombination.

If the required knowledge for new invention is
internal to the firm and that knowledge is in a
similar technology class to the new invention
under development, the firm is measured as hav-
ing exploited its current relevant knowledge,
performing a local search. Knowledge within
the firm but related to different technology topics
is called internal boundary spanning. A firm must
combine technologies from different domains in
this case. This process is greater than simply
exploiting the current technology through refine-
ments. When a firm incorporates knowledge from
the same technological domain but obtained from
outside the organization, the firm has performed
external boundary spanning. In this case, the firm
External 
oundary spanning

Similar

Technological 
boundary spanning

Radical Distant
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has the technological expertise to recognize and
search for this knowledge but must expend effort
obtaining it outside the organization. Both internal
and external boundary spanning are part of the
Henderson and Cockburn (1994) ‘architectural
competence’ framework. Rosenkopf and Nerkar
(2001) highlight that both are examples of bound-
ary spanning and require special effort by the firm.
However, the exact skills involved and outcomes
obtained could be different according to the spe-
cific boundary spanned, and they are therefore
maintained separately in their model. Finally,
when both boundaries are spanned, the firm has
performed a radical recombination by incorporat-
ing knowledge from a different technological
domain and from an outside organization. The
next section summarizes the effects of the four
types of exploration.

Local Exploration
Both the Behavioral Theory of the Firm (Cyert
and March 1963) and Evolutionary Economics
(Nelson and Winter 1982) assumed local search
processes would dominate innovation activities.
Particularly due to path dependence and evolu-
tionary selection mechanisms, they argued that
future R&D activities would be closely linked to
current activities. Utilizing this framework, Helfat
(1994) tests the hypothesis within the petroleum
industry to support the view that firms will sig-
nificantly differ in their approach to R&D and
that these differences will persist over time. Stu-
art and Podolny (1996) also demonstrate that
semiconductor firms predominantly patent in
technological areas similar to the domains in
which the firms have previously patented. After
the introduction of the magnetic resonance imag-
ing (MRI), Martin and Mitchell (1998) show that
new entrants introduce different types of MRIs
but then start releasing subsequent products that
are closely related to their current design. Each of
these authors sought to illustrate the dominance
of local search behaviour. Seeking to compare
the results of search processes, Rosenkopf and
Nerkar (2001) show that local knowledge gener-
ates lower impact than knowledge obtained
through boundary spanning. Henderson and
Cockburn (1994) also demonstrate, in the
pharmaceutical industry, that the ability to access
knowledge external to the firm or combine
knowledge across different therapeutic classes
is a necessary competence for the generation of
new drugs. The advantage with dichotomization
of the search process along particular boundaries
enables researchers to examine higher-level
search processes.

Internal Boundary Spanning
Experimenting with new technologies is a critical
process for generating new innovations. Knowl-
edge within the existing technological domain
will have already been built on and recombined
for its current technology. Exploration of new and
emerging technologies increases the chances of
creating breakthroughs (Ahuja and Lampert
2001), especially if the knowledge is contained
within the organization (Rosenkopf and Nerkar
2001). Internal boundary spanning allows for the
experimentation with technological recombina-
tion but ensures the organization has the skills
in each of technology areas inside. This search
process can be an example of economies of
scope (Henderson and Cockburn 1996) and
appropriability conditions, as the single firm is in
control of all the competencies.

External Boundary Spanning
Along the other diagonal, exploration outside the
organizational bounds but within the same tech-
nology domains is termed ‘external boundary
spanning’. The knowledge required for innova-
tion is not housed within the focal firm. However,
the exploratory search processes focus on knowl-
edge that is closely related to the technological
experiences already under study. This type of
exploration benefits from the absorptive capacity
of the firm (Cohen and Levinthal 1990) to facili-
tate translation and understanding for the present
activity. Rosenkopf and Nerkar (2001) find signif-
icant evidence to show that exploration activities
that do not span the organizational boundary have
less impact on subsequent optical disc technology.
Nerkar and Roberts (2004) also find that product-
market performance is improved if the explor-
atory R&D processes were in similar domains to
the current technology. Nagarajan and Mitchell
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(1998) study medical lithotripters and demon-
strate that technological change based on internal
R&D result in incremental improvements but
inter-organizational methods may be required for
significantly changing the current technology.

Radical Exploration
The last type of exploration under Rosenkopf and
Nerkar’s (2001) framework is boundary spanning
beyond both the organizational and technological
boundaries. They call this ‘radical’ exploration.
Nonaka and Takeuchi (1995) present the case of a
Japanese firm sending a programmer to study the
art of kneading bread to support the development
of a new ‘Home Bakery’ product while
Rosenkopf and Nerkar (2001) describe the use
of inert gasses, an expertise external to the orga-
nization and technology class, to increase current
storage limits for optical discs. They show that
radical exploration can have the greatest impact
on subsequent technologies. Ahuja and Lampert
(2001) study the chemical industry and demon-
strate that firms experimenting with ‘emerging’
and ‘pioneering’ technologies overcome compe-
tency traps, while the experimentation promotes
breakthrough innovations.

Balancing Boundary Spanning
Integrating March’s (1991) recommendation of
balancing the search activities with the specific
capabilities denoting boundary spanning, the
skill to manage this mixture of exploration for
radical technologies and exploitation for incre-
mental technologies is termed ▶ organizational
ambidexterity by Tushman and O’Reilly (1996).
He and Wong (2004) demonstrate that the inter-
action between exploration and exploitation is
positively related to sales growth for their sample
of manufacturing firms. Phene et al. (2006) dem-
onstrate the benefits and costs of balancing span-
ning activities. With patents in the US
biotechnology industry, technologically proxi-
mate knowledge drawn from a cross-county set-
ting is positively related to breakthrough
innovations. Geographically close knowledge
drawn from different technologies has a curvilin-
ear effect where the recombination of knowledge
is initially positively related to growth as the
explored technology differs from its core exper-
tise. This effect begins to fade as the technological
distance expands. Finally, the combination of
technological distance and geographic distance
is not useful in generating breakthrough innova-
tions in their setting. Katila and Ahuja (2002)
separate search behaviour in the robotics industry
as search depth and scope. Depth represents the
frequency with which the firm reuses existing
knowledge and scope is the degree of new knowl-
edge used. They hypothesize curvilinear relation-
ships for both search depth and scope. For search
depth, they support the proposed relationship
where success increases as the frequency of
knowledge reuse increases but reaches a peak
and starts decreasing again. In their context, they
only find support for a linear relationship in search
scope where the likelihood of success increases as
firms search widely for new knowledge. They
suggest that few firms in their sample have ‘over-
searched’ on the scope dimension that could dem-
onstrate a second-order effect.
Conclusions

Boundary spanning provides a deeper understand-
ing of the exploration and exploitation frame-
work. It is practically relevant because R&D
managers can easily identify whether knowledge
is outside of the current domain – be it organiza-
tional, technological or geographical. The
research on boundary spanning demonstrates
that breakthroughs are often generated from
knowledge outside the organization and exploita-
tion of current knowledge generates incremental
innovation. Boundary spanning is the tool for
exploration in order to access and obtain knowl-
edge outside local processes. There are significant
costs and benefits of exploration and exploitation
for innovation activities and these differ according
to the specific boundary being crossed. Boundary
spanning continues to offer useful guidance and
research paths as firms experiment with organiza-
tional structures to facilitate the transfer of knowl-
edge across domains, subsidiaries, locations,
partners and competitors to support the innovation
process generating breakthrough technologies.

https://doi.org/10.1057/978-1-137-00772-8_611
https://doi.org/10.1057/978-1-137-00772-8_611


Boundary Spanning 117

B

See Also

▶Architectural Innovation
▶Behavioural Strategy
▶Knowledge Management Theories
▶Organizational Ambidexterity
References

Ahuja, G., and C.M. Lampert. 2001. Entrepreneurship in
the large corporation: A longitudinal study of how
established firms create breakthrough inventions. Stra-
tegic Management Journal 22: 521–543.

Aldrich, H., and D. Herker. 1977. Boundary spanning roles
and organization structure. Academy of Management
Review 2: 217–230.

Almeida, P., and B. Kogut. 1999. Localization of knowl-
edge and the mobility of engineers in regional net-
works. Management Science 45: 905–917.

Arrow, K. 1962. Economic welfare and allocation of
resources for invention. In The rate and direction
of inventive activity: Economic and social
factors, ed. R. R. Nelson and S. Kuznets. Cam-
bridge, MA: NBER; Princeton, NJ: Princeton Uni-
versity Press.

Cohen, W.M., and D.A. Levinthal. 1990. Absorptive
capacity: A new perspective on learning and inno-
vation. Administrative Science Quarterly 35:
128–152.

Cyert, R.M., and J.G. March. 1963. A behavioral theory of
the firm. Englewood: Prentice Hall.

Fleming, L. 2001. Recombinant uncertainty in technolog-
ical search. Management Science 47: 117–132.

Grant, R.M. 1996. Toward a knowledge-based theory of
the firm. Strategic Management Journal 17(Special
issue: Knowledge and the firm): 109–122.

He, Z.-L., and P.-K. Wong. 2004. Exploration
vs. exploitation: An empirical test of the ambidexterity
hypothesis. Organization Science 15: 481–494.

Helfat, C.E. 1994. Evolutionary trajectories in petroleum
firm R&D. Management Science 40: 1720–1747.

Henderson, R.M., and K.B. Clark. 1990. Architectural
innovation: The reconfiguration of existing product
technologies and the failure of established firms.
Administrative Science Quarterly 35: 9–30.

Henderson, R.M., and I.M. Cockburn. 1994. Measuring
competence? Exploring firm effects in pharmaceutical
research. StrategicManagement Journal 15(Supplement
S2: Competitive organizational behavior): 63–84.

Henderson, R.M., and I.M. Cockburn. 1996. Scale, scope,
and spillovers: The determinants of research productiv-
ity in drug discovery. RAND Journal of Economics 27:
32–59.

Katila, R. 2002. New product search over time: Past ideas
in their prime? Academy of Management Journal 45:
995–1010.
Katila, R., and G. Ahuja. 2002. Something old, something
new: A longitudinal study of search behavior and new
product introduction. Academy of Management Jour-
nal 45: 1183–1194.

Kogut, B., and U. Zander. 1992. Knowledge of the firm,
combinative capabilities, and the replication of tech-
nology. Organization Science 3: 383–397.

Laursen, K., M.I. Leone, and S. Torrisi. 2010. Technolog-
ical exploration through licensing: New insights from
the licensee’s point of view. Industrial and Corporate
Change 19: 871–897.

Leifer, R., and A. Delbecq. 1978. Organizational/envi-
ronmental interchange: A model of boundary span-
ning activity. Academy of Management Review 3:
40–50.

Leonard-Barton, D. 1992. Core capabilities and core
rigidities: A paradox in managing new product devel-
opment. Strategic Management Journal 13(S1):
111–125.

Levinthal, D.A., and J.G. March. 1993. The myopia of
learning. Strategic Management Journal 14(S2:
Organizations, decision making and strategy):
95–112.

Levitt, B., and J.G. March. 1988. Organizational learning.
Annual Review of Sociology 14: 319–340.

Makri, M., M.A. Hitt, and P.J. Lane. 2010. Complementary
technologies, knowledge relatedness, and invention
outcomes in high technology mergers and acquisitions.
Strategic Management Journal 31: 602–628.

March, J.G. 1991. Exploration and exploitation in organi-
zational learning. Organization Science 2(special
issue): 71–87.

March, J.G., and H.A. Simon. 1958. Organizations. New
York: Wiley-Blackwell.

Martin, X., and W. Mitchell. 1998. The influence of local
search and performance heuristics on new design intro-
duction in a new product market. Research Policy 26:
753–771.

Miller, D.J., M.J. Fern, and L.B. Cardinal. 2007. The use of
knowledge for technological innovation within diver-
sified firms. Academy of Management Journal 50:
307–326.

Mowery, D.C., J.E. Oxley, and B.S. Silverman. 1996.
Strategic alliances and interfirm knowledge transfer.
Strategic Management Journal 17(Special issue:
Knowledge and the firm): 77–91.

Nagarajan, A., and W. Mitchell. 1998. Evolutionary
diffusion: Internal and external methods used to
acquire encompassing, complementary, and incre-
mental technological changes in the lithotripsy
industry. Strategic Management Journal 19:
1063–1077.

Nelson, R.R., and S.G. Winter. 1982. An evolutionary
theory of economic change. New York: Belknap/Har-
vard Press.

Nerkar, A. 2003. Old is gold? The value of temporal
exploration in the creation of new knowledge.Manage-
ment Science 49: 211–229.

Nerkar, A., and P.W. Roberts. 2004. Technological and
product-market experience and the success of new

https://doi.org/10.1057/978-1-137-00772-8_455
https://doi.org/10.1057/978-1-137-00772-8_15
https://doi.org/10.1057/978-1-137-00772-8_492
https://doi.org/10.1057/978-1-137-00772-8_611


118 Bounded Rationality
product introductions in the pharmaceutical industry.
Strategic Management Journal 25: 779–799.

Nonaka, I., and H. Takeuchi. 1995. The knowledge-
creating company: How Japanese companies create
the dynamics of innovation. New York: Oxford Univer-
sity Press.

Phene, A., and P. Almeida. 2008. Innovation in multina-
tional subsidiaries: The role of knowledge assimilation
and subsidiary capabilities. Journal of International
Business Studies 39: 901–919.

Phene, A., K. Fladmoe-Lindquist, and L. Marsh. 2006.
Breakthrough innovations in the U.S. biotechnology
industry: The effects of technological space and geo-
graphic origin. Strategic Management Journal 27:
369–388.

Rosenkopf, L., and P. Almeida. 2003. Overcoming local
search through alliances and mobility. Management
Science 49: 751–766.

Rosenkopf, L., and A. Nerkar. 2001. Beyond local search:
Boundary-spanning, exploration, and impact in the
optical disk industry. Strategic Management Journal
22: 287–306.

Schumpeter, J.A. 1934. The theory of economic develop-
ment. Cambridge, MA: Harvard University Press.

Stuart, T.E., and J.M. Podolny. 1996. Local search and the
evolution of technological capabilities. Strategic Man-
agement Journal 17(S1): 21–38.

Szulanski, G. 1996. Exploring internal stickiness: Imped-
iments to the transfer of best practice within the firm.
Strategic Management Journal 17(Special issue:
Knowledge and the firm): 27–43.

Tallman, S., and A. Phene. 2007. Leveraging knowledge
across geographic boundaries. Organization Science
18: 252–260.

Teece, D.J. 1977. Technology transfer by multinational
firms: The resource cost of transferring technological
know-how. The Economic Journal 87: 242–261.

Tushman, M.L. 1977. Special boundary roles in the inno-
vation process. Administrative Science Quarterly 22:
587–605.

Tushman, M.L., and C.A. O’Reilly III. 1996. Ambidex-
trous organizations: Managing evolutionary and revo-
lutionary change. California Management Review 38:
8–30.

Tushman, M.L., and T.J. Scanlan. 1981a. Characteris-
tics and external orientations of boundary spanning
individuals. Academy of Management Journal 24:
83–98.

Tushman, M.L., and T.J. Scanlan. 1981b. Boundary span-
ning individuals: Their role in information transfer and
their antecedents. Academy of Management Journal
24: 289–305.

Von Hippel, E. 1994. ‘Sticky information’ and the locus of
problem solving: Implications for innovation.Manage-
ment Science 40: 429–439.

Williamson, O.E. 1975. Markets and hierarchies. New
York: Free Press.

Williamson, O.E. 1991. Comparative economic organiza-
tion: The analysis of discrete structural alternatives.
Administrative Science Quarterly 36: 269–296.
Bounded Rationality

Mie Augier
GSBPP, Naval Postgraduate School, Monterey,
CA, USA
Abstract
Bounded rationality refers to the fact that deci-
sion makers are intentionally rational, but only
in a limited sense. They are constrained in their
rationality by a variety of environmental, orga-
nizational and cognitive aspects. Bounded
rationality (also sometimes called limited
rationality) has become a foundation stone for
subsequent developments in strategic manage-
ment and organization theory as well as certain
developments in economics. As a result of
bounded rationality, decision makers in orga-
nizations do not maximize expected utility.
Instead, they often develop (and rely on) rules
of thumb and other heuristics when making
decisions.

Definition Bounded rationality (BR) is the idea
that people and other choosing organisms have
limited cognitive and computational abilities and
therefore cannot make rational decisions in a max-
imizing sense.

Bounded rationality (BR) is the idea that people
and other choosing organisms have limited cog-
nitive and computational abilities and therefore
cannot make rational decisions in a maximizing
sense. The term was introduced by Herbert Simon
and in his work is closely associated with the idea
of ▶ satisficing: the idea that decision-makers
interpret outcomes as either satisfactory or unsat-
isfactory, with an aspiration level constituting the
boundary between the two. Bounded rationality is
part of the research programme that emerged from
the Carnegie School of behavioral economics
(Simon, Cyert, March in particular). Whereas
decision-makers in neoclassical rational choice
theory would list all possible outcomes evaluated
in terms of their expected utilities, and then
choose the one that is rational and maximizes
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utility, decision-makers in Simon’s model face
only two possible outcomes, and look for a
satisfying solution, continuing to search only
until they have found a solution which is good
enough.
Conceptual Overview

Bounded rationality has been particularly impor-
tant to the foundational works as well as later
developments in strategy, economics and organi-
zation theory, and it is a crucial element to our
understanding of decisions in organizations that
often does not exist in neoclassical theory because
of many unrealistic assumptions. There are other
developments in economics, for example in
game theory and macroeconomics that have
developed the idea of bounded rationality in a
more neoclassical direction that is less consistent
with the dynamic focus of the field of strategic
management.

Early Formulations
Although there were some early discussions of
limitations to rationality, bounded rationality was
introduced by Simon (1955) in his critique of the
assumption in economics of perfect information
and unlimited computational capability. Simon
wanted to replace the assumption of global ratio-
nality with one that corresponded better with how
humans (and other choosing organisms) made
decisions, their computational limitations and
how they accessed information in their current
environments (1955, p. 99). In Simon’s illustra-
tion of the problem, the influence of his early ideas
outlined in Administrative Behavior is clear, echo-
ing the view that decisions are reasoned and delib-
erately rational, yet limited (Simon 1947). To
understand what is meant by rational behaviour,
Simon first suggests a simple and very general
model of behavioural choice that analyses choos-
ing organisms (such as humans) in terms of basic
properties. He introduces the simplifying assump-
tions (such as the choice alternatives, the payoff
function, possible future states and the subset of
choice alternatives, as well as the information
about the probability that a particular outcome
will lead to a particular choice) (Simon 1955,
p. 102). But immediately afterwards he turns to
the simplifications of this model, stressing that,
upon careful examination, ‘we see immediately
what severe demands they make upon the choos-
ing organism’ (Simon 1955, p. 103). Whereas in
models of rational choice, the organism must be
able to ‘attach definite payoffs (or at least a defi-
nite range of payoffs) to each possible outcome’
(p. 103), Simon suggests that ‘there is a complete
lack of evidence that, in actual human choice
situations of any complexity, these computations
can be, or are in fact, performed’ (p. 104). As a
consequence of the lack of computational power,
decision-makers have to simplify the structure of
their decisions (and thus satisfice), one of the most
important lessons of bounded rationality.

In addition to the core articles by Simon (1955,
1956), this idea later became important to the
work on organizational behaviour and decision-
making undertaken by Simon andMarch and their
colleagues at Carnegie. In addition, the idea of
satisficing has been used by researchers in evolu-
tionary and adaptive economics (such as Richard
Nelson and Sidney Winter).

Some Key Works of Bounded Rationality
Bounded rationality is an important foundation
stone for the behavioural research of Simon,
Cyert and March, which aimed at making under-
standable how individuals make decisions and
behave in the real world, thereby providing the
first real foundation for organization theory. In
particular, they found that neoclassical economics
gave too little attention to the institutional and
cognitive constraints on economic and organiza-
tional behaviour and individual decisions, and too
little room for human mistakes, foolishness, the
complications of limited attention and other fea-
tures of bounded rationality. As a result, they
proposed to include the whole range of limitations
on human knowledge and human computation
that prevent organizations and individuals in the
real world from behaving in ways that approxi-
mate to the predictions of neoclassical theory. For
example, decision-makers are sometimes
confronted by the need to optimize several, some-
times incommensurable, goals (Cyert and March
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1992). Furthermore, instead of assuming a fixed
set of alternatives among which a decision-maker
chooses, the Carnegie School postulated a process
for generating search and alternatives and
analysing decision processes through the idea of
aspiration levels (March and Simon 1958), a pro-
cess that is regulated in part by variations in orga-
nizational slack (Cyert and March 1992). Finally,
individuals and organizations often rely on rou-
tines or rules of thumb learned from experience or
from others, rather than seek to calculate the con-
sequences of alternatives.

Underlying these ideas is the emphasis on
bounded rationality, introducing a more psycho-
logical and realistic assumption to the analysis. As
Simon noted early on:

[T]he first principle of bounded rationality is that
the intended rationality of an actor requires him to
construct a simplified model of the real situation in
order to deal with it. He behaves rationally with
respect to this model, and such behavior is not
even approximately optimal with respect to the
real world. To predict his behavior, we must under-
stand the way in which this simplified model is
constructed, and its construction will certainly be
related to his psychological properties as a perceiv-
ing, thinking, and learning animal. (Simon 1957,
p. 199)

One of the first major results of the Carnegie
School’s work was a propositional inventory of
organization theory, involving Herbert Simon,
James March and Harold Guetzkow, which led
to the book Organizations (March and Simon
1958). This book illustrates the centrality of the
concept of bounded rationality and was intended
to provide the inventory of knowledge of the (then
almost non-existing) field of organization theory,
and also a more proactive role in defining the field.
Results and insights from studies of organizations
in political science, sociology, economics and
social psychology were summarized and codified.
The book expanded ideas about behavioural
decision-making, search and aspiration levels,
and elaborated on the significance of organiza-
tions as social institutions in society. March and
Simon wrote:

The basic features of organization structure and
function derive from the characteristics of rational
human choice. Because of the limits of human
intellective capacities in comparison with the
complexities of the problems that individuals and
organizations face, rational behavior calls for sim-
plified models that capture the main features of a
problem without capturing all its complexities.
(March and Simon 1958, p. 151)

March and Simon also wanted to unite empir-
ical data-gathering research with rigorous theoriz-
ing in order to create a disciplined, empirically
based theory that could organize and so give
meaning to empirical facts with analytical con-
cepts. Science, they believed, was the product of
the organization of empirical facts into conceptual
schemes, and the progress of science was based on
the development of more sophisticated and ele-
gant theoretical systems, but not necessarily the
discovery of new facts.
From March and Simon to Cyert and March
Another major development around the
behavioural idea of bounded rationality was initi-
ated by Richard Cyert and James March (along
with their students, including Julian Feldman,
Edward Feigenbaum,William Starbuck and Oliver
Williamson). This project originated in the works
of Cyert andMarch to develop improvedmodels of
oligoplogy pricing by using organization theory.
The research on the behavioural theory of the firm
aimed at investigating how the characteristics of
business firms as organizations affect important
business decisions. Integrating theories of organi-
zations with existing (mostly economic) theories of
the firm, they developed an empirical theory rather
than a normative one, and focused on classical
problems in economics (such as pricing, resource
allocation and capital investment) to deal with the
processes for making decisions in organizations.

The behavioural theory if the firm is built
around a political conception of organizational
goals, a bounded rationality conception of expec-
tations, an adaptive conception of rules and
aspirations, and a set of ideas about how the
interactions among these factors affect decisions
in a firm (Cyert and March 1992). Whereas goals
in neoclassical theory are pictured as given alter-
natives, each with a set of consequences attached,
goals within behavioural theory are pictured as
reflecting the demands of a political coalition,
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changing as the composition of that coalition
changes. According to Cyert and March:

Since the existence of unresolved conflict is
a conspicuous feature of organizations, it is
exceedingly difficult to construct a useful posi-
tive theory of organizational decision-making if
we insist on internal goal consistency. As a
result, recent theories of organizational objec-
tives describe goals as the result of a continuous
bargaining-learning process. Such a process will
not necessarily produce consistent goals. (Cyert
and March 1992, p. 28)

Thus, the theory treats the demands of share-
holders, managers, workers, customers, suppliers
and creditors as components of the operational
goals of a firm. In the behavioural view, agents
have only limited rationality, meaning that behav-
iour in organizations is deliberately rational, nei-
ther emotive nor aimless (March and Simon
1958). Since firms are seen as heterogeneous,
boundedly rational entities that have to search
for relevant information, expectations in
behavioural theory are portrayed as the result of
making inferences from available information,
involving both the process by which information
is made available and the processes of drawing
inferences. Since information is costly, it is gen-
erated by search activity. The intensity of search
depends on the performance of the organization
relative to aspirations and the amount of organi-
zational slack (March and Simon 1958,
pp. 47–52). The direction of search is affected
by the location (in the organization) or search
activity and the definition of the problem stimu-
lating the activity. Thus, the search activity of the
organization furthers both the generation of new
alternative strategies and facilitates the anticipa-
tion of uncertain futures.

Decision-making under the conditions of
bounded rationality is seen as taking place in
response to a problem, through the use of standard
operating procedures and other routines, and also
through search for an alternative that is acceptable
from the point of view of current aspiration levels for
evoked goals. Choice is affected, therefore, by the
definition of a problem, by existing rules (which
reflect past learning by the organization), by the
order in which alternatives are considered (which
reflects the location of decision-making in the
organization and past experience), and by anything
else that affects aspirations and attention.
Examples of Subsequent Uses: Bounded
Rationality in Transaction Cost
Economics and Evolutionary Economics

Bounded rationality and the behavioural theory of
the firm and organizations were important to mod-
ern developments such as evolutionary theory and
▶ transaction cost economics (Williamson 2002;
Dosi 2004). For example, the idea of bounded
rationality and conflict of interest are now stan-
dard in the transaction cost theory, especially as
developed by Oliver Williamson (1985, 1996),
and the view of the firm as a system of rules that
adapts to its changing environment is important in
the evolutionary theory put forward by Richard
Nelson and Sidney Winter (1982). The transac-
tions cost approach is widely accepted as a frame-
work for understanding economic organization.
This perspective sees markets and hierarchies as
alternative mechanisms for organizing transac-
tions. In order to economize on transaction costs,
production is frequently required to be organized
in firms. Transaction cost economics builds on the
assumptions of bounded rationality and opportun-
ism (Williamson 1975, 1985). In the evolutionary
view, the firm is seen as a profit-seeking entity
whose primary activities are to build (through
organizational learning processes) and exploit
valuable knowledge assets. Firms in this view
also come with ‘routines’ or ‘competencies’,
which are recurrent patterns of action that may
change through search and learning. Routines
will seldom be ‘optimal’ and will differ among
agents, and behaviours cannot be deduced from
simply observing the environmental signals (such
as prices) that agents are exposed to. This variety
drives the evolutionary process since firms artic-
ulate rent-seeking strategies on the basis of their
routines and competencies, and competition in the
product market constitutes an important part of
the selection environment of confronting firms.
Bounded rationality also underlies much work in
organizational learning, cognition and theories of
strategy, such as dynamic capabilities.
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Abstract
Edward Bowman was a pioneer in the field of
strategic management research whose work
examined managerial decision-making and its
impact on corporate performance.
Edward H. (Ned) Bowman was born in Water-
town, Massachusetts, in 1925. He earned a
B.Sc. from the Sloan School at the Massachusetts
Institute of Technology (MIT) in 1947, an MBA
from the Wharton School of the University of
Pennsylvania in 1949 and a Ph.D. from Ohio
State University in 1954. He served as a professor
of management at MIT and at Wharton, as comp-
troller and senior research associate in administra-
tive science at Yale, and as Dean of the Ohio State
University College of Administrative Science.

Bowman’s early research developed mathe-
matical models for operations research problems
(e.g., Bowman 1956). Bowman created models
that managers would find easier to implement
than existing approaches. He then studied mana-
gerial decision-making in organizations, combin-
ing both the prescriptive and descriptive
approaches. Bowman (1963) examined produc-
tion decisions made by various manufacturing
organizations, and compared their actual results
(in terms of production costs) with the costs that
would have resulted from the use of an optimized
mathematical model. He found that experienced
managers were capable of making good produc-
tion decisions, and that if managers were more
consistent in their decision-making they would
have had better results than they actually had
produced.

Bowman’s subsequent research focused on
managers, decision-making and strategy. He
developed a conceptual framework for under-
standing the genesis and analysis of corporate
strategy, which was, at that time, an emerging
academic field (Bowman 1974). Bowman devel-
oped a structure for categorizing strategy
research by its domain (practice, methodology
or theory) and by its level of formality (more or
less formal). Another approach for categorizing
was based on the topic: goals, environment, com-
pany, strategy, implementation and control.
Bowman listed examples of these different
approaches and domains, and demonstrated
how these multiple approaches could contribute
to a better understanding of the field of strategic
management.

▶Corporate social responsibility was also an
area that attracted Bowman’s attention. With
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Haire (1975), he examined the empirical relation-
ship between corporate social responsibility and
profitability. They found an inverted U-shaped
relationship between the level of corporate social
responsibility and return on equity (ROE), with
companies in the middle range of social responsi-
bility having the highest ROE. Bowman and Haire
argued that this finding resulted from the manage-
ment processes at corporations that determined
the level of corporate social responsibility. Man-
agers who were sensitive to a variety of facets in
the external world, such as social responsibility,
and who were responsive and flexible, were able
to cope proactively with signals from the outside
world. This responsiveness led to higher returns.
Additionally, the finding that being average in
corporate social responsibility is optimal
suggested that aggregated managerial judgements
produced better returns that individual
decisions – a finding that echoes Bowman’s ear-
lier work (1963) on managerial decision-making.

Bowman (1976) continued to examine the role
of managerial cognition and decision-making on
corporate performance. He performed content
analysis on corporate annual reports, and found
that companies with better performance tended to
have managers who were better at environmental
coping and customer orientation, and less likely to
attribute poor performance to external causes.

Bowman also studied managerial decision-
making using ▶ real options analysis. In a theo-
retical contribution, Bowman and Hurry (1993)
argued that managers who followed a real options
approach to strategic investment would have bet-
ter organizational performance. Under this
approach, managers must recognize the existence
of the real option, and interpret correctly signals as
to the value of exercising the option. As real
options are exercised, corporate strategy unfolds.
In a case study, Bowman and Moskowitz (2001)
examined the problems with valuing real options
in a corporate setting.
See Also
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▶Real Options
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Abstract
With the realization that brands are one of the
most valuable intangible assets that firms have,
branding has emerged as a top management
priority. Brands offer a number of benefits to
both firms and consumers. Branding is all
about creating differentiation in the minds of
consumers and avoiding commoditization.
A strong brand is a promise to consumers;
marketing must be conducted with those posi-
tive expectations in mind. Brands must also be
managed to remain strong over time. A good
brand architecture strategy properly brands
new products for optimal growth.
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• Identification of source of product

• Assignment of responsibility to product maker

• Risk reducer

• Search cost reducer
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Definition According to the American Market-
ing Association, a brand is a ‘name, term, sign,
symbol, or design, or a combination of them
intended to identify the goods and services of
one seller or group of sellers and to differentiate
them from those of competition’. By virtue of
their ability to identify and differentiate, brands
create value to consumers and organizations.

Branding has been in place for centuries as a
means to distinguish the goods of one producer
from those of another. In an increasingly complex
world, individuals and businesses are faced with
more and more choices, but seemingly have less
and less time to make those choices. The ability of
a strong brand to simplify consumer decision-
making, reduce risk and set expectations is thus
invaluable (Erdem 1998). An increasing number
of firms and other organizations have therefore
come to the realization that one of their most
valuable assets is the brands associated with
their products or services.

Creating strong brands that deliver on that
promise and maintaining and enhancing the
strength of those brands over time is thus a man-
agement imperative, but at the same time a major
challenge (Keller 2002; Keller and Lehmann
2006; Loken et al. 2010). Accordingly, the pur-
pose of this article is to review some branding
fundamentals and key concepts to help provide a
foundation to such efforts.
• Means of identification to simplify handling or tracing 

• Means of legally protecting unique features

• Signal of quality level to satisfied customers

• Means of endowing products with unique associations

• Source of competitive advantage

• Source of financial returns

Brand, Fig. 2 Roles of brands to firms

• Promise, bond or pact with maker of product

• Symbolic device

• Signal of quality

Brand, Fig. 1 Roles of brands to consumers
Brands

According to the American Marketing Associa-
tion (AMA), a brand is a ‘name, term, sign, sym-
bol, or design, or a combination of them intended
to identify the goods and services of one seller or
group of sellers and to differentiate them from
those of competition’. By virtue of their ability
to identify and differentiate, brands create value to
consumers and organizations.

Technically speaking, whenever marketers cre-
ate a new name, logo or symbol for a new product,
they have created a brand. It should be recognized
that many practising managers, however, refer to a
brand as more than that – defining a brand in terms
of having actually created a certain amount of
awareness, reputation, prominence and so forth
in the marketplace. In some sense, a distinction
can be made between the AMA definition of a
‘small “b” brand’ versus the occasional industry
practice of a ‘big “b” brand’ – that is, a ‘brand’
versus a ‘Brand’. It is important to recognize this
distinction, as disagreements about branding prin-
ciples or guidelines can often revolve around the
definition of what is meant by a ‘brand’ as much
as anything.

Why are brands important? What functions do
they perform that make them so valuable to mar-
keters? Figures 1 and 2 display some of the key
roles that have been ascribed to brands from the
perspective of the consumer and the firm, respec-
tively (Hoeffler and Keller 2003).

Branding
Brands clearly provide important benefits to
consumers – both individuals and firms. An obvi-
ous question then is, how are brands created?
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How do you ‘brand’ a product? Although firms
provide the impetus to brand creation through
their marketing programmes and other activities,
ultimately a brand is something that resides in the
minds of consumers. A brand is a perceptual entity
that is rooted in reality but is more than that and
reflects the perceptions and perhaps even the idi-
osyncrasies of consumers.

To brand a product, it is necessary to teach
consumers ‘who’ the product is – by giving it a
name and using other brand elements to help iden-
tify it – as well as ‘what’ the product does and
‘why’ consumers should care. Branding involves
creating mental structures and helping consumers
organize their knowledge about products and ser-
vices in a way that clarifies their decision-making
and, in the process, provide value to the firm.

For branding strategies to be successful and
brand equity to be created, consumers must be
convinced that there are meaningful differences
among brands in the product or service category
(Keller et al. 2002). The key to branding is that
consumers must not think that all brands in the
category are the same. Strong, favourable and
unique brand associations are the foundation to
positive brand equity.

Brand differences often are related to perfor-
mance attributes or benefits of the product itself.
For example, brands such as Gillette, Merck,
Sony, 3M and others have been leaders in their
product categories for decades due, in part, to
continual innovation. Other brands create compet-
itive advantages through non-product-related
imagery. For example, Coca-Cola, Calvin Klein,
Chanel No. 5, Marlboro and others have become
leaders in their product categories by understand-
ing consumer motivations and desires and creat-
ing relevant and appealing images surrounding
their products.

The challenge for marketers in building a
strong brand is ensuring that customers have the
right type of experiences with products and ser-
vices and their accompanying marketing pro-
grammes so that the desired thoughts, feelings,
images, beliefs, perceptions, attitudes, behaviours
and so on become linked to the brand. Consumer
knowledge is what drives the differences that
manifest themselves in terms of brand equity.
This realization has important managerial impli-
cations. In an abstract sense, according to this
view, brand equity provides marketers with a
vital strategic ‘bridge’ from their past to their
future, as follows.

Brands as a Reflection of the Past
In this light, the dollars spent each year
on manufacturing and marketing products
should be thought of less as ‘expenses’ than as
‘investments’ – investments in what consumers
learned, felt and experienced. About the brand.
If not properly designed and implemented, these
expenditures may not be ‘good’ investments, in
that the right knowledge structures may not have
been created in consumers’ minds, but they
should be considered investments nonetheless.
The quality of the investment in brand building
is the most critical factor, not necessarily the
quantity of investment, beyond some minimal
threshold amount.

Brands as Direction for the Future
At the same time, the brand knowledge that has
been created over time by these marketing invest-
ments dictates appropriate and inappropriate
future directions for the brand. Consumers, be
they individuals or organizations, will decide,
based on their brand beliefs and attitudes
where they think the brand should go and grant
permission (or not) to any marketing action or
programme.

At the end of the day, the true value and
future prospects of a brand rests with consumers
and their knowledge about the brand and their
likely response to marketing activity as a result
of this knowledge. Understanding consumer
brand knowledge – all the different kinds of
things that become linked to the brand in the
minds of consumers – is thus of paramount
importance as the underpinning and foundation
of brand equity.
Building Strong Brands

Marketers build strong brands by creating the
right brand knowledge structures with target
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consumers (Keller 2001). As noted above, there
are a whole host of beneficial associations that
may become linked to the brand, such as thoughts,
feelings, images, beliefs, perceptions, attitudes,
behaviours.

In particular, building a strong brand requires
creating a brand that consumers are sufficiently
aware of and with which consumers have strong,
favourable, and unique brand associations. This
knowledge-building process depends on all
brand-related contacts – whether marketer-
initiated or not. From a marketing management
perspective, however, there are three main sets of
brand equity drivers:

1. The initial choices for the brand elements or
identities making up the brand (e.g., brand
names, URL’s, logos, symbols, characters, slo-
gans, jingles, packages, and signage). In
establishing its brand elements, Red Bull
chose a unique brand name and symbol,
an unusually shaped can as packaging, and
an evocative slogan ‘Red Bull Gives You
Wings’.

2. The product and service and all accompanying
marketing activities and programmes.
Starbucks’ marketplace success has resulted
from a series of well-designed and executed
marketing activities and programmes that
include a wide variety of high-quality coffee
products and variations; controlled retail dis-
tribution; motivated and trained employees;
the provision of a rich sensory retail experi-
ence; and positive word-of-mouth and
publicity.

3. Other associations indirectly transferred to
the brand by linking it to some other entity
(e.g., a person, place, or thing). Subaru used
the rugged Australian Outback and actor Paul
Hogan of Crocodile Dundee movie fame in
ads to help craft the brand image of their
Subaru Outback line of cars and sports utility
wagons.

Although the second factor is the central driver
of equity, the first and third approaches are critical
contributors since they typically represent poten-
tially much less expensive options.
Managing Brands

Given the importance of brands as intangible
assets for organizations, the ability to strategi-
cally manage those brands is critical (Aaker
1991, 1996; Aaker and Joachimsthaler 2000;
Kapferer 2008; Keller 2008; Levy 1999). An
effective branding strategy can provide a product
roadmap to the future for a brand, clarifying
where it can go and how it can get there. It is
virtually impossible to manage and maximize the
value and equity of a brand without a clear,
compelling brand strategy, whether explicitly
written down or not.

Long-Term Perspectives
Effective brand management requires taking a
long-term view of marketing decisions – the abil-
ity to think at least 1–3 years down the line if not
longer. Any action that a firm takes as part of its
marketing programme has the potential to change
consumer knowledge about the brand in terms of
some aspect of brand awareness or brand image.
These changes in consumer brand knowledge
from current marketing activity also will have an
indirect effect on the success of future marketing
activities.

Brand equity must be actively managed over
time by reinforcing the brand meaning and, if
necessary, by making adjustments to the market-
ing programme to identify new sources of brand
equity. Brand equity is reinforced by marketing
actions that consistently convey the meaning of
the brand to consumers in terms of: (1) what prod-
ucts the brand represents; what core benefits it
supplies; and what consumer needs it satisfies;
and (2) how the brand makes those products supe-
rior and which strong, favourable, and unique
brand associations should exist in the minds of
consumers.

In managing brand equity, it is important to
recognize the trade-offs that exist between those
marketing activities that fortify the brand and
reinforce its meaning and those that attempt to
leverage or borrow from its existing brand equity
to reap some financial benefit. At some point,
failure to fortify the brand will diminish brand
awareness and weaken brand image. Without
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these sources of brand equity, the brand itself may
not continue to yield as valuable benefits.

Reinforcing brand equity thus requires consis-
tency in the amount and nature of the supporting
marketing programme for the brand. Although the
specific tactics may change, the key sources of
equity for the brand should be preserved and
amplified where appropriate. Product innovation
and relevance is paramount in maintaining conti-
nuity and expanding the meaning of the brand.

Brand Architecture
An important aspect of brand management is the
branding strategies the firm adopts to launch new
products and services. Branding strategies can be
defined broadly in terms of how the products or
services offered by a firm are branded both in terms
of the brand elements (e.g. names, logos, symbols,
packaging, signage) involved, as well as how those
different products or services are given meaning in
terms of how they are positioned (Aaker 2004).

Branding strategies are often described in
terms of the concept of brand architecture. For-
mally, brand architecture refers to the number and
nature of common or distinctive brand elements
applied to the different products sold by the firm.
Brand architecture involves defining both brand
boundaries and brand relationships across prod-
ucts and services.

Specifically, three key dimensions of brand
architecture are: (1) brand assortment in terms
of brand portfolios and the number of distinctive
brands a company sells; (2) brand depth in terms
of line extensions associated with any one brand
in a category that a company sells; and (3) brand
breadth in terms of category extensions and the
number of different categories associated with any
one brand a company sells.

From a brand strategy standpoint, growth
requires a well-thought-out and well-
implemented brand architecture strategy that clar-
ifies three key issues (Aaker 2004; Keller 2012):
(1) the potential of a brand in terms of the breadth
of its ‘market footprint’ (Keller and Lehmann
2009); (2) the types of product and service exten-
sions that would allow a brand to achieve that
potential (Keller and Aaker 1992; Völckner and
Sattler 2006; Wernerfelt 1988); and (3) the brand
elements and positioning that identify and are
associated with the offerings of a brand as part
of that extension strategy.
Conclusion

Brands are one of a firm’s most valuable intangi-
ble assets. The power of a brand, however, resides
in the minds of consumers. The value of a brand is
ultimately derived in the marketplace from the
words and actions of consumers. Consumers
decide with their purchases, based on whatever
factors they deem important, which brands are
more valuable than others. Marketers, in turn,
must build and manage their brands by creating
the right brand knowledge structures.
See Also

▶Business-to-Consumer (B2C) Marketing
▶Competitive Strategy
▶Corporate Strategy
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Brand Equity

Kevin L. Keller
Dartmouth College, Tuck School of Business,
Hanover, NH, USA
Abstract
Brand equity can be defined in terms of market-
ing effects uniquely attributable to a brand. Pos-
itive brand equity occurs when different
outcomes are observed in the marketing of a
product or service because of its brand, com-
pared with the results if that same product or
service was not identified by that brand. Brand
equity can be measured both indirectly, by cap-
turing the customer mindset and associations to
the brand, and directly, by estimating the differ-
ential outcomes in the marketing of the product
or service. Brand valuation assesses all the long-
term benefits provided by a brand to estimate its
financial value and worth.
Definition Although various perspectives have
been employed to study brand equity, customer-
based approaches take the perspective of a con-
sumer, be it an individual or an organization.
Customer-based brand equity can be defined as
the differential effect brand knowledge has on
consumer response to the marketing of that
brand. Brand knowledge is all the associations
the brand has with consumers – such as thoughts,
feelings, images, perceptions, beliefs, attitudes
and experiences.

Brands represent highly valuable pieces of legal
property, capable of influencing consumer behav-
iour, being bought and sold, and providing the
security of sustained future revenues to their
owner. The value directly or indirectly accrued
by these various benefits is often called brand
equity (Keller 1993, 2002).

Branding is all about creating differences.
Most marketing observers also agree with the
following basic principles of branding and brand
equity (Kapferer 2008; Keller 2008): these differ-
ences in outcomes arise from the ‘added value’
endowed to a product as a result of past marketing
activity for the brand; there are many different
ways that this value can be created for a brand;
brand equity provides a common denominator for
interpreting marketing strategies and assessing the
value of a brand; and there are many different
ways as to how the value of a brand can be
manifested or exploited to benefit the firm, that
is, in terms of greater proceeds and/or lower costs
(see Fig. 1).

Brand equity is thus reflected in the way con-
sumers think, feel and act with respect to the
brand, as well as in the prices, market share and
profitability the brand commands (Aaker 1991;
Aaker and Joachimsthaler 2000). Although vari-
ous perspectives have been employed to study
brand equity (Erdem 1998; Fournier 1998; Levy
1999; McCracken 2005; Thompson et al. 2006),
customer-based approaches view brand equity
from the perspective of the consumer as either an
individual or an organization (Aaker 1996; Keller
2001).

The basic premise of customer-based brand
equity models is that the power of a brand lies in
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what customers have learned, felt, seen and heard
about the brand as a result of their experiences
over time. In other words, the power of a brand
lies in the minds of consumers or customers and
what they have experienced and learned about the
brand over time.

Formally, customer-based brand equity can be
defined as the differential effect brand knowledge
has on consumer response to the marketing of that
brand (Keller 2008). A brand has positive
customer-based brand equity when consumers
react more favourably to a product and the way
it is marketed when the brand is identified, than
when it is not identified. A brand has negative
customer-based brand equity if consumers react
less favourably to marketing activity for the brand
under the same circumstances. There are three key
components to this definition.

1. Brand equity arises from differences in con-
sumer response. If no differences occur, the
brand-name product is essentially a commod-
ity and competition will probably be based on
price (Levitt 1980; Keller et al. 2002).

2. Differences in response are a result of con-
sumers’ brand knowledge, all the thoughts,
feelings, images, experiences and beliefs asso-
ciated with the brand (Keller 2001). Brands
must create strong, favourable and unique
brand associations with customers, as have
BMW (performance), Hallmark (caring) and
Amazon (convenience).

3. Brand equity is reflected in perceptions, pref-
erences and behaviour related to all aspects of
the marketing of a brand (Hoeffler and Keller
2003).
Measuring Brand Equity

Given that customer-based brand equity defines
brand equity in terms of the differences that arise
in customers’ response to marketing activity as a
result of the knowledge that customers have about
the brand, there are two basic approaches to mea-
suring brand equity (Keller 2006). An indirect
approach assesses potential sources of customer-
based brand equity by identifying and tracking
consumers’ brand knowledge structures. A direct
approach, on the other hand, measures customer-
based brand equity more directly by assessing the
actual impact of brand knowledge on consumer
response to different elements of the marketing
programme: for example, in terms of the market-
ing advantages listed in Fig. 1.

The two general approaches are complemen-
tary, and both can and should be employed by
marketers. In other words, for brand equity to
perform a useful strategic function and guide mar-
keting decisions, marketers need to fully under-
stand (1) the sources of brand equity and how they
affect outcomes of interest, and (2) how these
sources and outcomes change, if at all, over time.

Understanding the sources and outcomes of
brand equity provides a common denominator
for interpreting marketing strategies and assessing
the value of a brand: the sources of brand equity
help managers understand and focus on what
drives their brand equity; the outcomes of brand
equity help managers understand exactly how and
where brands add value. Brand audits are impor-
tant for the former; brand tracking for the latter, as
follows.

• A brand audit is a consumer-focused series of
procedures to assess the health of the brand,
uncover its sources of brand equity and suggest
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ways to improve and leverage its equity. Mar-
keters should conduct a brand audit when set-
ting up marketing plans and when considering
shifts in strategic direction. Conducting brand
audits on a regular basis, such as annually,
allows marketers to keep their fingers on the
pulse of their brands so they can manage them
more proactively and responsively.

• Brand tracking studies collect quantitative data
from consumers over time to provide consis-
tent, baseline information about how brands
and marketing programmes are performing.
Tracking studies help us understand where,
how much, and in what ways brand value is
being created, to facilitate day-to-day decision-
making.

Brand tracking studies – as well as brand
audits – can provide a huge reservoir of infor-
mation concerning how to best build and mea-
sure brand equity. Nevertheless, the potential
value of these research efforts will not be
realized unless proper internal structures and
procedures are put into place within the orga-
nization to capitalize on the usefulness of the
brand equity concept and the information that
is collected with respect to it.

A brand equity management system is defined
as a set of organizational processes designed to
improve the understanding and use of the brand
equity concept within a firm. Although there are
many aspects to a brand equity management sys-
tem, two useful tools that can be employed are
highlighted here.

1. Brand equity charter. The insights gained from
the brand audit and the company view of brand
equity should be placed into a document, the
brand equity charter, to provide relevant guide-
lines to marketing managers within the com-
pany as well as key marketing partners outside
the company (e.g., ad agency personnel).

2. Brand equity report. The results of the tracking
survey and other relevant performance mea-
sures for the brand should be assembled into
a brand equity report to be distributed to man-
agement on a regular basis (monthly, quarterly
or annually). The brand equity report should
provide descriptive information as to what is
happening with a brand as well as diagnostic
information as to why it is happening.
The Brand Value Chain

One useful conceptual tool to pull together all
these different aspects of brand equity is the
brand value chain. The brand value chain is a
structured approach to assessing the sources and
outcomes of brand equity and the way marketing
activities create brand value (see Fig. 2). It is
based on several premises (Keller and Lehmann
2003; see also Ambler 2000; Epstein and
Westbrook 2001; Srinivasan et al. 2010;
Srivastava et al. 1998). First, brand value creation
begins when the firm targets actual or potential
customers by investing in marketing programmes
and activities to develop the brand, including
product research, development and design; mar-
keting communications; trade or intermediary
support; employee training; etc. Next, we assume
customers’ mindsets, buying behaviour and
response to prices will change as a result of the
marketing programme; the question is how.
Finally, the investment community will consider
market performance, replacement cost and pur-
chase price in acquisitions (among other factors)
to assess shareholder value in general and the
value of a brand in particular.

The model also assumes that three multipliers
moderate the transfer between the marketing pro-
grammes and activities and the subsequent three
value stages.

• The programme multiplier determines the mar-
keting programme’s ability to affect the cus-
tomer mindset and is a function of the quality
of the programme investment as reflected by
various criteria (e.g., the clarity, relevance, dis-
tinctiveness and consistency of the marketing
programme).

• The customer multiplier determines the extent
to which value created in the minds of cus-
tomers affects market performance. This result
depends on competitive superiority (how
effective the quantity and quality of the
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marketing investment of other competing
brands are), channel and other intermediary
support (how much brand reinforcement and
selling effort various marketing partners are
putting forth) and customer size and profile
(how many and what types of customers, prof-
itable or not, are attracted to the brand).

• The market multiplier determines the extent to
which the value shown by the market perfor-
mance of a brand is manifested in shareholder
value. It depends, in part, on the actions of
financial analysts and investors.
Brand Valuation

Marketers should distinguish brand equity from
brand valuation, which is the job of estimating the
total financial value of the brand. In many well-
known companies, brand value is typically over
half the total company market capitalization. John
Stuart, co-founder of Quaker Oats, famously said:
‘If this business were split up, I would give you
the land and bricks and mortar, and I would take
the brands and trademarks, and I would fare better
than you.’
For the purposes of determining the overall
financial value of brands, the various consumer
benefits emanating from the brand can be assessed
and combined to provide an overall estimate of
brand equity and value. One popular industry
method by Interbrand concentrates in part on the
intangible asset value afforded the brand and then
considers a number of discount factors to deter-
mine the appropriate long-term brand value
(Murphy 1989). US companies do not list brand
equity on their balance sheets in part because of
differences in opinion about what constitutes a
good estimate. Companies do give it a value,
however, in countries such as the United King-
dom, Hong Kong and Australia.
Conclusion

Regardless of the particular definition adopted,
the value to marketers of brand equity as a concept
ultimately depends on how they use it (Keller
2002; Keller and Lehmann 2006). Brand equity
can offer focus and guidance, providing marketers
with a means to interpret their past marketing
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performance and design their future marketing
programmes (Keller and Lehmann 2009). Every-
thing the firm does can help to enhance or detract
from brand equity. Those marketers who build
strong brands have embraced the concept and
use it to its fullest as a means of clarifying, com-
municating and implementing their marketing
actions. Towards that goal, this entry advanced
some concepts and principles with respect to
customer-based brand equity, a set of approaches
with much potential managerial insight.
See Also

▶Market Research
▶Return on Invested Capital (ROIC)
▶ Swot Analysis
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Breakeven Analysis
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Abstract
A fundamental concept behind strategy is one
of resource allocation and the trade-offs
involved. Resources are time, money, space,
human capital and so on. In making such
trade-offs it is important to evaluate the viabil-
ity or feasibility of any strategy or action by
quantifying the benefits or revenue stream of
an action and comparing that to the cost of
executing that strategy. Breakeven analysis
refers to this exercise, which firms do to decide
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whether one should undertake a strategy. In
this entry, we discuss the underlying logic
and principle behind such an analysis, and
illustrate its use with a simple example of eval-
uating a new project.

Definition A breakeven point is a numerical
number above which the benefit of doing some-
thing exceeds the cost of doing it.

A breakeven analysis is the sum of the steps
one goes through to arrive at this number to eval-
uate the economic feasibility of taking an action.

Breakeven analysis is a fundamental concept in
many business activities, used to evaluate the
economics of an investment. Consider the follow-
ing example. Suppose a firm is considering an
investment in a new product. Let’s assume that
the total initial investment in design, plant and
equipment, marketing research, investment with
trading partners such as distributors, dealers and
retailers, marketing expenses such as advertising,
promotions, branding and so on is $100 million.
This is not an unreasonable amount considering
that many packaged goods and pharmaceutical
companies spend this much on advertising alone
in the first year of a new product introduction. Of
this amount let us suppose that $50 million is
salvageable, that is, it can be used in some other
economic and revenue-yielding activities should
the new product fail. This means that $50 million
becomes sunk once the investment is made. This
is the ‘fixed cost’ or investment that does not vary
with the number of units produced or sold. In
return, the firm hopes to sell its product to millions
of customers selling millions of units. Suppose the
firm can price each unit of the product at $10 and
that for every additional unit there is a $5 cost in
production and marketing: how many units
should the firm sell to breakeven? That is, how
many units must the firm sell for the profit gener-
ated from selling the new product to pay off or
equal the sunken initial investment? This is the
question behind the concept of breakeven ana-
lyses. Note that I am silent on whether all the
units are sold on the day the product is introduced
or whether this is spread over weeks, months or
years. We will return to the time dimension later.
Similarly, I will ignore any inventory cost or
uncertainty in the system; that is, we assume that
as soon as the firm produces it sells all the units.
Using the numbers from the above example,
I develop the following notations:

FC = fixed cost = $50 MM
V = variable cost = $5
P = price = $10
Q = quantity sold at the price P
R = total revenue = Q*P = 10*Q
TVC = total variable cost of all units

sold = Q*V = 5*Q
TC = total cost = FC + TVC = 50 MM + 5*Q
GP = gross profit = TR � TVC = 10*Q �

5*Q = 5*Q

And therefore the breakeven point Q** is
given by the Q**, which solves GP = FC or
equivalently TC = R, which implies Q** = 10
million units.

What this means is that if the firm were to sell
any Q < Q**, it would earn negative profits from
this new product investment, whereas for any
Q > Q**, the firm would make strictly positive
profits and therefore, from an economic point of
view, this would be labelled a successful venture.
Graphically, this is illustrated below. In Fig. 1 R1,
R2 and R3 each represent the total revenue as a
function of the number of units sold under three
different prices. Note that R1 is steeper than R2,
which is steeper than R3. This means that at any
given Q, R1 generates more revenue than R2,
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which in turn generates more than R3, and the
breakeven points, correspondingly, are ordered in
that A < B < C.

In Fig. 1 the revenue curves are drawn as
straight lines but, in general, this need not be or
won’t be the case. In general, sales or demand Q is
a function of price and total revenue can be written
as R = P*Q(P). Since sales or Q would be a
decreasing function of price the total revenue
would first increase with quantity as price is
lowered and would eventually start decreasing
beyond some Q as further price reduction leads to
smaller increases in Q. If Q is linear in P, the
revenue curves would look like inverted ‘U’s or
parabolas starting from the origin. Given this, we
can interpret R1, R2 and R3 as reflecting a man-
ager’s belief about the demand functions. If
demand is only a function of price, then these
curves would represent a manager’s beliefs, based
on market research and intelligence, for example,
about how demand responds to price changes.
From a manager’s point of view it is better to be
on the revenue curve R1 than R2 than R3, since the
business becomes viable at a lower scale of opera-
tion and anything above that represents pure profit.
It is fairly easy to develop a spreadsheet ‘calcula-
tor’ to do the breakeven analysis and do sensitivity
analysis to examine how the breakeven point
varies as assumptions about costs and volume
change. There are simple calculators using Java
applets online. For an example see http://www.
dinkytown.net/java/Break-even.html.

The concept of breaking even is more widely
applicable than the new product investment
Breakeven Analysis, Table 1 Sample of investment situat

Situation F Y

Investing in new
products

Plant and
equipment, R&D
etc.

Revenue stream

Investing in
education

Tuition,
opportunity cost

Income stream

Buying Sunday
paper for coupons

Cost of Sunday
paper

Savings from
coupons

Recruiting visit to
college

Flight, hotel,
opportunity cost

Potential benefit
finding a good h
example above. To generalize this, consider a
decision maker who needs to invest F to generate
a benefit y that is a function of x. We will assume
that y’(x) > 0 over some reasonable range of x,
meaning that more x leads to more y. The decision
maker can pick values of x by incurring a cost c for
every unit of x. The decision maker’s problem is:
what is the minimum level of x that would lead to
recuperating the initial investment F? So, the
breakeven analysis is on the x* that needs to be
achieved to make this investment or project
worthwhile. Mathematically, x* solves F� y xð Þ
�c�x ¼ 0. Table 1 describes some common deci-
sion situations that consumers and managers face.
Extensions

How can we compute a breakeven analysis if the
revenue streams or benefits are spread over time?
Let us use the subscript t to denote the value of the
relevant variables at time t. Then, we can either
think of a breakeven ‘time period’ or breakeven
x by solving the following equation for t:
F ¼
X1

1

y xtð Þ � ct � xt½ �bt

where b is a one-period discount factor. Firms often
develop pro forma income statements for new pro-
jects to see ‘how long’ it will take in months or
years before the investment pays off or breaks
even. For an example see Kotler and Keller (2006).
ions

X C

Sales/market
share

Variable cost/unit

Number of
working years

Incremental cost for
generating the income
stream

Number of
acceptable
coupons

Hassle cost, time cost

of
ire

Number of
attractive
students

Time cost

http://www.dinkytown.net/java/Break-even.html
http://www.dinkytown.net/java/Break-even.html
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Suppose the decision maker does not know for
certain y(xt) but has a prior distribution on the real-
izations of the ‘y’s. If we assume the decisionmaker
is risk neutral, then we can use expected values of
‘y’s in the above equation. If the decision maker is
not risk neutral then we will have to consider his
utility function or preferences over the realizations
of y in computing the breakeven period.
Summary

Breakeven analysis is a simple yet an important
tool to enable decision makers to evaluate the
consequences of an upfront effort, whether in
time, money or some other resource. It leads to
the development of ‘targets’ and an evaluation of
performance to decide whether to abandon a pro-
ject or invest further and/or change course.
See Also

▶Business Development
▶Business Strategy
▶Decision-Making
▶ Profiting from Innovation
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Abstract
P. J. Buckley and M. C. Casson (Buckley,
P.J. and Casson, M.C. The future of the multi-
national enterprise. London: Macmillan, 1976)
analysed the multinational enterprise (MNE)
within a broad-based intellectual framework
based on the pioneering work of Ronald Coase
(Coase RH, Economica 4:386–405, 1937).
Their book Future of the Multinational Enter-
prise demonstrated how seemingly unrelated
aspects of multinational operations, such as
technology transfer and international trade in
semi-processed products, could be understood
using a single concept – the internalization of
imperfect markets.

P. J. Buckley and M. C. Casson (1976) analysed
the multinational enterprise (MNE) within a
broad-based intellectual framework based on
the pioneering work of Ronald Coase (1937).
Their book Future of the Multinational Enter-
prise demonstrated how seemingly unrelated
aspects of multinational operations, such as tech-
nology transfer and international trade in semi-
processed products, could be understood using a
single concept – the internalization of imperfect
markets.

The book explained why multinational enter-
prise (MNE) activity was concentrated mainly in
knowledge-intensive industries characterized by
high levels of R&D expenditure and advertising
expenditure, and by the employment of skilled
labour. It also explained why residual MNE activ-
ity was mainly concentrated in mining and tropi-
cal agriculture.

An MNE was defined as a firm that owns and
controls activities in two or more different coun-
tries. The analysis was based on the principle that
the boundaries of a firm are set at the margin
where the benefits of further internalization of
markets are just offset by the costs. Another prin-
ciple was that firms sought out the least-cost loca-
tion for each activity, taking its linkages with other
activities into account. A third principle was that
the firm’s profitability, and the dynamics of its
growth, were based upon a continuous process
of ▶ innovation stemming from R&D. In this
context, innovation was construed broadly, to
encompass not only technology but new products,
new business methods, and other commercial
applications of new knowledge. The interaction
of these three principles was illustrated using
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a parsimonious mathematical model that was
appended to Chap. 2 of the 1976 book.

The book provided a simple but radical analy-
sis of the MNE by examining both location and
internalization strategies. Production in a multi-
stage process can be characterized as a sequence
of distinct activities linked by the transport of
semi-processed materials. The orthodox theory
of location assumed constant returns to scale,
freely available and therefore standardized tech-
nology and that firms are price takers in all factor
markets. Given such assumptions, a firm chooses
its optimal location for each stage of production
by evaluating regional production costs and
choosing the set of locations for which the overall
average cost of production is minimized. Regional
production costs vary according to regional price
differentials in non-tradable goods (the price of
tradables is standardized by trade), the relative
prices of tradables and non-tradables and elastic-
ities of substitution between pairs of non-tradables
and between tradables and non-tradables. Overall,
average production costs are minimized by the
correct choice of the least-cost ‘route’ from the
location of raw materials through to the final
destination.

This location strategy is complicated in prac-
tice by a number of factors. Firstly, there are
increasing returns to scale in many activities.
The second major factor is that modern businesses
perform many activities other than routine pro-
duction. Two important non-production activities
are marketing and research and development
(R&D). The location strategy of a firm which
integrates production, marketing and R&D is
highly complex. The activities are normally
inter-dependent and information flows as well as
transport costs must be considered. Information
costs that increase with distance encourage the
centralization of activities where exchanges of
knowledge through teamwork are of the essence.
Such activities are the ‘high-level’ ones of basic
research, innovative production and the develop-
ment marketing strategy; they require large inputs
of skilled labour, and the availability of skilled
labour will therefore exert a significant influence
on the location strategy of such firms. The third
factor which complicates the location strategies of
firms is that in practice they operate largely in
imperfectly competitive markets. This means
that, in many cases, MNEs cannot be considered
as price takers in intermediate and factor markets.
Consequently, a firm that can force down input or
factor prices in a particular region will tend to
concentrate the production processes which are
intensive in these inputs in that region. The fourth
factor is government intervention. Finally, loca-
tion decisions will be influenced by the extent to
which the internalization of markets in the firm
modify the above considerations.

In a situation where firms are attempting to
maximize profits in a world of imperfect markets,
there will often exist an incentive to bypass imper-
fect markets in intermediate products. The activi-
ties that were previously linked by the market
mechanism are brought under common ownership
and control in a ‘market’ internal to the firm.
Where markets are internalized across national
boundaries, MNEs are created. Benefits of inter-
nalization arise from the avoidance of imperfec-
tions in the external market, but there are also
costs. The optimum size of firm is set where the
costs and benefits of further internalization are
equalized at the margin.

Combining both internalization and location
effects explained the division of particular mar-
kets between domestic producers, local subsidi-
aries of MNEs, exports from foreign-owned
plants and exports from MNEs. The division
between exports and local servicing is largely
the result of the economics of location. Least-
cost location, influenced by regional price differ-
entials and by barriers to trade largely governs the
proportion of a market serviced by exports. This,
however, is modified by the economics of inter-
nalizing a market, for not only can this affect the
least-cost location of any stage of protection but
the strategy of a MNE after having internalized a
market may differ from that which external mar-
ket forces would dictate. Consequently, the ques-
tion of servicing a final market is inextricably
bound up with the nature and ownership of inter-
nal markets – which will be dictated by the costs
and benefits of internalization.

The result was a view of the firm as a complex
of interdependent activities, linked by flows of
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knowledge and intermediate products. These
internal flows were coordinated by information
flows through the ‘internal markets’ of the firm.
This was a radical departure from the neoclassical
economic view of the firm as a unitary ‘black box’
devoted entirely to production, whose inputs and
outputs were related by a simple production func-
tion. The new vision of the firm emphasized the
internal division of labour, involving specialized
functions comprising not only production but also
marketing and R&D.

According to this new vision, the firm could
operate multiple plants, with some plants special-
izing in one type of activity and other plants in
another. Different plants could be located in dif-
ferent countries – when different countries were
involved, a multi-plant enterprise became an
MNE. It was the economics of coordinating this
internal division of labour, and not technology,
that set the limits to the boundaries of the firm.
Whilst technology might set a limit on the size of
any one plant, it was diminishing returns to man-
agerial coordination that set the limit to the size of
the firm. These limits were reflected not only in
the aggregate quantity of output produced by the
firm, but the range of locations in which this
output was produced and sold.

This view had an immediate impact. Previ-
ously the market entry decision had been analysed
as a simple choice between exporting and foreign
investment, while afterwards it was analysed as a
three-way decision between exporting, foreign
investment and licensing. The speed of this tran-
sition can by appreciated by comparing a state-of-
the art review of the theory produced just 2 years
earlier (Dunning 1974), which makes only pass-
ing reference to licensing, with a synthesis of the
theory published only 3 years later, in which
licensing plays a crucial role (Dunning 1977).
This analysis was subsequently extended to
cover other entry options such as franchizing and
subcontracting.

The authors later stressed that MNEs should be
viewed as part of a global system in which
they both cooperated and competed with each
other. This global system would comprise
interdependent specialized facilities created
through an international division of labour. The
account of the international division of labour
drew upon the classical analysis of the subject
developed by Adam Smith (1995), chiefly in the
context of the national economy. This encapsu-
lated some of Smith’s key insights into a sche-
matic ‘global systems view’ of international
business.

Given a global configuration of production
plants, R&D laboratories and distribution centres,
internalization theory should be able to explain
how the ownership of the system would be
parcelled out between different firms It would
identify the external markets through which the
boundaries of the firm were drawn, and also the
internal markets that lay within the boundaries of
particular firms. It would also predict the charac-
teristics of the firms that internalized particular
markets – in particular their size and nationality.
Finally, it would identify the long-term
factors – such as entrepreneurship and technolog-
ical opportunity – that explain why certain types
of activity are best carried out at certain types of
location under the control of certain types of firm.

The power of the internalization concept was
such that, using such a global system view it is
possible to analyse a very wide range of practical
issues in international business. When applied
using a global systems view, internalization the-
ory illustrates how the activities of different
MNEs interact with each other. As a result, an
MNE’s decisions on how to enter a particular
national market are embedded within its wider
global business strategy.

Rational action modelling can be applied to a
wide range of international business issues,
including dynamic market entry (Buckley and
Casson 1981, 1998a, b), international joint ven-
tures (Buckley and Casson 1988), international
entrepreneurship (Casson 2000), business culture
(Buckley and Casson 1991a; Casson 1991b) and
strategic complexity in international business
(Buckley and Casson 2001b).

When internalization theory is combined with
other theories, it is necessary to ensure that these
other theories are consistent with internalization
theory in their methodological approaches. If they
are not consistent, the resulting synthesis will
become a confusing concoction of incompatible
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ideas. In particular, complementary theories must
be consistent with rational action principles. Trade
theory satisfies this condition, since its economics
pedigree means that it has followed rational action
principles from the outset. Neoclassical economic
theories of innovation also satisfy this condition.
In certain areas, such as strategic management, it
is sometimes unclear whether rationality is postu-
lated or not, and even where it is postulated, it is
not always clear that the postulates are consis-
tently applied. For these reasons internalization
theorists have been circumspect in combining
the internalization principle with other bodies of
theory. Rather then seeking to explain every con-
ceivable phenomenon in international business
through liaisons with other branches of theory,
they have focused on explaining those phenom-
ena that internalization theory and other rational
action theories explain best.
The Progress of the Research Agenda

Progress of this research agenda has covered at
least five key areas. These are:

1. Formalizing, extending and testing the theory,
2. (The extension of the internalization approach

to) foreign market entry and development
strategies,

3. International joint ventures,
4. Dynamics; innovation and real options,
5. The role of culture in international business.

Table 1 examines subsequent publications and
classifies their contribution according to the scheme
above. Table 2 classifies papers by contribution.
Conclusion

The 1976 book (Buckley and Casson) began with
a problem – how to explain the existence of the
MNE and the way that it behaves. The authors
found an answer, in conjunction with other
scholars. But the answer to that question raised
new questions. This was progress of sorts,
because the questions that are being
asked – 30 years on – are much smarter than the
first ones. They are certainly more tightly
focused. Instead of a single general and rather
ill-defined question, we now have a set of
specific well-defined problems. The big prob-
lem has been broken down into little problems
that are easier to solve. In pursuing this
research agenda, Buckley and Casson have
engaged with several distinct but related prob-
lems. Each problem has been analysed as a
subset of a wider problem. This produced an
answer – but an answer of a very general
nature. Having solved the problem in general
terms, they then resolved the problem into a
set of specific sub-problems that addressed
particular issues arising at the empirical level.
Using the solution to the general problem,
these specific problems were then addressed
in turn.

In some respects, the theory of internalization
is quite unusual as a social science theory in the
sense that it really works. There is no need to
disguise weaknesses, or obfuscate difficulties;
weaknesses can be acknowledged because they
can be remedied, and difficulties can be recog-
nized because they can be overcome. Failing sys-
tems of thought often degenerate through steady
attrition; qualifications and complexities are
added to salvage the system until it becomes
more complicated than the phenomena it claims
to describe, and it no longer has any heuristic
value. Internalization theory, by contrast, has
retained its vitality. It is as incisive today as it
was when first put forward by Ronald Coase.

Area of Contribution: Key
1. Formalizing and testing the theory.
2. Foreign market entry and development.
3. International joint ventures.
4. Innovation and dynamics.
5. The role of culture in international business.
See Also

▶Emerging-Market Multinationals
▶ Innovation
▶Multinational Corporations
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Buckley and Casson, Table 1 Buckley and Casson contributions chronologically

Date and area of
contribution Contribution

1981 A rigorous analysis of foreign market entry strategy under determinate conditions of market
growth based on fixed set up and variable operational costs predicting the timing of shifts in
foreign market servicing strategy (e.g., export to licensing to foreign direct investment). The
missing ‘short-run decision-making’ chapter of The Future of the Multinational Enterprise

2

1985 Development of theory and testing – compared and contrasted internalization with alternative
approaches to the MNE, developed comparative institutional analysis versus cartels and
integrated intermediate product trade and entrepreneurship into the theory. Reviewed the
evidence on theoretical frameworks of the MNE

1

1988 The internalization theory of international joint ventures. IJVs are determined by three key
factors: internalization of key markets, indivisibilities and barriers to merger. Described joint
ventures as ‘first and foremost, a device for mitigating the worst consequences of mistrust’. In
the language of internalization theory, IJVs represent a compromise contractual arrangement
that minimizes transaction costs under given environmental constraints. JVs provide a
context in which the parties to the JV can demonstratemutual forbearance and build up trust.
Going on from this to provide a commitment to cooperation strengthens the JV. These novel
concepts were introduced and amplified in the paper

3

1991 Multinational enterprises in less developed countries examined the cultural and economic
interaction between the MNE and the local economy. The performance of a given MNE in a
given LDC is governed by the degree of entrepreneurship in the culture of the firm, the degree
of entrepreneurship in the culture of the host country and an interaction term. Some simple
predictions about comparative economic development were derived

5

1992 Organizing for innovation was argued to be the key factor governing the long run success of
MNEs. The paper examined the pressures on managers in MNEs to innovate and the process
of innovation (from a knowledge management perspective). This was related to
internalization and to the internal organization of skilled workers in the MNE. Source country
institutions were argued to be influential in this process

4

1996 Provide a rigorous economic model of intentional joint ventures, using key factors suggested
by internalization theory in the strategic choice between joint ventures, licensing agreements
and merges. This paper explains the increasing use of IJVs in terms of the accelerating pace of
technological innovation and globalization of markets. If offered a range of predictions on the
formation of JVs within and across industries, across locations and over time

3

1998a Identified flexibility as the hallmark of modelling theMNE as a response to the rationalization
and restructuring of the global economy. Flexible firms are attracted to locations with flexible
host governments. Introduced the notion of ‘real options’ into internalization theory as a
dynamic modelling technique

1,4

1998b A rigorous extension of the internalization approach to foreign market entry strategy
providing a testable model of entry strategy and identifying key parameters that determine the
choice of modes of entry

2

2001a Examines the long run development of the capitalist system and pays particular attention to its
moral basis and the problems arising from a culture of ‘excessive individualism’ and its social costs5

2001b Shows that the rational action approach can be widely applied to produce simple analytical
solutions to problems alleged to be excessively complex. ‘Economy of coordination calls for
a division of labour in information processing and this in turn calls for cooperative behaviour
of a social nature.’ This echoes a quote from The Future of the Multinational Enterprise that
‘social interactions will follow different rules in different places’

1,2,3,4

2002 with
Gulamhussen

This paper uses the real options approach to rationalize many practical aspects of decision
making in multinationals including information-gathering, procrastination and commitment.
It encompasses incremental entry (as in the Uppsala approach) as a legitimate strategic variant
in internationalization processes

3,4

2007 Provides a formal model of Edith Penrose’s Theory of the Growth of the Firm and derives an
analysis of the trade-off between product diversification and foreign market penetration that also
makes a contribution to the understanding of speed of entry into foreign markets. The elaboration
of Penrose’s model advances knowledge of the internationalization of the firm by incorporating
geographical expansion patterns, sequential decision-making and learning into the theory

1,4
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Buckley and Casson, Table 2 Buckley and Casson contributions by area

1. Formalizing, extending and testing the theory 1985, 1998a, 2001b, 2007

2. Foreign market entry and development strategies 1981, 1998b, 2001b

3. International joint ventures 1988, 1996, 2001b, 2002 (with Gulamhussen)

4. Innovation and dynamics 1985, 1992, 1998a, 2001b, 2002 (with Gulamhussen), 2007

5. The role of culture in international business 1991, 2001a
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Abstract
We discuss strategic ways in which sellers can
use tying and bundling with requirement con-
ditions to extract consumer surplus. We ana-
lyse different types of tying and bundling
creating (1) intra-product price discrimination;
(2) intra-consumer price discrimination; and
(3) inter-product price discrimination, and
assess the antitrust liability that these practices
may entail. We also discuss the impact on
consumers and competition, as well as poten-
tial antitrust liability of bundling “incontest-
able” and “contestable” demand for the
same good.

Definition Tying of two products (or services)
occurs when a seller sells one good (tying good)
on the condition that the buyer buys the other
good (tied good) from that seller or imposes on
the buyer the requirement that s/he will not pur-
chase the other good from another seller. Bundling
is a general term describing selling collections of
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goods as a package. In pure bundling, the individ-
ual goods are not sold separately but only in
combination, so it is essentially equivalent to
tying. In mixed bundling, the individual goods,
as well as the package, are available.

Tying of two products (or services) occurs when a
seller sells one good (tying good) on the condition
that the buyer buys the other good (tied good)
from that seller or imposes on the buyer the
requirement that he will not purchase the other
good from another seller (see Kodak, 504 U. S. at
461 (quoting Northern Pacific R. R. Co. v. United
States, 356 U. S. 1, 5–6 (1958))). A tying condi-
tion may involve a simple 1:1 combination of
goods or may require a certain number of units
of the tied good to be bought from the same seller.
An even more restrictive condition resulting in a
“requirements tie” is a requirement to sell the
tying product only if the buyer buys all or most
of its requirements of the tied product from that
seller. The “requirements tie” conditions pricing
on the number of units or the percentage of his
“needs” that a buyer buys from a rival.

Bundling is a general term describing selling
collections of goods (A, B, C, . . .) as a package.
Such collections may vary in their composition
and in the conditions that apply to the availability
of special pricing for the collections. In pure bun-
dling, the individual goods are not sold separately
but only in combination, so it is essentially equiv-
alent to tying, with the caveat that in tying one of
the two goods may be available on its own, which
is not possible in pure bundling. In mixed bun-
dling, the individual goods, as well as the pack-
age, are available. For mixed bundling under a
requirement condition, a dominant firm in market
A also sells in market B à la carte. Based on a
requirement that a particular buyer buys a large
percentage or 100% of his/her needs in both prod-
ucts from the dominant firm, the dominant firm
also offers discounts on all units of either A, B or
both, or provides a lump sum discount. The need
for monitoring with a requirements bundle
implies that such lump sum discounts are typically
not offered to final consumers but to companies.
The difference between the price under the bun-
dling condition and the à la carte price can be
thought of as a penalty for not accepting the bun-
dle, it is implicitly a “disloyalty penalty”
(Rubinfeld 2005; Elhauge 2008: 406, 408;
Economides 2009: 260; Economides and Lianos
2009: 513; Elhauge 2009b: 402–403, 450), since,
when bundled pricing is introduced, a dominant
firm can simultaneously increase the à la carte
prices above the but-for levels.

Bundling and tying may be based on synergies
to the seller in the joint sale of the products as a
bundle in packaging, marketing, or alleviation of
information and search costs through the sale of
“matching” components in a bundle. Tying and
bundling can also be motivated by strategic rea-
sons and can be used as instruments for price
discrimination or to impair rival competitiveness
(see Adams and Yellen 1976; Schmalensee 1984;
McAfee et al. 1989; Elhauge 2009b).

When tying and bundling are motivated by
strategic reasons, they typically make sellers bet-
ter off and consumers worse off, but there are
exceptions. There has been considerable debate
on whether buyers are worse off after tying. In a
series of early decisions, the Supreme Court ruled
that tying was quasi per se illegal, and is really a
form of rule of reason review, where economic
harm is inferred when tying market power exists
and the tie restrains a substantial dollar amount of
tied sales, despite the absence of a substantial
▶ foreclosure share in the tied market. (See Jef-
ferson Parish Hospital District No. 2 v. Edwin
G. Hyde, 466 U. S. 2, 12 and fn. 12–14 (1984).
See also Motion Picture Patents Co. v. Universal
Film Co., 243 U. S. 502 (1917); United States
Steel Corp. v. Fortner Enterprises, 429 U. S.
610, 429 U. S. 619–621 (1977); Fortner Enter-
prises v. United States Steel Corp., 394 U. S.
495, 394 U. S. 498–499 (1969); White Motor
Co. v. United States, 372 U. S. 253, 372 U. S.
262 (1963); Brown Shoe Co. v. United States,
370 U. S. 294, 370 U. S. 330 (1962);United States
v. Loew’s Inc., 371 U. S. 38 (1962); Northern
Pacific R. Co. v. United States, 356 U. S. 1, 356
U. S. 5 (1958); Black v. Magnolia Liquor Co.,
355 U. S. 24, 355 U. S. 25 (1957); Times-
Picayune Publishing Co. v. United States,
345 U. S. 594, 345 U. S. 608–609 (1953); Stan-
dard Oil Co. of California v. United States,
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337 U. S. 293, 337 U. S. 305–306 (1949); Inter-
national Salt Co. v. United States, 332 U. S.
392, 332 U. S. 396 (1947). For an historical per-
spective on this case law, see Kramer (1985). For
an explanation of why this amounts to a specific
form of rule of reason review, see Elhauge
(2009b).)

In the late 1970s, prominent Chicago School
antitrust scholars (Posner, Easterbrook, Bork)
proposed instead that tying should be presump-
tively per se legal, allowing antitrust liability only
in exceptional circumstances (see Posner 1976;
Bork 1978: 375; Posner and Easterbrook 1981:
802–810). They argued that a monopolist in good
A has no reason to tie product B except when there
are cost savings or other efficiencies in the joint
production or distribution of A and B, because a
monopolist in A had already appropriated all con-
sumer surplus. However, their conclusion is incor-
rect when, without tying, the monopolist cannot
extract all consumer surplus from each consumer
through perfect price discrimination, which is
almost always the case (Economides 2012). It is
also incorrect when the tie forecloses a substantial
share of the tied market in a way that increases the
degree of market power in the tying market or
gives the tying firm market power in the tied
market that it can exploit against other buyers
(Elhauge 2009b).

We examine five set-ups of strategic tying and
bundling use.
Tying and Bundling to Extract
Consumer’s Surplus Through Intra-
product Price Discrimination

When a monopolist in good A is unable to imple-
ment perfect price discrimination among buyers,
and buyers differ in willingness to pay for A, the
seller can use tying of Awith a good B, the use of
which is closely correlated with the value of A, to
extract more or all the surplus of A (see, for
example, International Business Machines Corp.
v. United States, Supreme Court of the United
States, 1936. 298 U. S. 131, 56 S. Ct. 701, 80 -
L. Ed. 1085, where IBM imposed the requirement
to leasees of its tabulating machines to buy its
cards, reasoning that card use is closely correlated
with value of machine to customer). Thus, good
B is used both as a metering device of the value of
product A as well as a device for consumer sur-
plus extraction by being priced significantly
above cost.
Tying and Bundling to Extract
Consumer’s Surplus Through Intra-
consumer Price Discrimination

When a buyer buys more than one unit of a good
A and is left with a positive consumer surplus
absent tying (for example, if the monopolist
charges a single (monopoly) price to a seller and
the seller buys multiple units), tying can be used to
transfer the remaining consumer surplus to the
seller. Suppose that, originally, product B was
offered at a competitive price. Tying is
implemented as follows: the monopolist seller in
A refuses to offer A by itself but offers it only with
product B which he now sells at an inflated price.
The buyer will accept if the consumer surplus
from being able to continue buying A at the
monopoly price exceeds the harm from having
to buy B at an inflated price, but the buyer is
worse off under tying compared to the but-for
world, and the seller extracts additional surplus
(and has higher profits) by tying (see Mathewson
andWinter 1997; Nalebuff 2004, 2009; Grzeenlee
et al. 2008; Elhauge 2009b: 407–413;
Economides 2012). Since the price discrimination
implemented through tying is among the units
bought by the same consumer and is done sepa-
rately for each consumer, it does not depend on
differences across consumers. The tying scheme
can be applied even if all buyers are identical in
their valuations of the two products. Additionally,
there is no requirement that market power and
market share in the tied market B are significant
before tying starts. However, once the tying
scheme is in effect, the acceptance by many
buyers to buy the tied products A and B (rather
forego A altogether) increases the seller’s market
power in the tying market. In a bundling set-up,
the monopolist seller sets a prohibitively high
price for A if sold alone and gives a discount on
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A if the buyer buys a sufficiently high share of his
requirements of B from this seller. The effect of
the bundling requirement contract is very similar
to the one of tying.
B

Tying and Bundling Can Implement
Inter-product Price Discrimination
to the Detriment of Consumers

In the two cases above, monopolization of the
second market though tying and bundling is typ-
ically not the monopolist’s main goal. However,
there are settings where the objective of tying and
bundling is the extraction of surplus in the second
(tied good) market.

In the presence of substantial market power in
the tying and tied markets (see Schmalensee 1982:
67–69; Elhauge 2009b: 406), when consumers
buy two goods and their demands do not have
very strong positive correlation, introduction of
tying or bundled pricing can increase profits and
reduce consumer surplus (see also Adams and
Yellen 1976; Schmalensee 1982, 1984; McAfee
et al. 1989; Economides and Hebert 2008: 465;
Elhauge 2009b: 405–407, 415).

For illustration, suppose that consumers are
distributed uniformly according to type x in [0,
100] so that consumer x has willingness to pay p
(x) for good A and willingness to pay $100 � p
(x) for good B. Additionally, let the willingness to
pay for consumer of type x be inversely related to
his type, p(x) = 100 � x. Then, if the goods are
sold separately, a single-price monopolist will
charge $50 for each of goods A and B, and, in
each of these markets, consumer surplus will be
$1250. However, if A and B are tied in a 1:1 ratio,
the willingness to pay for AB is $100 for every
consumer. The monopolist charges $100 for the
bundle, all consumers buy the good, and con-
sumers are left with zero consumer surplus.
Tying and Bundling Can Impair Rival
Competitiveness

Tying and bundling, including under a loyalty/
requirement programme can be used by a
monopolist in A to foreclose rivals, reduce their
scale of operations, and thereby increase their unit
costs and reduce their competitiveness (see
Whinston 1990; Economides 2009: 268;
Economides and Lianos 2009: 511–516; Elhauge
2009b: 413–419). This can be profitable even
when products A and B are tied in fixed propor-
tions or the tied product has no other use (see
Nalebuff 2004; Economides and Hebert 2008:
466. Also see Aghion and Bolton 1987, showing
that a monopolist can extract a new entrant’s tech-
nology advantage using contracts which require
100% of a customer’s total purchases). This
requires that a substantial share of the tied market
be foreclosed (see Elhauge 2009b: 413–419). Cre-
ating tied market power with ties cannot be prof-
itable if the tie or bundle is in fixed proportions
and the tied product has no use other than with the
tying product (see Elhauge 2009b: 416). Facing a
smaller market, rivals with entry costs may not
enter the tied market, resulting in less competition
and lower consumer surplus. Based on the same
argument, a company that only produces one of
the tied products may exit the market as a result of
tying.
Bundling “Incontestable”
and “Contestable” Units of a Single
Good

Suppose that a dominant firm in a market sells at a
constant per unit price. Provided the particular
buyer commits to buying a large percentage or
all of his “needs” from the dominant firm, the
seller also offers a “retroactive” “discount” on
all units or a subset of units below a certain
threshold, such as 90% of the buyer’s purchases
in marketA during a defined time period. The term
“retroactive” is used because the “discount”
(or difference between prices adhering to and not
adhering to the requirement) applies to all units
sold in a time period once the threshold is met,
even to purchases made before the threshold was
met. This is distinguished from an “incremental”
discount which is applied only to units sold after
the threshold is met (for similar definitions,
see Commission of the European Communities,
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EU Guidance, } 42). The retroactive discount can
be a lower price on all units below the threshold or
a subset of these, or it can be a lump sum discount.
The requirement may be “sole-sourcing”, that is, a
requirement that a particular buyer buys 100% of
his purchases from the dominant firm, or the dis-
count may be available only if a large percentage
of the buyer’s purchases in market A, say 90%, are
from the dominant firm. The requirement, the base
prices, the extent of the discounts, and even the
time period on which it applies can vary across
buyers.

Bundling incontestable and contestable
demand is very similar to multiproduct bundling
and should be analysed very similarly (see
Economides 2012). In both the multi- and single-
product cases, the dominant firm leverages its
monopoly or dominant position to obtain higher
sales in the remaining market. (This conforms
with the definitions used by the European Com-
mission. See EU Article 82 Guidance 2008.) The
only difference is that, in the multiproduct case,
sales in market A are leveraged to obtain higher
sales in market B, while, in the single-product
case, the uncontested sales in market A are lever-
aged to obtain the contested sales also in market A.
Some prominent single-product loyalty discounts
cases are the ones involving Intel. In the US:
Advanced Micro Devices, Inc. v. Intel Corp.,
No. 05–441 (D. Del. filed 27 June 2005, settled
Bundling and Tying, Table 1 Summary of requirements a
discrimination

Type of price
discrimination
that tying
implements

Significant
market power
in the tying
market

Market power in the
tied market and
foreclosure in the tied
market

Inter-product
price
discrimination

Necessary for
tying resulting
in CS
reduction

Necessary for tying
resulting in CS
reduction

Intra-product
price
discrimination

Necessary for
tying resulting
in CS
reduction

Unnecessary for tying
resulting in CS
reduction

Intra-consumer
price
discrimination

Necessary for
tying resulting
in CS
reduction

Unnecessary for tying
resulting in CS
reduction
12 November 2009); New York v. Intel Corp.,
1:2009cv00827 (D. Del. filed 4 November 2009)
available at http://www.oag.state.ny.us/media_;
center/2009/nov/NYAG_v_Intel_COMPLAINT_
FINAL.pdf; Complaint, Intel Corp., FTC Docket
No. 9341 (16 December 2009), available at http://
www.ftc.gov/os/adjpro/d9341/091216intelcmpt.
pdf. In the European Union, see Commission
Decision, COMP/C-3/37.900 – Intel Corp.,
13May 2009, available at http://ec.europa.eu/com
petition/sectors/ICT/intel.html. Intel involved both
a single-product loyalty requirement programme as
well as a loyalty requirement programme on bun-
dles involving chip sets. The FTC case was settled
with Intel on 29 October 2010 (see the proposed
“Decision and Order” at http://www.ftc.gov/os/
adjpro/d9341/101102inteldo.pdf and the “Anal-
ysis of Proposed Consent Order” at http://www.
ftc.gov/os/adjpro/d9341/100804intelanal.pdf. See
Economides 2012).

Table 1, adapted from Economides (2012)
summarizes the effects of tying in implementing
different types of price discrimination.

Given the antitrust liability arising from tying
as well as bundling with requirement conditions,
businesses should, in general, avoid offers that
contain restrictions of these types. In contrast,
firms may offer quantity discounts when they
can be reasonably based on decreasing unit costs
with scale.
nd effects of tying in implementing different types of price

Tying gives additional profits to
monopolist even when A and
B are demanded in fixed
proportion

Consumer
surplus (CS) can
decrease because
of tying

Yes Yes

No Yes

No Yes

http://www.oag.state.ny.us/media_;center/2009/nov/NYAG_v_Intel_COMPLAINT_FINAL.pdf
http://www.oag.state.ny.us/media_;center/2009/nov/NYAG_v_Intel_COMPLAINT_FINAL.pdf
http://www.oag.state.ny.us/media_;center/2009/nov/NYAG_v_Intel_COMPLAINT_FINAL.pdf
http://www.ftc.gov/os/adjpro/d9341/091216intelcmpt.pdf
http://www.ftc.gov/os/adjpro/d9341/091216intelcmpt.pdf
http://www.ftc.gov/os/adjpro/d9341/091216intelcmpt.pdf
http://ec.europa.eu/competition/sectors/ICT/intel.html
http://ec.europa.eu/competition/sectors/ICT/intel.html
http://www.ftc.gov/os/adjpro/d9341/101102inteldo.pdf
http://www.ftc.gov/os/adjpro/d9341/101102inteldo.pdf
http://www.ftc.gov/os/adjpro/d9341/100804intelanal.pdf
http://www.ftc.gov/os/adjpro/d9341/100804intelanal.pdf


Bureaucracy 145
See Also

▶ Foreclosure
B

References

Adams, W.J., and J.L. Yellen. 1976. Commodity bundling
and the burden of monopoly. Quarterly Journal of
Economics 90: 475.

Aghion, P., and P. Bolton. 1987. Contracts as a barrier to
entry. American Economic Review 77: 388.

Bork, R. 1978. The antitrust paradox. New York: Free
Press.

Economides, N. 2009. Loyalty/requirement rebates and the
antitrust modernization commission: What is the
appropriate liability standard? Antitrust Bulletin 54:
259.

Economides, N. 2012. Tying, bundling, and loyalty/
requirement rebates. In Research handbook on the eco-
nomics of antitrust law, ed. E. Elhauge. London:
Edward Elgar.

Economides, N., and W. Hebert. 2008. Patents and anti-
trust: Application to adjacent markets. Journal on Tele-
communications & High Technology Law 6: 455.

Economides, N., and I. Lianos. 2009. The elusive antitrust
standard on bundling in Europe and in the United States
at the aftermath of the Microsoft cases. Antitrust Law
Journal 76: 483.

Elhauge, E. 2008.United States antitrust law and econom-
ics. Cambridge, MA: Harvard University Press.

Elhauge, E. 2009a. The failed resurrection of the single
monopoly profit theory. Competition Policy Interna-
tional 6: 155.

Elhauge, E. 2009b. Tying, bundled discounts, and the
death of the single monopoly profit theory. Harvard
Law Review 123: 397.

EU Article 82 Guidance (2008).
Grzeenlee, P., D.S. Reitman, and D.S. Sibley. 2008. An

antitrust analysis of bundled loyalty discounts.
International Journal of Industrial Organization
26: 1132.

Kramer, V.H. 1985. The Supreme Court and tying arrange-
ments: Antitrust as history. Minnesota Law Review 69:
1013.

Mathewson, F., and R.Winter. 1997. Tying as a response to
demand uncertainty. RAND Journal of Economics 28:
566.

McAfee, R.P., J. McMillan, and M.D. Whinston. 1989.
Multiproduct monopoly, commodity bundling, and
correlation of values. Quarterly Journal of Economics
104: 371.

Nalebuff, B. 2004. Bundling as an entry barrier. Quarterly
Journal of Economics 119: 159.

Nalebuff, B. 2009. Price discrimination and welfare. Com-
petition Policy International 5: 221.

Posner, R.A. 1976. Antitrust law: An economic perspec-
tive. Chicago: Chicago University Press.
Posner, R., and F. Easterbrook. 1981. Antitrust cases, eco-
nomic notes, and other materials, 2nd ed. St Paul:
West.

Rubinfeld, D.L. 2005. 3 M’s bundled rebates: An eco-
nomic perspective. University of Chicago Law Review
72: 243.

Schmalensee, R. 1982. Commodity bundling by single-
product monopolies. Journal of Law & Economics
25: 67.

Schmalensee, R. 1984. Gaussian demand and commodity
bundling. Journal of Business 57: 211.

Whinston, M.D. 1990. Tying, foreclosure, and exclusion.
American Economic Review 80: 838.
Bureaucracy

Heather A. Haveman and Daniel N. Kluttz
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Sociology, Berkeley, CA, USA
Abstract
This entry begins by describing the classical
definition of bureaucracy developed by Max
Weber, which is an organization where tasks
are divided among technical specialists who
devote their full working capacity to the orga-
nization and whose activities are coordinated
by rational rules, hierarchy and written docu-
ments. It then discusses the causes and conse-
quences of bureaucracy, with an emphasis on
organizational performance, thus extending
Weber’s definition to encompass two impor-
tant but unanticipated consequences of bureau-
cracy: inertia and goal displacement.

Definition Bureaucracy denotes a particular type
of organization, one where tasks are divided
among technical specialists who devote their full
working capacity to the organization and whose
activities are coordinated by rational rules, hierar-
chy and written documents.

Bureaucracies are organizations in which tasks are
divided among technical specialists who devote
their full working capacity to the organization and
whose activities are coordinated by rational rules,
hierarchy and written documents. Bureaucracies

https://doi.org/10.1057/978-1-137-00772-8_415
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have benefits; specifically, they are rational and
technically efficient. But bureaucracies also have
problems; most notably, they can be difficult to
change and bureaucrats can substitute means
for ends.

The German sociologist and political econo-
mist Max Weber was the first to formalize the
concept of bureaucracy (Weber 1978:
956–1005). This entry describes and extends his
definition of bureaucracy, which emphasizes six
interrelated features of organizations:

1. The planned division of labour among
bureaucrats into official jurisdictional areas
whose regular activities, patterns of formal
authority and employment are ordered by
rules – that is, by laws or administrative reg-
ulations. To effect the division of labour, reg-
ular tasks are assigned as official duties, the
authority to command others is distributed in
a stable way and is strictly determined by
rules about coercion, and provision is made
for the regular and continuous fulfilment of
tasks.

2. A hierarchy of offices in which authority flows
from top to bottom and information flows from
bottom to top. This requires a clearly
established system of superordination and sub-
ordination in which those with more jurisdic-
tion are ranked above those with less, and
higher ranks supervise lower ranks. The hier-
archy culminates with a single bureaucrat at the
top; it is thus a ‘monocratical’ structure.

3. Formal, written documents or files that consti-
tute the organization’s memory and facilitate
continuity of action and accountability for past
action. Files are preserved in bureaus that are
separated from bureaucrats’ private personal
lives, making them impersonal. Office-holders
do not own their positions, so they cannot
extract rents or emoluments; instead, they are
paid salaries. But office-holders do not merely
exchange their services for income, as in a
labour contract; instead, they accept specific
duties of fealty to the goals of the office.
Bureaucrats are therefore required to be func-
tionally, rather than personally, involved in
their positions.
4. Specialization in training. Performing their
jobs competently requires bureaucrats to pos-
sess specialized knowledge and skills, which in
turn requires specialized training or education,
certified by passing special exams. Office-
holders do not purchase their offices; they are
selected by higher-level bureaucrats because of
their training.

5. Full working capacity. While they are at work,
bureaucrats are expected to devote all their
time and energy to work and to put their per-
sonal life aside.

6. General, written rules that all bureaucrats fol-
low. These are more or less stable, more or less
exhaustive, and they can be learned – they con-
stitute explicit, rather than tacit, knowledge.
Management decisions are based on these
rules, rather than on personal bias.

Weber conceived of bureaucracy as an ideal
type, meaning an abstract, hypothetical construct
that is formed by analysing the characteristics
and behaviour of a given phenomenon. Ideal
types emphasize elements that are common
across many instances of the phenomenon. It is
important to note that no empirical case will
correspond perfectly to an ideal type. Thus, no
real state bureau or private enterprise will look
exactly like Weber’s ideal-typical bureaucracy.
But all state bureaus and private enterprises
will have some features in common with this
ideal type.

Following Weber, many scholars (e.g.,
Boulding 1953; Jacoby 1973) have argued that
bureaucracies are both caused by modernization
and constitutive of modernity. Specifically, the
development of bureaucracies requires a money
economy (to pay bureaucrats’ salaries), a cen-
tralized state (which requires coordinated action
to accomplish large, complex goals), and an
increase in the number, scale and variety
of administrative tasks. All these features
of society became prevalent as societies
modernized – that is, became more complex
and interdependent. Moreover, the existence of
bureaucracies themselves facilitates the evolu-
tion of increasingly complex and interdependent
social systems.
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Weber saw bureaucracy as a major compo-
nent of the process of rationalization in modern
society. Rationalization, according to Weber,
was apparent at three levels of analysis: individ-
uals make decisions by calculating costs and
benefits (rather than through custom), organiza-
tions become bureaucracies based on rules
(rather than traditional authority or personal cha-
risma), and entire societies venerate efficiency
and accountability (rather than mystery and
magic). The political outcome of rationalization
was the emergence of the nation-state, while
the economic outcome was the emergence of
capitalism.
Consequences of Bureaucracy

The most important consequence of bureaucracy
is its technical efficiency. In Weber’s own words:

The decisive reason for the advancement of bureau-
cratic organization has always been its purely tech-
nical superiority over any other form of
organization. The fully developed bureaucratic
apparatus compares with other organizations
exactly as does the machine with the
non-mechanical modes of production. Precision,
speed, unambiguity, knowledge of the files, conti-
nuity, discretion, unity, strict subordination, reduc-
tion of friction and of material and personal
costs – these are raised to the optimum point in the
strictly bureaucratic administration . . . (Weber
1978: 973)

Bureaucracies are efficient because the divi-
sion of labour requires workers to specialize in
particular tasks. Over time, specializing makes
workers learn how to perform their assigned
tasks at a very high level of competence, which
results in high productivity. For example, Adam
Smith ([1776] 1982: 109–110) famously observed
that pin-making factories, by dividing the labour
of pin-making into 18 specialized operations
performed by different workers, could produce
pins at a rate 240 times higher than if the task
were carried out in a single operation by a single
worker.

Other consequences of bureaucracy are not as
purely positive. The predictability of their actions
makes bureaucracies unwieldy, even stultifying,
in dealing with idiosyncratic cases. Because they
are hierarchical, bureaucracies concentrate power
in the hands of top-ranking bureaucrats. Bureau-
cracies are also persistent: once established, they
are difficult to destroy. Because bureaucracies
promote the formalization and rationalization of
society, they are ‘iron cages’within which modern
actors have to live:

Rational calculation . . . reduces every worker to a
cog in this [bureaucratic] machine and, seeing him-
self in this light, he will merely ask how to trans-
form himself into a somewhat bigger cog . . . The
passion for bureaucratization . . . drives us to
despair. (Weber 1978: lix)

In the extreme, bureaucracies can become
‘greedy institutions’ that take over all aspects of
bureaucrats’ lives (Coser 1974) and compel over-
work (Schor 1991). Moreover, bureaucracies’
impersonal nature alienates bureaucrats from
their assigned tasks so they view themselves as
components of an impersonal, mechanized sys-
tem, and they follow orders without reflection.

Two interrelated consequences of
bureaucracy – inertia and goal
displacement – are especially relevant to scholars
of strategic management, so we discuss them in
detail.
Inertia

Formalized, rule-based organizational structures
that resist change lead bureaucracies to develop
structural inertia: they do not change rapidly
enough to keep up with changes in their environ-
ments (Hannan and Freeman 1989). Why?
Because selection pressures favour organizations
that offer reliable performance and that can
account rationally for their actions, which in
turn require that organizational structures be
highly reproducible – that is, unchanging. If
selection pressures favour inert organizations
over changeable ones, then inert organizations
will be less likely to fail. Several selection pres-
sures generate inertia: investments in plant,
equipment and specialized personnel; limits on
internal and external information received by
decision-makers; vested interests; organizational
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history, which justifies past action and prevents
consideration of alternatives; legal and economic
barriers to entry and exit; and legitimacy
considerations.

Structural inertia involves an essential para-
dox: the better an organization gets at doing one
thing (which is essential for its continued exis-
tence), the less likely it is to become good at doing
something else – or even realizing that it needs to
become proficient at something else (Hannan and
Freeman 1989). Thus, inertia is an outcome of
organizational learning (Levitt and March 1988).
Over time, organizations polish their routines and
so develop competencies that yield superior per-
formance. But if conditions change, these compe-
tencies can become traps, since these routines
become institutionalized and therefore fixed. The
upshot is that organizations persist in doing what
they have done well in the past, even if those
things are not valuable in the present. Thus, inertia
is deleterious to performance when conditions
change.
Goal Displacement

Bureaucracies often do some things badly for
precisely the same reasons that make them so
good at other things: they come to value rules,
and the behaviour required by those rules, over the
objectives the rules were intended to achieve.
Thus, rules displace performance goals (Merton
1940). ‘Formalism, even ritualism, ensues with an
unchallenged insistence upon punctilious adher-
ence to formalized procedures’ (Merton 1940:
563). Because bureaucrats come to value means
over ends and rules over performance, they often
fail to achieve their performance goals. Thus, the
very thing that makes bureaucracies perform
well – devotion to rules – makes them perform
poorly if circumstances change. Goal displace-
ment is a critical unanticipated consequence
(Merton 1936) of the everyday functioning
of bureaucracies. As strategic tools, bureaucra-
cies are highly recalcitrant: they take on lives
of their own and so behave in ways that often
surprise, even confound, their managers
(Selznick 1949: 10).
Bureaucracies are prone to goal displacement
because they have to be reliable to be effective.
Reliability, in turn, requires strict devotion to
rules. Over time, devotion to rules leads bureau-
crats to value rules for their own sake rather than
for their ability to achieve organizational objec-
tives. Designers of bureaucracies cannot con-
ceive of all possible circumstances that
bureaucrats might face, so they cannot draw up
rules that will always yield superior perfor-
mance. When circumstances change, bureaucrats
who value rules for their own sake may not
recognize change because they are narrowly
focused on rules instead of the environment or
their organization’s performance in that environ-
ment, or because they conceive of rules as more
important than performance. Alternatively,
bureaucrats may recognize the fact of change
but be unwilling to adjust valued rules to fit the
new environment.
See Also
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Abstract
Business development and its acting agent, the
business developer, are concerned with tasks
and processes aiming at preparing and
supporting the implementation of growth
opportunities within the constraints of a firm’s
strategic momentum (Admin Sci Q
28:223–244, 1983; Sørensen, H.E. Business
development: A market-oriented perspective.
New York: Wiley, 2012). Business develop-
ment aims thus at mitigating risk by reducing
two recurring managerial challenges that ham-
per firm growth: the senior decision makers’
lack of resources to take informed decisions on
potential growth opportunities, and disconnect
between the preparation of growth opportunities
and their actual implementation (Penrose,
E.T. The theory of the growth of the firm. New
York: Wiley, 1959).

Definition Business development is defined as
the tasks and processes concerning analytical
preparation of potential growth opportunities,
and the support and monitoring of the implemen-
tation of growth opportunities, but does not
include decisions on strategy and implementation
of growth opportunities.

Business development and its acting agent, the
business developer, are generally concerned with
a number of tasks and processes aiming at prepar-
ing and supporting the implementation of growth
opportunities within the constraints of a firm’s
strategic momentum (Burgelman 1983; Sørensen
2012). Business development thus aims at miti-
gating risk by reducing two recurring managerial
challenges that hamper firm growth: the senior
decision makers’ lack of resources to take
informed decisions on potential growth opportu-
nities, and disconnect between the preparation of
growth opportunities and their actual implemen-
tation (Penrose 1959).

Despite the frequent usage of the labels ‘busi-
ness development’ and ‘business developer’, the
meaning and content of the notion of the subject
are today characterized by much confusion in
business practice and academia. However, the
actual tasks and practices of business
development – independent of their label – have
been embedded in firms for decades, but it is only
recently that a growing body of strategy scholars
has begun developing systematic theoretical and
empirical approaches to the subject.

Business development is nested within ▶ cor-
porate venturing processes (Burgelman 1983;
Narayanan et al. 2009) that, in turn, is nestedwithin
the literature of corporate entrepreneurship (Zahra
1991; Barringer and Bluedorn 1999). More pre-
cisely, business development is best described as
the impetus stage – from an opportunity, for exam-
ple a prototype, receives clearance for further
development to its possible integration to daily
operations – of corporate venturing processes
(Burgelman 1983) and as a designated organiza-
tional unit with distinct tasks and processes (Noda
and Bower 1996; Kind and Knyphausen-Aufseß
2007; Sørensen 2012; Bussgang et al. 2013).

In the currently available scholarly papers
related to the subject, business development has
been related to either the outcome of (internal and
external) corporate venturing (Burgelman 2002;
Covin and Miles 2007), discrete projects
(McGrath 2001; Burgers et al. 2008), the organi-
zation of radical ▶ innovation (O’Connor and
DeMartino 2006).

Moreover, the notion of (external/new) busi-
ness development has been used interchangeably
with external corporate venturing (Kanter 1986:
58; Keil et al. 2008: 896) and with new venture
development to denote difference to existing
businesses. For further clarification, business
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development is not existing phenomena, such as
product development, technological develop-
ment, market development, project development,
project management, strategy development or, for
example, advertising or promotions expenses as
mentioned by Chesbrough (2002).

Sørensen (2012) synthesizes these existing per-
spectives on business development and integrates
them into one refined, general construct supported
with insights from senior business developers and
strategists from successful firms from Europe, the
US and India as well as international venture cap-
italists. In this perspective business development
refers to ‘the tasks and processes concerning
analytical preparation of potential growth opportu-
nities, the support andmonitoring of the implemen-
tation of growth opportunities, but does not include
decisions on strategy and implementation of
growth opportunities’ (2012: 26).

In this definition, three general aspects must be
observed. First, that business development is a
means for horizontal and vertical coordination
and integration of tasks and processes across spe-
cialist functions and external partners. Secondly,
that business development works within the con-
straints of firms’ strategic momentum. Strategy
refers here to choices that are commitment inten-
sive and thus cause a heightened predictability of
action (Ghemawat 1991). As such, business
development is focused on preparing and evaluat-
ing a continuous stream of potential innovations
that – in operational terms – have strategic fit, but
are not on the current strategic budget.

Thirdly, there is a sharp distinction between the
business development activities in the planning
phase of a growth opportunity and in their imple-
mentation phase. This latter distinction is due to
two recurrent managerial challenges, which are too
little time and resources to take informed decisions
as well as the disconnection between the prepara-
tion of growth opportunities and their actual imple-
mentation (Penrose 1959; Hrebiniak 2005).

The nature of business development tasks and
processes are largely independent of firm and
industry type. Levels of analysis range from the
skill of an entrepreneur or CEO of a small firm to a
distinct business development staff function in the
mature organization. Business development tasks
and processes are performed by business devel-
opers. Coordinating and integrating knowledge
and activities across specialist functions and exter-
nal partners require special skills that typically go
beyond those of functional specialists. Such busi-
ness development skills are captioned by the notion
‘integrating generalist’ (Sørensen 2012). Integrat-
ing generalists are characterized by being experi-
enced working with both senior management and
in multiple line-functions, having practical knowl-
edge about the firm’s technology, products, cus-
tomer types and industry dynamics, and being
capable of thinking conceptually and in abstract
fashion rather than merely ‘closing deals’.

The business developers’ main tools are the
▶ business model, the, essentially answering
‘how do we make money’, and its analytical
backup and road map for implementation, the
▶ business plan and due diligence.
See Also

▶Business Model, The
▶Business Plan
▶Corporate Venturing
▶ Innovation
▶ Strategic Organization Design
▶ Strategic Planning
▶ Strategies for Firm Growth
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Business Ecosystem
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Berkeley Research Group, LLC, Emeryville,
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Haas School of Business, University of
California, Berkeley, Berkeley, CA, USA
Abstract
A business ecosystem is made up of
interdependent firms using common standards
and collectively providing goods and services
to their customers. The effective engagement
of ecosystem participants requires some level
of ecosystem management, including rules for
participation by other firms. The supporting
institutions and enterprises that provide the
foundations for ecosystems are usually
harnessed by a lead innovator who provides
vision, financial resources, technological
assets and coordinating mechanisms, including
common standards. The health of each firm in
the ecosystem depends on the vitality of all
firms that share the system. To thrive over
time, the system must adapt to changes in the
business environment through the intentional
acts and coordination efforts of managers and
entrepreneurs.

Definition A business ecosystem is a group of
interdependent organizations collectively provid-
ing goods and services to their customers. Shared
standards and interfaces are inherent features of
platform-based ecosystems. They permit the
members of the ecosystem to innovate indepen-
dently while competing collectively against other
firms and/or ecosystems in the relevant market.

A business ecosystem is a group of interdependent
organizations collectively providing valuable goods
and services to their customers. The collective evo-
lution of the system is typically reliant on the tech-
nological and business leadership of one or two
firms that provide common standards and hence a
platform around which other systemmembers align
their investments and strategies to provide inputs
and complementary products. A ‘platform’ can be
said to exist when there are common standards and
interfaces that permit the elements of the ecosystem
to innovate independently while advancing collec-
tively (Robertson and Ulrich 1998).

Specialization by ecosystem members can
result in shorter development times for
new-generation components, products and ser-
vices within the existing platform. Specialization
and the concomitant dispersion of innovation
tasks can, however, be a source of weakness if a
superior set of products and services is offered by
a different platform because of the coordination
problems that arise when a platform changes in a
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way that affects all the complementary goods and
services.

Business ecosystems represent a substitute in
today’s economy for the large vertically integrated
firms of previous decades. They yield benefits of
integration without requiring common ownership
of the system.

The world of mass production described by
Alfred Chandler (1977) exhibited deep vertical
integration in which most aspects of the value
chain were under the control of a single enterprise;
in effect, the most relevant elements of the busi-
ness ecosystem were internal to large, vertically
integrated enterprises. As competition has
become more rapid and more global, and as
many industry boundaries have blurred, vertical
structures have become too clumsy to produce
competitive product families that draw on multi-
ple areas of expertise (e.g., computing and
communications).
Cooperation and Co-evolution

Ecosystems, when directed, seem to offer an
advantageous balance between the competing
needs for control, independence, agility and
scope. It is well recognized that firms today
often operate not in isolation but as part of a
web of strategic alliances, joint ventures, licensing
agreements and industry associations (Richardson
1972). Early constructs that attempted to bring
this collective action perspective to strategic man-
agement include the strategic network (Jarillo
1988) and the virtual corporation (Davidow and
Malone 1992). The innovation literature also used
related concepts such as those of complementarity
(Rosenberg 1979; Teece 1986) and ▶ systemic
innovation (Teece 1984). It is suggested here
that the concept of ecosystem might now substi-
tute for the industry as a useful domain for
performing economic analysis.

Within an ecosystem, delivering a complete
customer solution involves the cooperation of
multiple firms; in some instances this requires
joint entrepreneurial acts of standard setting and
market co-creation (Pitelis and Teece 2010).
Apple’s iPod success was built not only on the
hardware itself but by the later additions of a
Windows-compatible software interface
(drawing PC users into the ecosystem) and then
the launch of the iTunes Music Store, in which the
(proprietary) digital rights management system
gave major music publishers the confidence to
allow users to legally download music by a wide
range of major artists (Dedrick et al. 2010).

For a business ecosystem to perform well over
time, it must (co-)evolve. Moore (1993) described
ecosystems as passing through a cycle with four
phases: (1) Birth, in which a core innovation pro-
vides the basis for a business model; (2) Expan-
sion, involving competition for dominance
against competing ecosystems; (3) Leadership,
when one or two firms guide the ecosystem’s
continued evolution; and (4) Renewal or death,
when external changes force the ecosystem to
respond quickly or be replaced.
Business Versus Biological Ecosystems

The biological metaphors that have proved very
useful for conceptualizing business ecosystems
were introduced by James Moore (1993). A key
idea discussed by Moore and others is
co-evolution, a process by which entities
(species or organizations) become enmeshed in
an ongoing cycle of interdependent change.

Whereas biological ecosystems are self-
organizing, business ecosystems need not
be. They frequently benefit from an ecosystem
manager, or ‘captain’. The ecosystem initiator/
manager is typically an innovator developing
and/or establishing standards and choosing
which elements of the value chain must be inter-
nalized, and what needs to be supported exter-
nally, in order to provide it with the best
opportunity for capturing value (Teece 1986). To
attract firms into the ecosystem, the manager pro-
vides coordinating mechanisms, standards, rules,
key products, intellectual property and financial
capital, creating structure and momentum for the
market it seeks to create. When the ecosystem
manager is also a ‘platform leader’, the manager
takes responsibility for guiding the technological
evolution of the system to maintain

https://doi.org/10.1057/978-1-137-00772-8_376
https://doi.org/10.1057/978-1-137-00772-8_376


Business Ecosystem 153

B

competitiveness against rival ecosystems (Gawer
and Cusumano 2002).

The role and identity of the manager within an
ecosystem is not necessarily identifiable deter-
ministically. In Japan’s mobile telephony market,
service operators such as KDDI and NTT’s
DoCoMo are the ecosystem/platform ‘managers’
who drive the ecosystem forward by deciding
strategic issues and making design choices such
as which handset makers to work with. In the
United States, handset manufacturers (e.g.,
Apple) and content providers (e.g., Google) have
recently emerged as ecosystem/platform captains
who are able to affect the fortunes of US network
service operators by their decisions of which ones
they will work with.

Multiple ecosystems can exist and compete
within a given product market. Personal com-
puters using the Windows and Macintosh operat-
ing systems form the bases of two competing
ecosystems. Customers are part of the ecosystem,
especially if the system exhibits network effects or
involves some kind of lock-in, such as switching
costs.

Ecosystems need not be exclusive. In the case
of the PC, Hewlett-Packard makes printers for
both Windows and Macintosh users.
Rules for Ecosystem Participation

An ecosystem requires rules for participation. In
the absence of such rules, delicate ▶ complemen-
tarities can be disturbed and opportunities for-
saken. Because of the interdependence of
organizational roles, there are simply too many
potential conflicts to allow a completely self-
organizing approach. In economic terms, ecosys-
tems are rife with externalities.

A rule-based business ecosystem may be
closed, open or somewhere in between. Apple’s
iPhone is an example of a semi-closed ecosystem.
Participation in the iPhone ecosystem requires
recognizing Apple’s intellectual property and
abiding by Apple’s rules. The Apple App Store,
for example, requires application developers to
grant Apple some editorial control, including the
right to disapprove of content. The rules are
designed both to secure a superior customer expe-
rience and to protect Apple’s business model.

Although the health and vitality of each firm is
dependent on the health and vitality of all firms
that operate within the ecosystem, some firms
matter more than others. The shopping mall is a
classic example where this condition applies, with
the identity of the anchor tenants of paramount
concern to all tenants. But with power comes
responsibility; an ecosystem is more likely to
thrive when the ecosystem manager permits its
partners an opportunity for a reasonable share of
profits rather than siphoning them away at every
opportunity (Iansiti and Levien 2004: 61).

There are numerous ways in which a business
ecosystem can be poorly managed. Over time,
Microsoft began to view some complementors as
competitors and either acquired them or else
undermined them by integrating their product fea-
tures into its Windows operating system. This
discouraged developers and may have inadver-
tently slowed evolution and innovation in the
Windows ecosystem.
Relationship to Organizational Ecology

The business ecosystem concept has gone beyond
concepts embedded in the ‘▶ organizational ecol-
ogy’ literature. Organizational ecology, which has
its roots in the work of Hannan and Freeman
(1977) posits that the organizational forms
existing at a point in time have been determined
by a process of selection in which competition
weeds out those that do not fit the environment.
Most of the work in this vein considers firms as
independent units without allowing for
interdependence within or across industries.

Whereas organizational ecologists were
largely content to demonstrate that most firms
fail to adapt to changes in the business environ-
ment, business ecosystem protagonists note that
individual managers and entrepreneurs, unlike
plants and animals, can potentially understand
the functioning of the whole of which they are a
part. As a result they can make conscious deci-
sions in response to external threats and opportu-
nities. So while there is some path dependence,
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business ecosystems will reflect ‘evolution with
design’ (Augier and Teece 2008). In other words,
business and corporate ‘strategy processes are
evolutionary by nature, and often involve signifi-
cant elements of intentional design and orchestra-
tion of assets by managers’ (Augier and Teece
2008: 1201).
See Also

▶Complementarities
▶Organizational Ecology
▶ Path Dependence in Technologies and
Organizations

▶ Platform Innovation
▶ Profiting from Innovation
▶ Systemic Innovation
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Business Ethics
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Abstract
Questions of right and wrong, and of good and
evil, exist alongside ones of strategy, corporate
governance, and economic theory. Ethical ques-
tions occur in each of the major contexts of
business activity: individuals, business organiza-
tions, and business environments. The modern
study of business ethics is divided into attempts
to specify what is ethical on the one hand
(normative enquiry), and attempts to understand
how people and firms actually behave in relation
to ethical standards on the other (empirical
enquiry). Various models have been offered for
understanding the psychology of business
decision-making, the ethical purpose of the
firm, and the ethical obligations of firms in spe-
cific contexts such as global business.

Definition Business ethics encompasses the
moral principles that govern business activity
and the ends and policies that businesses should
pursue.

How investors, managers, customers, and firms
should behave is the central question of business
ethics. How they think they should behave, and
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how they, in fact, do behave, constitute two
important, related issues.

People have argued about business ethics
since the beginning of business. The Roman
statesman Cicero asked whether a merchant car-
rying grain to a town stricken by famine had a
moral obligation to disclose that other merchants
behind him would shortly arrive with more grain,
even though doing so would lower the price the
merchant could command for his own grain. In
Confucian teachings, the notion of ‘Li’, meaning
propriety, had a formative impact on shaping
business activities. The Greek philosophers
Plato and Aristotle discussed the rights and
responsibilities of business people, and the status
that society should accord them. In medieval
times, Judaism, Christianity and Islam all articu-
lated doctrines around the ethics of lending
money at interest and the issue of ‘usury’.

Today’s discussions of business ethics focus on
modern problems such as the purpose of the
forprofit corporation; the ethical foundations of
the market; fairness in advertising; bribery; cor-
porate governance; responsibilities for observing
human rights in foreign countries; and business
obligations to the environment. ‘Business ethics’
as a specialized area of enquiry emerged in the
1970s and has grown rapidly ever since. Philoso-
phers, political scientists, business academics and
social psychologists have all written about busi-
ness ethics. Rival theories for interpreting busi-
ness ethics are actively debated.

Business ethics has three distinct foci: the
individual, the business organization, and the
business environment. It is concerned with busi-
ness individuals such as employees, entrepre-
neurs, investors, traders, and consumers;
business organizations such as corporations, part-
nerships, trade associations, international banks;
and business environments, such as regulatory
entities, judicial systems, economic systems, cul-
tural norms, and host-country practices.

Each of these foci brings up questions of right
and wrong (normative issues), as well as ques-
tions of fact (empirical issues). Attempts to
answer these two kinds of questions are based on
two methodologies: the empirical and the norma-
tive. Academics of the former school come from
social sciences such as sociology, psychology, and
economics, and from their offshoots in modern
business schools such as finance, marketing, orga-
nizational theory, and management. Academics of
the normative school come from philosophy, law,
and religion. The scholarly literature is fairly
evenly divided between empirical and normative
approaches.
Individuals

In ancient thought, business activity was regarded
as essential but not always noble. It took the
eighteenth-century moral philosopher Adam
Smith, in the Wealth of Nations, to make the
pursuit of profit respectable. ‘It is not from the
benevolence of the butcher, the brewer, or the
baker that we expect our dinner, but from their
regard of their own interest,’ wrote Smith. ‘We
address ourselves not to their humanity, but to
their self-love and never talk to them of our own
necessities, but of their advantage’ (Smith 1976:
vol. 1, p. 13).

Smith highlights the fact that efficient eco-
nomic transactions often rely on self-interested
or profit-oriented motives rather than more noble
motives such as benevolence. In his view, efficient
economic activity requires reliable motives,
and self-interest is the most reliable motive in
the marketplace. His famous ‘invisible hand’
provides a metaphor for explaining how free
markets, even in the context of predominantly
selfish motives, can direct the inevitable, if
regrettable, self-interest of business towards the
common good.

Ethical theory impacts one’s interpretation of
the role of self-interest. Consider, for example, the
distinction in ethical theory between reasons that
rely on consequences and ones that rely on prin-
ciples. Smith’s invisible hand relies heavily on
consequential considerations, that is to say, indi-
vidual acts and motives are judged ethically
through their consequences. For Smith, then, we
should sometimes tolerate darker, self-interested
motives in business so long as the consequences
are good for society. A non-consequential
approach to ethics, that is, placing more emphasis
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on the motive or the principle of the individual’s
action, however, cannot appeal directly to conse-
quences. A non-consequential approach must jus-
tify profit-seeking, if at all, by subsuming the
profit motive under other, less selfish, motives,
such as honouring one’s obligation to society or
one’s family, by way of pursuing profit.

Critics have objected to a broad, self-interested
view of business since it appears to presume self-
ishness or, at the very least, psychological egoism
(the moral view that one’s actions are inevitably
rooted entirely in motives of self-interest). It is
true that much of modern economics focuses on
developing increasingly sophisticated conceptual
mechanisms to maximize the achievement of eco-
nomic goods such as market share or profits, all of
which seem to exclude the pursuit of ‘higher’
interests such as benevolence, social welfare,
and environmental integrity. Economists who
criticize such an approach, such as Amartya
Sen, have asserted that the rational economic
man, homo economicus, is dangerously close to
being a ‘rational fool’. Other economists
respond, however, that the maximization of
individual preferences can easily include the
satisfaction of other preferences such as helping
the poor or protecting the environment.
A businessperson may simply prefer saving the
environment to maximizing his income. How-
ever, it is an ongoing debate whether such other
preferences can be subsumed comfortably within
the mathematically inclined methods that domi-
nate modern-day economics.

Empirical researchers have shown how indi-
viduals often do not behave rationally even in
terms of their own moral beliefs. Some studies,
for example, have shown how we sometimes tend
to enhance the quality of our own behaviour,
exaggerating our virtues and minimizing those
of others. We tend to rank our own business orga-
nizations, and our own actions, higher on average
than others. Other studies have shown that most of
us are willing, in practice, to tolerate flexibility
even in the most precise of moral norms. Fudging
slightly on business tax laws, just as driving at
55 mph in a 50 mph zone, is remarkably common
behaviour, despite broad avoidance by people of
more extreme law-breaking.
Organizations

Some ethical theorists argue that a corporation can
never be a moral actor. They note that corporations
have exceedingly narrow personalities and are
chartered for the purpose of making money for
their investors. In turn, only individuals in busi-
ness, not corporations, can be true objects of ‘eth-
ical responsibility’. By contrast, theorists who see
the corporation as either a large, abstract ‘person’
(the corporation in most legal systems is regarded
as a persona ficta) or at least as an organization that
possesses a decision-making structure capable of
rational deliberation, ascribe ‘moral agency’ to the
corporation and are called ‘moral agency’ theorists.

Nowadays, the most popular theories of corpo-
rate governance avoid assigning robust moral
responsibilities to for-profit firms. These theories
have their genesis in ‘organizational economics’,
and include transaction cost economics (TCE) and
agency theory. They refer to moral success and
moral failure, but limit their reference to failures
by participants to honor commitments that
enhance economic efficiency, where ‘efficiency’
is tightly linked to economic ends, for example,
microeconomic notions of ‘optimality’ and the
satisfaction of investor interests.

What, then, does ‘being responsible’mean when
applied to a corporation? Three answers to this ques-
tion have been offered that may be labelled: the
classical framework, the ▶ stakeholder framework;
and the social contract framework.

The Classical or Shareholder Primacy
Framework
The ‘classical’ framework asserts that the moral
responsibility of the corporation is nothing other
than the maximizing of shareholder interests. It is
associated with modern economic theory and the-
orists such as the Austrian economist Frederich
Hayek and the American economist Milton Fried-
man. The sole moral responsibility of the corpo-
ration, and in turn of the managers who serve as
agents for the shareholders, is seen to be the
maximal satisfaction of the interests only of the
owners of the corporation, that is, shareholders.
This view is also sometimes called the ‘share-
holder primacy’ view.
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Defenders of shareholder primacy are quick to
point out that corporate executives are not democrat-
ically elected officials and cannot be expected to
serve well the dual aims of profit maximization and
social welfare maximization. In the past, some cor-
porate executives have made notoriously bad
choices when intervening in social and political
activity, as when large US companies in Chile
helped unseat the country’s democratically elected
president. Classical theorists ask, are corporate exec-
utives the appropriate people in whom to entrust the
common good? Is that not the role of government?

The Stakeholder Framework
Stakeholder theorists usually agree with classical
theorists that the main aim of the for-profit corpo-
ration is the satisfaction of shareholder interests,
but disagree that it is the corporation’s sole aim.
Managers’ main obligations are to shareowners,
but they also have certain ethical obligations to
other groups called ‘stakeholders’. Stakeholders,
or those with a ‘stake’ in the corporation’s activity,
include customers, stockholders, employees, and
others directly affected by the corporation’s activ-
ities. There are disagreements about precisely
who qualifies as ‘stakeholders’, but most theorists
agree that three key groups of stakeholders are
customers, employees, and stockholders. If the
stakeholder view is correct, managers must con-
sider how to make trade-offs among the interests
of the corporation’s different stakeholders. Even if
shareholders are to be assigned a higher weight
than customers or employees, exactly how much
higher a weight? And what is the calculus for
making such trade-offs? These questions have
dogged stakeholder theory from the beginning,
and disagreements exist about whether they can
be successfully resolved.

Some stakeholder theorists argue that by work-
ing to enhance the interests of all stakeholders, the
company will automatically maximize the long-run
interests of the stockholders. This view is called
‘instrumental stakeholder theory’. However, other
theorists disagree, arguing that some stakeholders
must inevitably receive less in order for the stock-
holder to achieve a maximum return on his invest-
ment. This particular issue, an empirical rather than
a normative one, remains unresolved.
The Social Contract/Social Contracts
Framework
The social contract/social contracts framework
views corporate obligations through various sets
of implicit ‘contracts’ in and among companies,
industries, political units, and other economic
communities. Some contract theorists have
argued that an implicit ‘social contract’ exists
between corporations and society, a contract that
binds corporations to observing some minimal
standards of moral behaviour, such as not
exploiting workers, not destroying the environ-
ment, or not rewarding merely on the basis of
gender or race. Thus, the social contract between
a corporation and society demands certain moral
behaviour in return for the special favors it
receives from society, such as unlimited longevity
and limited liability. In most legal systems the
for-profit corporation is a persona ficta with no
natural life span and with investors only finan-
cially liable to the extent of their invested
money. From the 1990s, the idea of a social con-
tract was extended to include the possibility of a
multiple ‘social contracts’, understood as the sum
of implicit agreements existing within and among
economic communities such as corporations,
trade associations, unions, industries, and profes-
sional associations.

Whichever of these views of corporate respon-
sibility one chooses, another key question
remains: are responsible corporations more profit-
able? In other words, does being ethical make a
company more money in the long run? This fac-
tual or empirical question has been the subject of
hundreds of empirical studies. Unfortunately, the
answer remains elusive. Partly, the problem is that
it is difficult to make accurate assessments of the
quality of ‘ethics’ in a given corporation.
Business Environment

The surrounding culture is the most obvious part
of the business environment that affects ethics.
Cultural values can affect business, especially
when the values of a company’s home country
are in opposition with those of a host country.
For example, in countries where corruption is
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common, should companies pay bribes to govern-
ment officials? And what does one do about
human rights issues? And in countries with poor
educational opportunities, is it acceptable to hire a
14-year-old as a full-time employee? Does it make
a difference, as sometimes happens, that a major-
ity of adults in a host country regards child labour
as ethically acceptable? Business ethicists have
proposed a variety of theories to help solve such
dilemmas. Most ethicists deny that all employ-
ment conditions between the home and host coun-
tries of the corporation must be comparable, since
if that were true, employees would receive exactly
the same pay (or at least the same pay adjusted for
cost of living differences) for the same work. But
this would produce the highly undesirable effect
of freezing out developed country multinationals
from foreign investments. Instead, the dominant
approach has been to specify a floor of ‘rights’ or
other minimal moral conditions that all corpora-
tions must respect. Nonetheless, even if minimum
ethical behaviour can be specified successfully,
what happens above that minimum remains open
to debate.
See Also

▶Corporate Social Responsibility
▶ International Business
▶Moral Hazard
▶Organization Theory
▶ Principal Agent
▶ Stakeholder
▶Theory of the Firm
▶Williamson, Oliver E. (Born 1932)
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Abstract
For academics and practitioners of strategic
management, the study of ‘business history’
is not simply a matter of gaining an under-
standing of what happened in the past. Rather,
in making strategic allocation decisions in the
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face of uncertainty, knowledge of business his-
tory is essential for developing a perspective
on the path to innovative success in the future.
Strategy is about change, and the objective of
▶ business strategy is to influence the process
of change so that the business enterprise can
generate higher quality, lower cost products
than were previously available.

Definition Business history is the real-world
experience of business enterprise in the operation
and performance of the economy, which, in a
world of innovation and competition, is con-
stantly undergoing change.

For academics and practitioners of strategic man-
agement, the study of ‘business history’ is not
simply a matter of gaining an understanding of
what happened in the past. Rather, in making stra-
tegic allocation decisions in the face of uncertainty,
knowledge of business history is essential for
developing a perspective on the path to innovative
success in the future. Strategy is about change, and
the objective of ▶ business strategy is to influence
the process of change so that the business enter-
prise can generate higher quality, lower cost prod-
ucts than were previously available.

From this perspective on strategic manage-
ment, relevant ‘business history’, brought up to
the present, provides decision-makers with the
context in which ▶ innovation occurs. A deep
understanding of business history enables the stra-
tegic decision-maker to influence the path of
change as the present evolves into the future.
This intellectual process of learning from business
history is akin to what ▶ Schumpeter, Joseph
(1883–1950) (1883–1959) (1954: 12–13; original
emphasis), writing at the end of his long and
illustrious career, meant when he advised:
‘Nobody can hope to understand the economic
phenomena of any, including the present, epoch
who has not an adequate command of the histor-
ical facts and an adequate amount of historical
sense or of what may be described as historical
experience.’

By ‘historical experience’ Schumpeter meant
the ability to integrate theory and history. For
theory to be relevant to real-world phenomena, it
must be derived from the rigorous study of his-
torical reality. To develop relevant theory
requires an iterative methodology; one derives
theoretical postulates from the study of the his-
torical record, and uses the resultant theory to
analyse history as an ongoing – and, viewing the
present as history – unfolding process. Theory,
therefore, serves as an abstract explanation of
what we already know, and as an analytical
framework for identifying and researching
what we need to know. Business academics in
strategic management who seek to understand
innovative enterprise engage in this iterative
process intellectually. Business executives who
seek to set in motion and manage the innovative
enterprise engage in this iterative process
intuitively.

Schumpeter himself did not probe deeply
enough into the ‘black box’ of the business enter-
prise to yield a useful framework for analysing the
role of strategic management in an ongoing pro-
cess of historical change. That task was begun in
the 1950s (in the decade after Schumpeter died)
by two American scholars, working entirely inde-
pendently of one another, on the evolution of the
modern industrial enterprise. One was the histo-
rian Alfred D. Chandler, Jr. (1918–2007), whose
work has made business history relevant to social
scientists, business academics and corporate exec-
utives (see Lazonick and Teece 2012). The other
was the economist ▶ Penrose, Edith T.
(1914–1996) (1914–1996), who in 1959 wrote
the seminal work on the theory of the growth of
the firm, a classic study that has exerted an intel-
lectual influence on resource-based and
▶ dynamic capabilities theories of the firm (see
e.g., Foss 1997, 1999; Pitelis 2002; Teece 2009).
As an economist, my own efforts to integrate
business history into a theory of innovative enter-
prise have been profoundly influenced by the
work of both Chandler and Penrose, as well as
by the methodological approach of Schumpeter
(see Lazonick 1994, 2002a, b, 2005, 2010,
2012).

It should be noted, however, that this entry
reflects my own perspective on the intellectual
importance of business history to strategic man-
agement, and should by no means be taken as
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representative of the views of academics who call
themselves business historians. For the diversity
of perspectives on the meaning, substance and
significance of ‘business history’, see the edited
volumes by Amatori and Jones (2003) and Jones
and Zeitlin (2008). In the United States, the lead-
ing business history journals are Business His-
tory Review and Enterprise & Society, and the
main academic association is the Business His-
tory Conference (http://www.thebhc.org/).

Nevertheless, virtually all business historians
recognize the central impact that the work of
Chandler has had on the field. For me, Chandler’s
work is important not because it is Schumpeterian
(although Chandler did his early work in the
1950s at the Schumpeter-inspired Harvard
Research Center in Entrepreneurial History) but
because it focuses on the role of the firm in the
allocation of resources in the economy and on
the relationship between strategy and structure in
the growth of the firm. Sociological in its orien-
tation (having been influenced by the structur-
al–functionalist approach of Talcott Parsons),
Chandler’s work has produced powerful gen-
eralizations and hypotheses about the dyn-
amics of industrial enterprise derived from a
combination of primary research and historical
synthesis.

In The Visible Hand: The Managerial Revolu-
tion in American Business (1977), Chandler
showed how, by building cohesive and coherent
management structures, US business enterprises
that took the lead in making integrated invest-
ments in production and distribution in industries
characterized by technological change and market
expansion were able to generate economies of
scale that gave them dominant market shares. By
about 1920, in Chandler’s view, the managerial
revolution in the United States was complete. The
stage was then set for the corporate enterprise to
expand into new lines of business and new mar-
kets to achieve economies of scope. As Chandler
had documented in an earlier book, Strategy and
Structure: Chapters in the History of the Ameri-
can Industrial Enterprise (1962), from the 1920s
leading companies such as Du Pont, General
Motors, Standard Oil of New Jersey and Sears,
Roebuck implemented the multidivisional
organizational structure to manage these growth
strategies, and by the 1950s the multidivisional
structure was widespread among major US indus-
trial corporations. In the 1980s, after the publica-
tion of The Visible Hand, Chandler placed his
analysis of the growth of the US industrial corpo-
ration in comparative perspective, focusing on
Britain and Germany up to the Second
World War, culminating in the publication of
Scale and Scope: The Dynamics of Industrial
Capitalism (1990).

As I have shown (Lazonick 2012), in these
three books Chandler focused on the way in
which corporate management ensured a high rate
of utilization of productive resources to the
neglect of how corporate management
implemented strategies for the development of
productive resources. After the publication of
Scale and Scope, however, Chandler undertook
what he called his ‘paths of learning’ project that
shifted his attention from the utilization to the
development of the corporation’s productive
resources. The results were Inventing the Elec-
tronic Century: The Epic Story of the Consumer
Electronic and Computer Industries (2001) and
Shaping the Industrial Century: The Remarkable
Story of the Evolution of the Modern Chemical
and Pharmaceutical Industries (2005). These two
books (published when Chandler was in his 80s)
brought the Chandlerian historical analysis as
close to the present as possible, demonstrating
once again the potential for business history to
inform strategic management.

Even before Chandler published Strategy and
Structure in 1962, a theory of the role of manage-
rial organization in the innovation process was
available in Penrose’s (1959) book The Theory
of the Growth of the Firm. Indeed, Penrose rooted
her work in the same empirical reality of the US
industrial corporation as did Chandler. As
outlined elsewhere (Lazonick 2002a, b), Penrose
elaborated a cogent and coherent theory of inno-
vative enterprise, based on the dual role of man-
agement in developing and utilizing productive
resources. While The Theory of the Growth of
the Firm is written in an abstract manner, Penrose
had no use for ‘pure’ theory (Penrose 1989). She
went on in the 1960s and 1970s to become a
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leading expert on the role of multinational corpo-
rations in the global oil industry, spending
a considerable amount of time in Iraq, and capped
her professorial career at the European Institute of
Business Administration (INSEAD) from 1978 to
1984 (Best and Garnsey 1999).

Like Chandler, Penrose was not greatly
influenced by the work of Schumpeter. But more
than any other economist in the post-Schumpeter
generation, Penrose engaged in the integration of
economic theory and business history. In The
Theory of the Growth of the Firm, Penrose con-
ceptualized the modern corporate enterprise as an
organization that administers a collection of
human and physical resources (Penrose 1959).
People contribute labour services to the firm, not
merely as individuals, but as members of teams
who engage in learning about how to make best
use of the firm’s productive resources – including
their own. This learning is organizational; it can-
not be done alone, and hence is collective, and it
cannot be done at once, and hence is cumulative
(see Best 1990: 125). At any point in time, this
organizational learning endows the firm with
experience that gives it productive opportunities
unavailable to other firms, even in the same indus-
try, that have not accumulated the same experi-
ence. The accumulation of innovative experience
enables the firm to overcome the ‘managerial
limit’ that in the neoclassical theory of the opti-
mizing firm causes the onset of increasing costs
and constrains the growth of the firm. The inno-
vating firm can transfer and reshape its existing
productive resources to take advantage of new
market opportunities. Each move into a new prod-
uct market enables the firm to utilize unused pro-
ductive services accumulated through the process
of organizational learning. These unused produc-
tive services can provide a foundation for the
growth of the firm, through both in-house com-
plementary investments in new product develop-
ment and the acquisition of other firms that have
already developed complementary productive
resources.

In 1960, Penrose’s article ‘The growth of the
firm: a case study of Hercules Powder Company’
won the Newcomen Prize as best article published
in Business History Review (Penrose 1960).
An editor’s note on Penrose’s Business History
Review article states that it was supposed to have
been a chapter in The Theory of the Growth of the
Firm, but was omitted to reduce the length of the
book. I suspect, however, that Penrose knew that
if she had included this case study in the book,
reviewers in the economics profession would
have dismissed her theory by pointing out that
it was based on just one case study (which in
fact it was not). Better, then, to omit the case
study. In the event, the economics profession
largely ignored her book. Indeed, Fritz Machlup,
her mentor at Johns Hopkins University who
had sponsored her research into the growth of
the firm, refused to acknowledge Penrose’s
work. See, for example, the absence of any
reference to her work in Machlup’s presidential
address to the American Economic Association
on ‘theories of the firm’ (Machlup 1967). By
contrast, for an early recognition of the impor-
tance of Penrose to business history, see
Galambos (1966).

As for Penrose’s case study, Hercules Powder
was a 1912 spin-off from Du Pont, one of the four
companies on which Chandler focused in Strategy
and Structure. In Shaping the Industrial Century,
Chandler (2005: 86–92) treated the case of Her-
cules Powder in some detail, and stated in a foot-
note: ‘It was on Hercules’s experience that Edith
Penrose based much of her seminal study The
Theory of the Growth of the Firm’ (Chandler
2005: 321).

Like Chandler’s work, therefore, Penrose’s
book reflected a combination of primary research
and the synthesis of the work of others, including
a body of research in business history. Her under-
standing of the need to integrate theory and his-
tory is evident in an essay, published in the late
1980s, entitled, ‘History, the social sciences and
economic “theory”, with special reference to mul-
tinational enterprise’ (Penrose 1989). As she
observed:

‘Theory’ is, by definition, a simplification of ‘real-
ity’ but simplification is necessary in order to com-
prehend it at all, to make sense of ‘history’. If each
event, each institution, each fact, were really unique
in all aspects, how could we understand, or claim to
understand, anything at all about the past, or indeed
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the present for that matter? If, on the other hand,
there are common characteristics, and if such char-
acteristics are significant in the determination of the
course of events, then it is necessary to analyse both
the characteristics and their significance and ‘theo-
retically’ to isolate them for that purpose. (Penrose
1989: 11)

Quoting from Schumpeter’s statement on the
paramount importance of ‘historical experience’
for economic analysis, Penrose (1989: 11) argued
that ‘universal truths without reference to time and
space are unlikely to characterise economic
affairs’. Strategic management can use business
history to construct a theory of innovative enter-
prise, which in turn, when applied in particular
contexts, can guide the formulation and imple-
mentation of innovative investment strategies.
See Also
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Abstract
This entry provides an introduction to research
on business models. The emerging literature
highlights the business model as a new unit
and level of analysis for scholars of strategic
management. It emphasizes a system-level,
holistic approach to explaining how firms ‘do
business’, and how value is created, not just
how it is captured. Researchers have shown
that a firm’s business model represents a poten-
tial source of ▶ competitive advantage, and
complements firm product market strategy. It
is thus an important concept that offers oppor-
tunities for further theoretical, empirical and
field research.

Definition A firm’s business model refers to the
system of interdependent activities that are
performed by the firm and by its partners, sup-
pliers and customers to fulfil a customer need.

A firm’s business model is the structural template
of the way the firm conducts its business. It
describes the system of activities that are
performed by the firm and by its partners and the
ways that these activities are linked to each other
through transactions in factor and product mar-
kets. The overall objective of a focal firm’s busi-
ness model is to exploit its business opportunities
by creating value for all the parties involved; that
is, to fulfil customers’ needs and create customer
surplus while generating a profit for the focal firm
and its partners (Amit and Zott 2001). An activity
in a focal firm’s business model can be viewed as
the engagement of human, physical and/or capital
resources of any part to the business model (the
focal firm, end customers, vendors etc.) to serve a
specific purpose toward the fulfilment of the
overall objective. An activity system is a set of
interdependent organizational activities centred
on a focal firm, and encompasses activities that
are conducted either by the focal firm or by part-
ners, customers or vendors. To fully address the
market opportunity, the firm’s activity systemmay
transcend the focal firm and span across the firm
and its industry boundaries but remain firm-
centric to enable the focal firm not only to create
value with its partners, but to appropriate a share
of the value created for it.

Interdependency among the business model
activities is central to the view of the business
model as an activity system. Interdependencies
provide insights into the processes that enable
the evolution of a focal firm’s activity system
over time, as its competitive environment changes
(Siggelkow 2001, 2002). Business models are
created by entrepreneurs or managers who shape
and design organizational activities as well as the
links (transactions) that weave activities together
into a system. Such purposeful design – within
and across firm boundaries – is the essence of the
business model (Zott and Amit 2009). Some
activities relevant to the focal firm’s business
model will be performed by the firm itself,
others by suppliers, partners and/or customers.
The architecture of the firm’s activity
system – shaped by the choice of activities, how
they are linked and who performs them – captures
how the focal firm is embedded in its ecosystem,
that is, in its multiple networks of suppliers, part-
ners and customers.

The firm’s revenue model also plays an impor-
tant role in value appropriation. The revenue
model, akin to a pricing strategy for specific prod-
ucts or services, refers to the specific modes in
which a business model enables revenue genera-
tion (Amit and Zott 2001). In that sense, a revenue
model complements a business model design, just
as a pricing strategy complements a product
design. Although the concepts may be quite
closely related and sometimes even
intertwined – for example, in the product world,
Gillette uses its pricing strategy of selling cheap
razors to make customers buy its rather expensive
blades – business models and revenue models are
conceptually distinct.
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A business model is geared towards total value
creation for all parties involved. It lays the foun-
dations for the focal firm’s value capture by
co-defining (along with the firm’s products and
services) the overall ‘size of the value pie’, or the
total value created in transactions, which can be
considered an upper limit to the firm’s value cap-
ture. The business model also co-determines the
focal firm’s bargaining power. The greater the
total value created and the greater the focal
firm’s bargaining power, the greater the amount
of value that the focal firm can appropriate (Zott
and Amit 2007).
Business Models and Strategy: A Review
of the Literature

A recent review of the business model literature
by Zott et al. (2011) found that the business model
is often studied without explicitly defining the
concept. Moreover, existing definitions some-
times only partially overlap. The selected business
model definitions table summarizes some of the
most prevalent definitions (Table 1).

Why has scholarly interest in business models
surged? The increasing importance of digital tech-
nologies is part of the answer. They have provided
Business Model, the, Table 1 Selected business model de

Author(s) year Definition

Amit and Zott 2001; Zott and
Amit 2010

The business model depicts
designed so as to create val
(2001: 511). Based on the f
evolved this definition to co
interdependent activities tha
216)

Chesbrough and Rosenbloom
2002

The business model is ‘the
realization of economic val

Magretta 2002 Business models are ‘storie
model answers Peter Druck
does the customer value? It
must ask: how do we make
logic that explains how we
(2002: 4)

Casadesus-Masanell and
Ricart 2010

‘A business model is [. . .] a

Teece 2010 ‘Abusiness model articulate
proposition for the custome
enterprise delivering that va
firms with the ability to experiment with novel
forms of value creation mechanisms, which are
networked in the sense that value can be created in
concert by a firm and a plethora of partners, for
multiple users. According to Hamel (2000), com-
panies must develop new business models, in
which both value creation and value capture
occur in a value network, which can include sup-
pliers, partners, distribution channels and coali-
tions that extend the company’s resources. This
has attracted the attention of management
scholars, who have developed the concept of the
business model in their attempt to explain value
creation in networked markets (e.g., Zott and
Amit 2009). Value creation mechanisms thus
often go beyond the value that can be created
through Schumpeterian ▶ innovation, the (re-)
configuration of the value chain (Porter 1985),
the formation of strategic networks among firms
or the exploitation of firms’ specific core compe-
tencies. As Amit and Zott (2001) observe, prior
frameworks used in isolation cannot sufficiently
address questions about total value creation.
Based on a sample of 150 firms, they propose
four potential sources of value creation through
business models: (1) novelty, (2) lock-in, (3) com-
plementarities, and (4) efficiency. These value
drivers can be mutually reinforcing; that is, the
finitions

‘the content, structure, and governance of transactions
ue through the exploitation of business opportunities’
act that transactions connect activities, the authors further
nceptualize a firm’s business model as ‘a system of
t transcends the focal firm and spans its boundaries’ (2010:

heuristic logic that connects technical potential with the
ue’ (2002: 529)

s that explain how enterprises work. A good business
er’s age-old questions: Who is the customer? And what
also answers the fundamental questions every manager
money in this business? What is the underlying economic
can deliver value to customers at an appropriate cost?’

reflection of the firm’s realized strategy’ (p. 195)

s the logic, the data and other evidence that support a value
r, and a viable structure of revenues and costs for the
lue’ (2010: 179)
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presence of each value driver can enhance the
effectiveness of any other value driver.

While some of the literature on the business
model tends to concentrate on value creation
through the firm’s activities with its network of
partners, increasingly, scholars are acknowledg-
ing that firms do not execute their business models
in a competitive vacuum, and that firms can
indeed compete through their business models
(Casadesus-Masanell and Ricart 2010). The busi-
ness model, then, represents a potential source of
▶ competitive advantage (Markides and Charitou
2004), one that is distinct from the firm’s product
market position (Christensen 2001; Zott and Amit
2008). The novelty presented by new effective
models can result in superior value creation, and
replace the old way of doing things to become the
standard for the next generation of entrepreneurs
to beat (Magretta 2002).

Business models can thus play a central role in
explaining firm performance. Afuah and Tucci
propose the business model as a unifying con-
struct for explaining competitive advantage and
firm performance and define it as ‘the method by
which a firm builds and uses its resources to offer
its customer better value and to make money in
doing so’ (Afuah and Tucci 2001: 3). Afuah
(2004) focuses on firms’ profitability and intro-
duces a strategic framework in which the business
model is conceptualized by means of a set of
components that corresponds to the determinants
of firm profitability.

While the work of Afuah (2004) and Afuah
and Tucci (2001) is conceptual, some authors
have conducted empirical analyses. Zott and
Amit (2007) have analysed the performance
implications of business model designs by
looking at two distinct effects: the total value
creation potential of the business model design
and the focal firm’s ability to appropriate that
value. Zott and Amit (2008) examine the possible
contingent effect of business model design in
mediating between product market strategy and
firm performance. They ask how the firm’s busi-
ness model and product market strategy interact
to impact the firm performance. They find that:
(1) business model designs that emphasize
novelty and that are coupled with either
differentiation or cost leadership strategies can
have a positive impact on the firm’s performance,
and (2) novelty-centred business models together
with early entry into a market have a positive
effect on performance. Thus, business model
design and product market strategy are comple-
ments, not substitutes (Zott and Amit 2008).

Other studies on the performance implications
of business model design come from business
practitioners and consultants (e.g., Linder and
Cantrell 2001). Consultants at IBM (2006),
interviewing 765 corporate and public sector
leaders worldwide, for example, found that firms
that were financial out-performers put twice as
much emphasis on business model innovation as
underperformers.

So how does the business model relate to strat-
egy? In our view, the business model extends
central ideas in ▶ business strategy and its asso-
ciated theoretical traditions. Two main differenti-
ating factors seem to have captured the attention
of scholars. The first is the traditional emphasis of
strategy on competition, value capture and com-
petitive advantage, whereas the business model
concept seems to focus more on cooperation,
partnerships and joint value creation (Magretta
2002). The second factor of interest to strategy
scholars is the focus of the business model con-
cept on the value proposition and a generalized
emphasis on the role of the customer, which
appears to be less pronounced elsewhere in the
strategy literature. A consensus seems to have
emerged that the business model revolves
around customer-focused value creation
(Chesbrough and Rosenbloom 2002; Teece
2007, 2010; Zott et al. 2011). Viewed from this
perspective, the business model outlines the
essential details of a firm’s value proposition
for its various stakeholders as well as the activity
system the firm uses to create and deliver value
to its customers (Seddon et al. 2004; Zott and
Amit 2010).

Despite the highlighted conceptual differences
between business models and certain aspects of
firm strategy, scholars have also emphasized that
the business model can play an important role for
a firm’s strategy. According to Richardson (2008),
the business model explains how the activities of
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the firm work together to execute its strategy, thus
bridging strategy formulation and implementa-
tion. In a similar vein, Shafer et al. (2005) and
Casadesus-Masanell and Ricart (2010) view the
business model as a reflection of a firm’s realized
strategy. According to Teece, the business model
reflects a ‘hypothesis about what customers want,
and how an enterprise can best meet those needs,
and get paid for doing so’ (Teece 2007: 1329); it
‘embodies nothing less than the organizational
and financial ‘architecture’ of the business’
(Teece 2010: 173).
Opportunities for Future Research

Research on business models needs to be
advanced through both theory development and
empirical analysis. Increasing consensus on the
theoretical foundations, the definition and the fun-
damental properties of business models could lead
to the emergence of broadly accepted typologies,
which are currently lacking. Further research on
the relationship between the activity systems and
revenue models of firms is needed to extend both
theory and practice. Such research will help
deepen our understanding of the linkages between
value creation and value appropriation. Empirical
research on the measurement of business model
design, structured to capture all lines of a firm’s
business that have revenue potential, holds great
promise to enhance our understanding of busi-
ness models. Examining the dynamics of busi-
ness model evolution, how they emerge, and
how they are shaped and adapted over time, as
well as how business models co-evolve with
strategy and organization design reflects an
important research programme that will substan-
tially solidify the business model as a pivotal
concept in our understanding of value creation
and capture.

In summary, we are still in the early stages of
identifying and evaluating the business model as a
new unit and level of analysis for strategy
research. Theoretical, empirical and field research
on the foundations and evolutions of business
models promises to broaden our understanding
of this important concept.
See Also

▶Architectural Innovation
▶Business Ecosystem
▶Business Policy and Strategy
▶Business Strategy
▶Competitive Advantage
▶ Firm Resources
▶ Innovation
▶ Innovation Strategies
▶Open Innovation
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Definition A business plan is a written document
whose purpose is to describe the nature of a busi-
ness: its market and business environment, strat-
egy, operations marketing and sales, investment
priorities and expected future financial results.

A business plan is a written document whose
purpose is to describe the nature of a business:
its market and business environment, strategy,
operations marketing and sales, investment prior-
ities and expected future financial results. It
should also define the ▶ business model and
basis for competitive advantage, and operational
and financial objectives. It sets goals, explains
why those goals are attainable, and articulates a
plan for reaching them. It contains financial pro-
jections and explains the means by which objec-
tives will be realized. These projections include
statements of projected income, cash flow and
financial position (balance sheets).

A business plan can be produced for an internal
or external audience and can vary in complexity
and scope according to the needs of the organiza-
tion. The plan may be general or specific. The plan
is designed to help a company raise money, unify
purpose, allocate resources, handle complica-
tions, and make decisions. Businesses often create
or amend business plans as they evolve and grow.
Such periodic revision is a sign of a healthy ongo-
ing planning process.

Business plans are generally used in three sce-
narios: (1) existing mature enterprises doing
▶ strategic planning for the overall enterprise,
(2) existing enterprises planning a new product
or service offering, and (3) new ventures. This last
scenario may also include a joint venture between
two existing enterprises.

Under each scenario, the focus and priorities
are quite different and result in highly different
documents. The business plan for an existing
mature enterprise differs from the operational
plan, which typically has a 1- to 3-year time
horizon, by extending the time horizon to
5–7 years and considering various major strategic
alternatives, such as entering new or exiting
existing markets. Its critical measures may be
revenue expansion while maintaining the ability
to achieve or exceed internal financial return ‘hur-
dle rates’. The business plan for a new venture is
often prepared in order to help capital procure-
ment and employees (present and future) under-
stand the priorities and purpose of the new
venture. In such circumstances, the typical impor-
tant financial measures are market potential, pro-
jected revenue and – most critically – capital
(cash) required (and when).

Henry Mintzberg (1987) wrote of five Ps for
defining strategy: as plan, intended pattern, emer-
gent/ unintended pattern, position and perspective.
For strategic planning, a strategy must be
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developed in advance of actions, and with a con-
scious purpose. Mintzberg describes plans across
genres including the military, game theory and
management, as well as the dictionary definition.
Mintzberg indicated that while ‘some consider per-
spective to be a plan . . . others describe it as giving
rise to plans’ (Mintzberg 1987: 17).

A business plan is often required when seeking
a business loan or investment capital. William
Sahlman (1997) suggested a framework of four
factors critical to business plans: the people run-
ning the venture and providing key services or
resources; the opportunity of the business model;
the context and environment; and an assessment
of all risks and rewards. Sahlman stated, ‘The
assumption behind the framework is that great
businesses have attributes that are easy to identify
but hard to assemble’ (Sahlman 1997: 100).

Not all constituents find such plans helpful.
The reason is that plans may change so rapidly
(especially in a startup context) that the plan is
rapidly outdated. Historically, the business plan
was how entrepreneurs approached venture capi-
tal; today, it is often a verbal pitch buttressed by a
supporting slide presentation and supplemental
analysis. The framework of analysis in
such presentations is often the business model,
presented on the business model canvas
(Osterwalder and Pigneur 2010) and customer
discovery process (Blank and Dorf 2012).
See Also

▶Business Model, the
▶ Strategic Planning
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Abstract
▶Business policy and strategy (BPS) is a dis-
tinct field of scholarship focused primarily on
explaining heterogeneity in the behaviour and
performance of organizations, in particular
business firms. As a step in building legitimacy
for the growing field, the BPS Division of the
Academy of Management was formed in 1971.
The BPS Division is a professional community
of scholars dedicated to advancing the field by
creating and disseminating knowledge about
business policy and strategy. This entry pro-
vides a brief history of the field from a research
perspective.

Definition Business policy and strategy (BPS) is
a distinct field of scholarship focused primarily on
explaining heterogeneity in the behaviour and
performance of organizations, in particular busi-
ness firms. Using an interdisciplinary approach,
research in the field is informed by the integration
of multiple theoretical perspectives and research
methods.

▶Business policy and strategy (BPS) is a field of
scholarship focused primarily on explaining het-
erogeneity in the behaviour and performance of
organizations, in particular business firms. Busi-
ness policy is viewed as an antecedent to the field
of strategy or strategic management.
Overview

BPS is a relatively young field informed by mul-
tiple disciplines – microeconomics, sociology,
psychology and political science. As a conse-
quence, explanations of the drivers of differences
in performance among firms benefit from the inte-
gration of multiple theoretical lenses, research
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methods and techniques. This diversity informs a
wide array of research topic areas (e.g., alliances
and networks, ▶ competitive heterogeneity, cor-
porate strategy and governance, industry dynam-
ics, innovation and strategic renewal, and strategy
process and change) and work that spans multiple
levels of analysis – ecosystem, industry, inter-
firm, firm and intra-firm. While this intellectual
diversity has enriched the field’s progress, it has
also led to a questioning of the field’s legitimacy,
often within institutions (Mahoney and McGahan
2007). Despite these challenges, and assertions
that the field is fragmented, consensus remains
that the field’s overarching focus is explaining
differences in performance among firms. This
article discusses the evolution of research in the
field; for brevity, I direct attention to select events
and contributions that defined and shaped the
field’s development. Interestingly, from the
1970s onwards, each wave of development
included significant scholarly efforts to assess
the field and define actions for its advancement.
A Brief History: Late 1950s to 2011

Prior to the 1960s, the field was more applied,
focusing on the role of the general manager and
the firm as a whole, including its performance.
Specifically, the core of the field, then referred to
as business policy, directed attention to the func-
tional integration and coordination of specialized
knowledge within the context of a firm. This was
also the core emphasis in courses on business
policy (taught as early as 1912 at Harvard). Dur-
ing the 1950s and early 1960s, interest shifted
beyond general management principles to issues
of where and how firms compete and, in turn, the
alignment of a firm’s strategy with its competitive
environment (Ghemawat 2002). As a result, the
concept of firm strategy began to take a more
prominent role in the field’s development. This
was informed, in part, by recognition of the com-
plexities of strategy formulation and implementa-
tion in the context of competition and change.
Influential works emerged during this period,
such as Chandler’s (1962) Strategy and Structure,
Ansoff’s (1965) Corporate Strategy and,
subsequently, ▶Kenneth Andrews’s (1971) The
Concept of Corporate Strategy. Andrews’ frame-
work linked a firm’s capabilities to its competitive
environment in support of a firm’s long-run, ver-
sus short-run, development. The latter
underscored managerial challenges in
distinguishing aspects of a firm that were more
adaptive to environmental pressures from those
that were more enduring or stable. These classics
also benefited from research in economics and
management that focused on opening the ‘black
box’ of organizations. For example, prior work
established links between a firm’s development
and its internal resources (Barnard 1938; Penrose
1959) or distinctive competences (Selznick 1957).
Work on the behavioural theory of the firm (Cyert
and March 1963), administrative science (Simon
1947) and organization theory (Thompson 1967)
also played a vital role in shaping the field’s
understanding of the process side of strategy.

The concepts of strategy that began to take
shape during the 1960s served as a platform for
the field’s development in the 1970s. Multiple
activities accelerated the field’s growth during
this period: the exploration of different research
approaches, topic domains and methods; the
emergence of journals for strategy work; and the
advancement of professional associations and
consulting firms focused on strategy. For exam-
ple, the BPS Division of the Academy of Man-
agement (AOM)was founded 1971, signalling the
professionalism of the field (scholars identify the
division’s original name as Business Policy and
Planning). To date, the BPS Division is the second
largest division of the AOM. Research began to
shift from primarily case-based, normative
methods to studies leveraging large data sets,
deductive methods, multivariate statistics and the
logic of falsification. These differences also
mapped to a dichotomy in research streams in
the field – work on strategy formulation and
implementation (process) and work on the rela-
tionships between strategic choice and perfor-
mance (content). The shift in research
approaches (normative to positive) was also
influenced by the adoption of an industrial orga-
nization (IO) economics lens (rooted in the
Mason/Bain tradition) by various groups of
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scholars. These conditions also drove a shift in
research focus – from internal aspects of a firm to
differences in competitive positioning and, in
turn, structural heterogeneity within industries
(see Rumelt et al. 1991; Ghemawat 2002). It is
not surprising that these changes brought a new
level of rigour to strategy research. In so doing,
they yielded a range of questions that could not be
readily addressed with traditional case-based
studies and a motivation to develop robust theory
that could be vetted empirically. The result was a
call for a paradigmatic approach to the field,
relabelled as strategy or strategic management
(Schendel and Hofer 1979). As background, a
conference held in Pittsburgh in May 1977, ‘Busi-
ness Policy and Planning Research: The State of
the Art’, organized by ▶Dan Schendel and
Charles Hofer, is widely recognized as catalyst
for defining the field and its future directions.
The 1979 volume that emerged from the confer-
ence outlined a research agenda for the field span-
ning 18 lines of enquiry and clarified their
importance in shaping the field’s development.
Two additional initiatives amplified this effort,
the launch of the Strategic Management Journal
(SMJ 1980) and the formation of the Strategic
Management Society (SMS) in 1981; Dan
Schendel, U. Purdue and Mary Lou Schendel
played an instrumental role in the formation and
management of SMJ and SMS (http://
strategicmanagement.net/). Taken together, these
developments also set the stage for fundamental
changes in research, doctoral training and
pedagogy.

The paradigm development was in full swing
throughout the 1980s. Several prominent research
streams emerged, spurring growth in doctoral pro-
grammes and in research diversity. One of the
most influential contributions from this decade
was ▶Michael Porter’s work Competitive Strat-
egy (Porter 1980). Another line of work, initiated
by ▶Richard Rumelt and Richard Schmalensee,
unbundled performance into classifications of
effects – industry versus firm, to understand
what explained more of the variance in perfor-
mance among firms. A third stream, the
▶ resource-based view (RBV), also sharply
impacted the field. The latter was largely
influenced by two streams of research. First,
work by scholars at the University of Chicago
who emphasized that industry structure reflects
efficiency outcomes and that performance differ-
ences among firms signal differences in the firms’
resource endowments. Second, work examining
the properties of resources that make them diffi-
cult to imitate and how these properties might
contribute to sustained advantages (Wernerfelt
1984; Barney 1986). The view of a firm as a
bundle of resources and capabilities revived the
role of the internal aspects of a firm in shaping its
strategic position and performance (e.g., Andrews
1971), and further spawned debates and theory
regarding the conditions under which firm
effects or industry effects would play a more
important role in explanations of performance
heterogeneity.

While economic thinking remained prominent,
scholars also gravitated towards traditional disci-
plines that had influenced management thought,
such as sociology, social psychology and cogni-
tive psychology, for explanations of strategic phe-
nomena. At the same time, complementary work
emerging in organization theory, game theory,
evolutionary economics, institutional theory and
innovation also influenced strategy research. For
instance, work on innovation drew attention to the
notion of rents and appropriability whereas game
theory was applied to understand strategic posi-
tioning and competitive dynamics. Nelson and
Winter’s classic work contributed to our under-
standing of organizational routines and capabili-
ties in the context of Schumpeterian competition.
Transaction cost economics and agency theory
fostered thinking about markets vs hierarchies;
this attention to the boundaries or scope of the
firm influenced work on corporate strategy, gov-
ernance forms and cooperative strategy. At the
same time, scholars adopted more complex
econometric methods, such as time series and
event study methods, to explore firm performance
and survival over time as well as more systematic
approaches for conducting robust
qualitative work.

The field’s development in the 1970s and
1980s contributed to significant diversity in strat-
egy research. As a result, a variety of initiatives
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were taken in the 1990s and 2000s to assess the
field and shape an agenda (see Rumelt et al. 1991;
Hoskisson et al. 1999; Gavetti and Levinthal
2004; Mahoney and McGahan 2007). Common
among these writings is an effort to frame the
field’s scope by identifying the fundamental ques-
tions or issues that underlie the field, recognizing
new areas of inquiry that may require changing
core assumptions in strategy models and/or
emphasizing areas of inquiry that might play a
more prominent role in the field’s future. Work
continued to refine thinking in core topic domains
while new areas of inquiry gained traction (this
volume also reiterates the diversity in research
domains). Advances in tools and techniques
also proliferated, facilitating theoretical progress.
For example, more sophisticated econometric
and qualitative methods enabled the exploration
of research questions from different angles –
unbundling important sources of heterogeneity.
Finally, new strategy-oriented research journals
emerged, further legitimating the field (e.g.,
Industrial and Corporate Change, Strategic
Organization, Strategic Entrepreneurship Jour-
nal, Global Strategy Journal). Despite this pro-
gress, the quality of research varied, raising
concerns about the field’s development. In
response, a small group of research-focused strat-
egy faculty created the Strategic Research Initia-
tive (SRI) in 2007 to advance the field by
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developing and disseminating resources to
enhance the quality of strategy research. SMS
also launched the Strategic Research Foundation
(SRF) in 2011, to support novel strategy research
that might not otherwise be pursued.
Conclusion

In the past 60 years, strategic management has
emerged as a distinct field of study and it is now
widely recognized as being integral to business.
As progress occurs in scientific inquiry, a field’s
boundaries ebb and flow. These growing pains
come with benefits and challenges. The field’s
interdisciplinary approach to research and its
intellectual diversity has enriched its progress
(see Fig. 1 for trends in theoretical areas used in
paper submissions to BPS Division, AOM,
2007–2011). Nonetheless, with this rich diversity
and growth comes a need to revisit norms for
research quality (in journals and doctoral training)
and, in turn, a call for encouraging robust inter-
disciplinary work that explores challenging
(vs incremental) questions and examines novel,
non-traditional territory. There also needs to be
widespread recognition that strategy courses
require faculty trained in strategy. In sum, build-
ing on Mahoney and McGahan (2007), advancing
the field requires raising our aspirations.
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See Also

▶Andrews, Kenneth (1916–2005)
▶Business Policy and Strategy
▶Competitive Heterogeneity
▶ Porter, Michael E. (Born 1947)
▶Resource-Based View
▶Rumelt, Richard (Born 1942)
▶ Schendel, Dan (Born 1934)
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Business Process Re-engineering

Richard Dunford
The University of Sydney, Sydney, NSW,
Australia
Definition Re-engineering is ‘the fundamental
rethinking and radical redesign of business pro-
cesses to achieve dramatic improvements in crit-
ical, contemporary measures of performance,
such as cost, quality, service and speed’
(Hammer and Champy 1993: 32).

In his 1990 Harvard Business Review article
‘Reengineering work: don’t automate, obliterate’,
Michael Hammer argued that succeeding in an
environment of increasingly fierce international
competition required dramatic, radical ‘quantum
leaps’ that could not be achieved through incre-
mental changes to existing practices. His answer – -
re-engineering – was a direct challenge to the idea
of continuous, incremental improvement associ-
ated with total quality management. Existing busi-
ness processes and structures were defined as
outmoded, obsolete products of a bygone era that
could not be changed, even through the application
of increasingly sophisticated information technol-
ogy (the ‘automate’ solution). What was needed,
according to Hammer, was a ‘blank slate’ that
could be achieved only by ‘obliterating’ the dys-
functional heritage of the status quo.

By 1993, re-engineering was being described
in Fortune as ‘the hottest trend in management’,
and Hammer, due to his quasi-evangelistic style,
as ‘reengineering’s John the Baptist, a
tub-thumping preacher’ (Stewart and Davis
1993: 41). In their bestselling book, Re-engineer-
ing the Corporation: A Manifesto for Business
Revolution, Hammer and Champy described busi-
nesses as commonly constrained in their capacity
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to attain desired levels of performance because of
being (among other things) ‘bloated, clumsy,
rigid, sluggish, non-competitive, uncreative
(and) inefficient’ (Hammer and Champy 2001:
9) and the re-engineering of business processes
as the solution, ‘the path to change’ (p. 34).

The response to business process
re-engineering was divided. It tended to be popu-
lar with senior executive teams because it often
produced an improvement in key performance
measures, at least in the short term. However, the
application of reengineering, very commonly with
the assistance of management consultants, often
involved significant downsizing and delayering.
As a result, re-engineering became very unpopu-
lar among many middle managers and
non-managerial employees because it came to be
closely associated with major structural upheavals
and substantial job losses.

The merits of re-engineering soon became
highly contested. Its critics (see, e.g., Grint
1994; Manganelli and Klein 1994; Geisler 1996)
portrayed re-engineering as naively conceived
and often disastrous in its effects. Critics have
viewed the idea of starting with a blank slate as
simplistic and unrealistic. Similarly, critics were
concerned that widespread removal of workers in
the name of a clean start had become associated
with the loss of valuable organizational memory.

Others vociferously argued the alternative
point of view. In a revised edition of
Reengineering the Corporation, Hammer and
Champy (2001: 3) characterized the ‘ill repute’
in which re-engineering had come to be held as
‘the inevitable backlash to the excessive enthusi-
asm’ for re-engineering. While acknowledging
that there had been a high failure rate amongst
re-engineering efforts, they argued that this was
due to companies too often treating
re-engineering as an ‘easy panacea’ and thus
applying it incorrectly. From their perspective
(p. 4), companies that have correctly applied
reengineering have produced ‘spectacular bene-
fits’. Hammer and Champy also rejected the char-
acterization of re-engineering as a management
fad of the 1990s. Rather, they (p. 2) called it
‘one of the success stories of business history’
and argued that its lowering profile – far from
being due to re-engineering having been a failed
experiment – was because its once-revolutionary
practices were now ‘commonplace’.

More recently, the development of e-business
has led to a resurgence of interest in
re-engineering (see, e.g., Altinkemer et al. 2011).
See Also

▶Organizational Restructuring
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Business Schools

Mie Augier
GSBPP, Naval Postgraduate School, Monterey,
CA, USA
Abstract
Business schools have served as a main insti-
tutional home for the field of strategic manage-
ment since its inception and continue to be
central to modern strategic management
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scholarship and ideas. Business schools have
undergone changes during their history, and
embody some of the tensions and changes
that are also inherent to the field of strategic
management.
Introduction

Since the beginnings of the strategic management
field, its main institutional home has been business
schools; and business schools have for the last few
decades nurtured the scholarly development of the
main perspectives and concepts within strategic
management, in addition to its teachings and appli-
cations and the education of future managers. Fur-
thermore, some schools have been become
particularly well known for certain developments
and approaches, including the “Carnegie School”
and its influence on, for example, evolutionary and
behavioral perspectives (see, Carnegie School;
▶Winter, Sidney G. (Born 1935)), and the case
method often associated with Harvard (see, ▶Case
Method, the). Business schools have also housed
other initiatives (such as the applications of strategic
management and management to public policy and
nonprofit institutions) and continue to foster much
of strategic management scholarship and teachings.

Although relatively short (compared with other
professional schools and educational institutions),
the history of business schools has some interest-
ing controversies; some of them relevant to the
development of the field of strategic management.
Although most will not be covered in this brief
discussion, a few dimensions are relevant as they
are also reflected in current debates in strategic
management research, and in the discussions on
the future education of strategic managers. One
issue of debate is a tension between rigor and
relevance, something that strategic management
as a field has tried to integrate and bridge. Another
less explicitly articulated tension is one between
education for profit and educating for purpose.
Both have to do with the essential nature of busi-
ness schools as professional schools, spanning
different stake holders, disciplinary perspectives,
and interests (Flexner 1915; March and Sutton
1997; Simon 1967; Augier and March 2007,
2011; Augier and Teece 2005). As noted by Her-
bert Simon in his discussions on the management
of business schools:

Organizing a professional school . . . is very much
like mixing oil with water: It is easy to describe the
intended product, less easy to produce it. And the
task is not finished when the goal has been
achieved. Left to themselves, the oil and water
will separate again. So also will the disciplines
and the professions. Organizing, in these situations,
is not a once-and-for-all activity. It is a continuing
administrative responsibility, vital for the sustained
success of the enterprise. (Simon 1967, p. 16)

Strategic management as a field also faces this
tension, which also offers opportunities for the
field to be both academically sound and practi-
cally relevant (thus perhaps helping to move the
conversation from rigor vs relevance to rigor and
relevance and from profit vs purpose to profit and
purpose).
Very Brief History

Not unlike other professional schools (such as
medicine and law), the early history of business
schools and the education of managers were built
on apprenticeship and learning of the crafts and
functions of business, rather than on an under-
standing of its underlying principles (Daniel
1998; Augier and March 2011, chapter 2). With
the industrial revolution, business colleges began
to emerge, focusing on training practices for
workers who were carrying out business functions
such as book-keeping and marketing, but it was
not until the rise of the perspective of political
economy that the study of business had a disci-
plinary home. As a result, business schools did not
have a firm institutional base in academia until the
end of the nineteenth century, when business men
and trade organizations started pointing out the
need for professional education. For example, a
president of the Boston Board of Trade noted:

You put a man into the pulpit or at the bar or in the
school room without any training, and let him
undertake to preach or practice or teach, and he
will prove a miserable failure. . . .. Into business
life, however, men rush with no certificate and
nothing in the way of qualification for the calling
on which a certificate would be based. Without any

https://doi.org/10.1057/978-1-137-00772-8_306
https://doi.org/10.1057/978-1-137-00772-8_706
https://doi.org/10.1057/978-1-137-00772-8_706


Business Schools 175

B

business talent or training or foresight they buy and
sell, but no gain. Only failure can be looked for in
such cases. (quote in Fitz 1884, p. 7)

Early discussions on business education were
met with resistance amongst academics who
pointed out that businesses do not have much of
social conscience and its focus on money was not
conducive to professionalism (as Flexner pointed
out, noting that an important criterion for being a
profession is that it is altruistic in nature, Flexner
1915). It was also seen to be without intellectual
merit or basis (Daniels 1998); thus, perhaps it was
not surprising that an early President of Harvard
University, Charles Eliot, did not support the idea
of educating for business in separate schools of
business, but suggested instead that potential
businessmen might benefit from studying tradi-
tional academic curricula. “A young man who is
going into business,” he noted, “had better take an
academic course. That is an indisputable proposi-
tion and there is no use discussing it” (quoted in
Cruickshank 1987, p. 25).

Despite resistance, business schools did emerge
within universities, not least because of the need for
business programs articulated by businesses and
potential businessmen who wanted training in the
functions of business. The need was made slightly
more acceptable in academic terms by emphasizing
the role that businesses played in society; educating
future businessmen was therefore an important part
of contributing to the shaping of society’s future
and improving national competitiveness and learn-
ing. Thus, an emphasis was placed on more than
just a trade, narrow practical skills, and on making
profit, but also the potential contributions of busi-
ness and businessmen to societal progress and
welfare, i.e., a higher purpose of business. An
early dean of the University of Chicago business
school, Leon Marshall, noted in this spirit
(articulating some of the aspects of the role
of business schools in social and societal
problems):

However important it may be to turn out business
men who can make money, social workers who can
command good salaries, civic workers who can rise to
positions of influence and affluence, the most impor-
tant task for all is to aid in promoting the progress and
welfare of society. (Marshall 1913, p. 101)
Despite the slow beginnings, business schools
then increased from only three programs in busi-
ness in 1900 to 20 in 1911, 40 in 1915, and 66 in
1918 (Daniel 1998, p. 49). With the first steps
toward the business school establishment as an
industry, steps also were taken toward profession-
alization, and the establishment of professional
associations and societies (often around func-
tional specialties at first) helped the process.
Early professional associations included the
American Marketing Association and the Mort-
gage Bankers Association, but two more general
professional associations also emerged: the Amer-
ican Management Association (AMA),
established in 1923, and the American Associa-
tion of Collegiate Schools of Business (AACSB),
in 1916. Although the AMA focused mostly on
practitioners, the AACSB turned to the academic
and educational side and quickly became (and
remains today) an important force in shaping the
future of business schools and management edu-
cation, discussing issues such as admissions, cur-
ricula, and research, often including topical
surveys, task forces, and reports (for example, a
task force on ethics in business education, empha-
sized the need to advance ethical awareness and
principles in business students), recognizing the
importance of business in the larger society. Other
professional associations for business schools
have emerged more recently, sometimes with a
regional focus.

Despite some attempts to establish business
schools and the education of managers on solid
academic grounds (as had been done with medical
schools in the early twentieth century following
the Flexner report), business schools remained at
first firmly focused on practical training in busi-
ness practices for several years after the early
professionalization step. Business schools were
hiring instructors with careers in business, and
faculty staff doubled as consultants, resulting in
business schools becoming carriers of best
practices – not being ahead of them (Bach 1958).

This vocational focus was articulated by Her-
bert Simon:

Accurately or not, we perceived American business
education at the time as a wasteland of vocational-
ism that needed to be transformed into science-
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based professionalism, as medicine and engineering
had been transformed a generation or two earlier.
(Simon 1991, p. 138)

The problem of the lack of a broader (and
intellectually deeper) education for business peo-
ple was acknowledged by deans and faculty staff
across the country, but it was not until the
Gordon–Howell report came out that a good
countrywide analysis of the problem was
provided.

The larger societal and institutional forces that
helped the Gordon–Howell report to get under-
way included institutional and intellectual devel-
opments in and of places such as the Ford
Foundation and the RAND Corporation; the
Gordon–Howell report was as much a symptom
of societal changes as a cause of them (Augier and
March 2011, chapters 4 and 5). In a time and
culture of “optimistic urgency” in the post-war
years (with important problems in the world serv-
ing as the focal point for attracting various disci-
plinary minds to think together), intellectual
developments that would prove important for the
content of business education according to Simon
and colleagues included operations research and
linear programing, game theory, evolutionary eco-
nomics (which was pioneered at RAND), in addi-
tion to developments in the behavioral and social
sciences, which were a priority for the Ford Foun-
dation in the early 1950s (Augier andMarch 2011,
chapter 5; Augier et al. 2015).

The Gordon–Howell report, also considered to
be the “Flexner report for business schools,”
called for a major upgrading of both students
and faculty staff in business schools, rebuilding
business education on a solid intellectual founda-
tion, and bringing to bear behavioral social sci-
ence, mathematics, and statistics in the analysis of
business problems. It also stated in the opening
pages,

Today it [the business school] is a restless and
uncertain giant in the halls of higher education . . .
but it is an uncertain giant, gnawed by doubt and
harassed by the barbs of unfriendly critics. It seeks
to serve several masters and is assured by its critics
that it serves none well. . . . They search for aca-
demic respectability, while most of them continue
to engage in unrespectable vocational training.
They seek to be professional schools, while
expressing doubt themselves that the occupations
for which they prepare students can rightfully
be called a profession. (Gordon and Howell
1959, p. 4)

To some extent, their criticism resulted from a
tension that exists in all professional education
between being “relevant” to a profession and pur-
suing rigorous academic research (Simon 1967;
Bach 1958; Augier and March 2007). This is a
struggle that most (if not all) professional schools
have, with strong internal and external forces
working against them and what Simon called a
problem of “mixing oil and water.” But with the
Gordon–Howell report, and a companion one
supported by the Carnegie Corporation with sim-
ilar findings (Pierson 1959), the upgrading of the
intellectual and research foundations for business
schools began.

An important intellectual cornerstone in the
“business school revolution” was the belief in
fundamental academic research. As Lee Bach,
founding dean of the Graduate School of Indus-
trial Administration (GSIA) and later a key player
in the reorganization of Stanford Business school,
noted: “I want to stress as strongly as I can my
own belief that fundamental research is a major
part of every leading business school, especially
those which offer graduate work. . . The function
of the university is to be ahead of best practice, not
to be trailing a few steps behind the operating
business world” (Bach 1958, pp. 363–364).
Herbert Simon also noted “business school does
not stand a chance of recruiting first rate scientists
if it insists that all research done within its walls
must have direct relevance to business. It will do
better to demonstrate its respect for fundamental
research by having, and valuing, in its faculty at
least some members of whose work does not have
obvious relevance to business, but does command
high respect in its discipline.” (Simon 1967,
p. 10). Despite the constant struggles between
academic research and practice, both businessmen
and academics have warned against concentrating
on the short term and vocationalism, which seem
to be part of the ebbs and flows of management
education (Mintzberg 2004; Augier 2006), defi-
nitely a key issue for “strategic managers” of
business schools to focus on (Simon 1967).
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Business Schools as a Context for Early
Strategy and Management Work

Business schools became (and continue to be) the
main institutional homes for major developments
within the fields of strategy and strategic manage-
ment, disciplines and perspectives, which
although mostly apply to business organizations,
also provide frameworks and insights that are
useful to nonprofit management and governmen-
tal organizations.

Business schools have also provided institu-
tional homes for several of the teaching
approaches and methodologies that have been
used in strategic management scholarship, prac-
tice, and education.

In particular, business schools have been asso-
ciated with the case method (although it origi-
nated in the context of law schools). Kenneth
Andrews provided an early definition of a case
as “a carefully written description of an actual
situation in business which provokes in the reader
the need to decide what is going on, what the
situation really is, or what the problems are –
and what can be and should be done” (Andrews
1951, p. 60). Although cases became (and remain)
important for business schools and for the teach-
ing of strategic management, they did not always
capture or convey the more conceptual and ana-
lytical skills also needed for understanding the
fundamental issues in business and in strategy.
As Lee Bach, early Dean at Carnegie, noted:
“Use of cases . . . is excellent for many purposes –
for integration, for emphasis on orderly problem
solving, for experience in the application of ana-
lytical concepts. On the other hand, it does not
seem to be very useful where the primary empha-
sis is on development of sharp analytical con-
cepts” (Bach 1958, p. 328). Thus, other teaching
methodologies also emerged in business schools,
including simulation/gaming approaches to busi-
ness and strategic management, an approach with
roots in early management games and simulation
exercises developed at RAND and Carnegie Tech.
Gaming and simulations were intended to capture
the reality of decision processes in simulations. As
Dill and Doppelt noted regarding an early man-
agement game:
The game was not intended to teach specific con-
cepts or techniques of management as we try to do,
say, in a course on marketing or finance. It was
designed as part of the integrative stem of our
curriculum to challenge students to deal effectively
with the kinds of problems that real executives face.
(Dill and Doppelt 1963, p. 31)

Cases, along with business games and simula-
tions, remain important tools and teaching
methods in business schools today, and although
the precise mix differs amongst business schools
(and within programs in business schools), all
provide important insights into the dynamics of
business (and nonbusiness) organizations and the
management of them.

As indicated above, business schools also
emerged as institutional homes for the teaching
of management in organizations other than for-
profit firms. This is important for several rea-
sons. First, the concepts and the practice of
management (and perhaps in particular, strate-
gic management) are central to all organiza-
tions, not just business firms; thus, teaching
future managers on how to effectively manage
organizations in other areas can help business
schools to educate good managers of organi-
zations such as universities, governmental
institutions, and other nonprofit-making orga-
nizations. This in turn may help to build a
mutual understanding across organizations on
issues and problems larger than themselves –
problems of education, national security, and
environments, for instance, often call for col-
laboration across industries, and, having some
degree of common language (and management
tools) seems useful in this regard. Second,
research and education on public management
issues and problems may help to induce a
more interdisciplinary mindset that is useful
for the development of the theory and concepts
involved (as was the vision for some of
Simon’s early work in public administration
theory). Academic disciplines, left to them-
selves, often drift apart (like the oil and water
in Simon’s 1967 analogy): a focus on problems can
help them to integrate, and a focus on public prob-
lems can also help them to integrate the profit and
purpose issue mentioned earlier.
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Such issues (and others) motivated the estab-
lishment, for instance, of the emphasis on public
management of the Graduate School of Business
under Arjay Miller in the 1970s, and similar think-
ing found in Cyert’s (1990) book on the manage-
ment of nonprofit-making organizations. Although
public management programs often drift toward
public policy schools, there are good reasons for
having them (back) in business schools: to help
business schools contribute to thinking about social
issues, to help educate managers for organizations
that are not for profit, and to help blend the disci-
plines within business schools. This also illustrated
the potential and relevance for the application of
strategic management ideas to nonprofit and gov-
ernmental institutions.

Finally, business schools also became (and
remain) the institutional home for most of the
research in the field of (strategic) management.
Although early business leaders (such as Henry
Ford and Alfred Sloan) did not have Masters in
Business Administrations, and other intellectual
pioneers in strategy came from disciplinary areas
(such as economics and political science) and early
on were in disciplinary departments (e.g.,
Williamson, Winter, Simon, etc.), subsequent gen-
erations of scholars and practitioners in strategy
have studied and/or do research and teach in busi-
ness schools. The major “schools”/eras in strategic
management since at least as far back as Michael
Porter have originated (and much work has been
developed) within business schools – including
Porter’s five forces, through resource analysis, to
capabilities work. Although this can be seen as a
sign of the institutional success of business schools
overall, it also contains some possible weaknesses,
such as fields and developments that become too
content and contained within themselves tending to
communicate less to neighboring fields and devel-
opments, thus damaging the long-term health of the
intellectual movements (Kuhn 1970; March 1991).
Conclusion

The history and development of business schools
have provided institutional and intellectual homes
for the development of strategic management
since before the field existed. The “strategic man-
agement” of business schools, and the context of
business schools for the evolution of strategic
management as a field, is an example of a process
of “evolution with design”; and the strategic man-
agers of business schools (e.g., Deans) have
important decisions to make, for instance, around
how to best integrate oil and water, and profit and
purpose, in addition to providing ground for fruit-
ful research into the interdisciplinary problems
relevant to the education of future managers.
Cross-References

▶Behavioural Strategy
▶Case Method, the
▶ Porter, Michael E. (Born 1947)
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Abstract
Business strategy refers to the strategy of a
single business firm or a strategic business
unit in a diversified corporation. According to
Michael Porter (Porter, M.E. Competitive strat-
egy. New York: Free Press, 1980), a firm needs
to formulate a business strategy that incorpo-
rates either cost leadership, differentiation or
focus to achieve a competitive advantage.
More recently, the meaning of business strat-
egy has expanded, ranging from the document
that contains the firm’s business plan to the
strategy of the whole firm, to the strategy of
departments and divisions inside the firm. On
the other hand, hybrid strategies chasing the
lower/lowest cost and product differentiation
concurrently have appeared under the label
‘integrated cost leadership-differentiation
strategy’. For this reason, extracting a unique
meaning of the phrase ‘business strategy’ has
become increasingly difficult. In this article
I sketch the rise of business strategy, discuss
its meaning in academia and in practice, and
endeavour to connect these meanings to the
evolution of ▶ competitive strategy, coopera-
tive strategies and the ▶ business model.

Definition Business strategy refers to the strategy
of a single business firm or a strategic business unit
in a diversified corporation. However, business
strategy presents an expanded meaning today:
from the document that contains the firm’s business
plan to the strategy of the whole firm to the strategy
of departments and divisions inside the firm.

If asked, any informed reader who has a nominal
understanding of the common base of knowledge
that has accumulated over the last three decades in
strategic management would say, at first sight, that
defining business strategy is a relatively easy task.
Business strategy refers to the strategy of a single
business firm or a strategic business unit (SBU) in
a diversified corporation. In a diversified firm,
business strategy conventionally rests midway
between▶ corporate strategy and functional strat-
egy (Rumelt et al. 1994). According to Michael
Porter, a firm must formulate a business strategy
that incorporates either cost leadership, differen-
tiation or focus to achieve a competitive advan-
tage and long-term success.

In fact, defining business strategy is anything
but an easy task. In the realm of strategic manage-
ment, business strategy has progressively
acquired a variety of meanings. They actually
range from the document that contains the firm’s
business plan to the strategy of the whole firm, to
the strategy of departments and divisions inside
the firm. For this reason, to define a unique mean-
ing of the phrase ‘business strategy’ has become
increasingly difficult. In the following, I trace the
rise of business strategy, discuss its meaning in
academia and in practice, and endeavour to con-
nect them to the evolution of ▶ competitive strat-
egy and cooperative strategies, and eventually to
▶ business model based strategy.
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In the last two decades business strategy has
increasingly permeated core discussions in strate-
gic management. This contention is corroborated
on one hand by the extensive number of articles,
books and textbooks that have accumulated, and
on the other by the growth of a large number of
courses and cases dedicated to business (and com-
petitive) strategy analysis in universities and man-
agement schools all over the world. In addition,
many strategy scholars and researchers would
have no hesitation in identifying themselves as
business strategy scholars.

That business strategy is connected to the very
heart of strategic management as a scientific dis-
cipline, as well as to practitioners’ domains,
comes as no surprise. First, when anyone inter-
ested in management and strategy (e.g., an MBA
student, a business executive, a consultant or an
entrepreneur) hears or reads about ‘business strat-
egy’, he/she immediately understands the phrase’s
connotations, even if this interpretation is rather
mechanical. This mirrors the path that the phrase
has traced in strategy textbooks (e.g., Porter 1980;
Kay 1993; Ghemawat and Rivkin 1999; Besanko
et al. 2000; Saloner et al. 2001; Barney 2002; Hitt
et al. 2011; Thompson et al. 2011; Rothaermel
2013) since the early 1980s.

Second, strategy consultants have contributed
by generating (on occasion), adopting and widely
applying a kit of rough-and-ready analytical tools
(such as the SWOT analysis, the BCG and
GE-McKinsey matrixes, the five competitive
force framework and the value chain), which are
consultants’ standard equipment today.

Third, for the reasons above, from the early
1990s – roughly speaking from the publication of
Porter’s The Competitive Advantage of Nations
(1990) – the use of business strategy has also man-
aged to trespass from its original realm of strategic
management into other fields of inquiry, such as
marketing, operations management, regional eco-
nomics, innovation and technology economics and
management, business history and international
affairs. It is now one of the quintessential compo-
nents of the inner circle of strategic management.

Notwithstanding, we still lack a definitive,
non-tautological and unambiguous understanding
of business strategy. Statements about it abound in
the arenas mentioned above, and there are broader
and narrowermeanings as well, but a single shared
definition is elusive. When one reviews the use of
the term in the literature, the initial underlying
meaning is ‘how to achieve a competitive advan-
tage in a typical and unique way’. This is eventu-
ally expanded to include the pursuit of inter-firm
cooperative strategies and cooperative advantage
(Contractor and Lorange 1988; Dussauge and
Garrette 1999; Faulkner and de Rond 2002), then
coopetitive strategy and coopetitive value creation
(Dagnino and Rocco 2009).

Some commentators have equated business
strategy with competitive strategy (Scott 2010).
Taking this contention further, we argue that busi-
ness strategy can encompass both cooperative and
coopetitive strategies.

InMichael Porter’s (1980) vision, business strat-
egy refers to how a company competes in a partic-
ular business. Rumelt (2003) relates it to how a
company can gain a competitive advantage through
a distinctive way of competing. In Competitive
Strategy (1980), Porter identifies four basic generic
strategies (i.e., cost leadership, differentiation, focus
on cost, focus on differentiation) and lays out the
required skills and assets, organizational elements
and risks associated with each strategy.

In short, competitive advantage results from a
firm’s ability to perform required activities at a
collectively lower cost than its rivals or to perform
these activities in unique ways that create more
value for buyers, thus allowing the firm to com-
mand a premium price. Pursuing one of these
courses will make a firm’s product or service
unique, and will prevent the firm being ‘stuck in
the middle’ (Porter 1980: 40). Table 1 illustrates
Michael Porter’s contribution.

Actually, cost and differentiation strategies are
not – according to Porter – absolutely incompati-
ble, but a hybrid cost-differentiation strategy is,
indeed, very unusual and sporadic. Porter (1985:
18) stated that, on the rare occasions when firms
were successful at simultaneously pursuing both
competitive advantages, they reaped even greater
benefits than firms that pursued only one compet-
itive advantage.

More recently, thanks to the gales of glo-
balization (Sirkin et al. 2008), increased



Business Strategy, Table 1 Competitive strategy: skills, assets, organizational elements and associated risk

Business
strategy Required skills and assets Organizational elements Associated risks

Cost
leadership

Sustained capital investment
and access to capital

Tight cost control Technological change that quashes
past investments or learning

Process engineering skills Frequent detailed reports Low-cost learning by industry
new-comers or followers through
imitation, or through their ability to
invest in state-of-the-art facilities

Intensive supervision of
labour

Structured organization
and responsibilities

Inability to see required product or
marketing change because of the
attention placed on costProducts designed for ease

of manufacture
Incentives based on
meeting strict quantitative
targetsLow-cost distribution

system

Differentiation Strong marketing abilities Strong coordination
among functions in R&D,
product development and
marketing

The cost differential between
low-cost competitors and the
differentiated firm becomes too great
for differentiation to hold brand
loyalty. Buyers sacrifice some of the
features, services or image possessed
by the differentiated firm for large
cost savings

Product engineering Subjective measurement
and incentives instead of
quantitative measures

Buyers’ need for the differentiating
factor falls. This can occur as buyers
become more sophisticated

Creative flair Amenities to attract highly
skilled labour, scientists or
creative people

Imitation narrows perceived
differentiation, a common occurrence
as industries mature

Strong capability in basic
research

Corporate reputation for
quality or technological
leadership

Long tradition in the
industry or unique
combination of skills drawn
from other businesses

Strong cooperation from
channels

Focus Combination of the above
policies directed at the
particular strategic target

Combination of the above
policies directed at the
particular strategic target

The cost differential between broad-
range competitors and the focused
firm widens, to eliminate the cost
advantages of serving a narrow target
or to offset the differentiation
achieved by focus

The differences in desired products or
services between the strategic target
and the market as a whole narrows
Competitors find submarkets within
the strategic target and out-focus

Source: Adapted from Porter (1980) and Nickols (2000)
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hyper-technological rivalry and the advent of
hypercompetitive markets (D’Aveni 1994; Ferrier
et al. 1999; Smith et al. 2001), some authors
(Flynn and Flynn 1996; D’Aveni 2010) have
severely criticized the idea that cost and differen-
tiation strategies are generally self-excluding and
postulate instead that they are all but incompati-
ble. An integrated cost leadership-differentiation



Competitive advantage

Cost Uniqueness

Focused cost
leadership

Focused
differentiation

DifferentiationCost
leadership

N
ar

ro
w

ta
rg

et

C
om

pe
tit

iv
e 

sc
op

e

Integrated cost
leadership/

differentiation

Business Strategy, Fig. 1 Five generic strategies
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strategy is a hybrid strategy that chases the lower/
lowest cost and product differentiation simulta-
neously. This has various benefits. While differ-
entiation allows a firm to charge a premium price,
cost leadership makes it possible to charge the
lowest price. This means that the firm may be
capable of achieving a competitive advantage by
delivering value to customers based on both prod-
uct features and low price. In this way, the generic
strategies become five instead of four (see Fig. 1).

Furthermore, in the last decade or so a new
concept that appears to be closely related to business
strategy has emerged: the concept of business
model. A business model illustrates how an organi-
zation creates, delivers and captures value (Zott
et al. 2011). The process of business model design
and construction is part of business strategy, since
businessmodel design defines the business logic of a
firm at the strategic level. This, in turn, includes a
broad range of informal and formal descriptions that
represent core aspects of a business (including pur-
pose, offerings, strategies, infrastructure, organiza-
tional structures, trading practices, and operational
processes and policies). Accordingly, a business
model offers a comprehensive picture of an organi-
zation from a decision-making standpoint.

To summarize, the core of business strategy
today can be interpreted as formed by two key
sections that interact dialectically with one another:
a first part that has accomplished virtual maturity
and consolidation in academic conversation, as
well as inmanagement and entrepreneurial practice
(being concerned with generic strategies and ana-
lytical tools); and a second part that is more explor-
atory and developmental in nature (e.g., as related
to hybrid strategies and business models).
See Also

▶Business Model, the
▶Competitive Strategy
▶Corporate Strategy
References

Barney, J.B. 2002. Gaining and sustaining competitive
advantage, 2nd ed. Reading: Addison-Wesley.

Besanko, D., D. Dranove, and M. Shanley. 2000. Econom-
ics of strategy, 2nd ed. New York: Wiley.

Contractor, F., and P. Lorange. 1988. Cooperative strate-
gies in international business. New York: Lexington
Books.

D’Aveni, R.A. 1994. Hypercompetition: Managing the
dynamics of strategic manoeuvering. New York: Free
Press.

D’Aveni, R.A. 2010. Beating the commodity trap: How to
maximize your competitive position and improve your
pricing power. Boston: Harvard Business Press.

Dagnino, G.B., and E. Rocco. 2009. Coopetition strategy:
Theory, experiments and cases. London: Routledge.

Dussauge, P., and B. Garrette. 1999. Cooperative strate-
gies: Competing successfully through strategic alli-
ances. Chichester: Wiley.

Faulkner, D., andM. de Rond. 2002.Cooperative strategy:
Economic, business, and organizational issues. New
York: Oxford University Press.

Ferrier, W.J., K.G. Smith, and C.M. Grimm. 1999. The role
of competitive action in market share erosion and
industry dethronement: A study of industry leaders
and challengers. Academy of Management Journal
42: 372–388.

Flynn, E.J., and B.F. Flynn. 1996. Achieving simultaneous
cost and differentiation competitive advantages
through continuous improvement: World class
manufacturing as a competitive strategy. Journal of
Managerial Issues 8: 360–379.

Ghemawat, P., and J. Rivkin. 1999. Strategy and the busi-
ness landscape. Reading: Addison-Wesley.

Hitt, M.A., D. Ireland, and R.E. Hoskisson. 2011. Strategic
management: Competiveness and globalization,
9th ed. Mason: South-Western Cengage Learning.

Kay, J. 1993. Foundations of corporate success. Oxford:
Oxford University Press.

https://doi.org/10.1057/978-1-137-00772-8_335
https://doi.org/10.1057/978-1-137-00772-8_598
https://doi.org/10.1057/978-1-137-00772-8_688


Business-to-Consumer (B2C) Marketing 183

B

Nickols, F. 2000. Competitive strategy: The basics à la
Michael Porter. Available at http://www.nickols.us/
strategy_competitive.htm. Accessed 7 July 2011.

Porter, M.E. 1980. Competitive strategy. New York: Free
Press.

Porter, M.E. 1985. Competitive advantage. New York:
Free Press.

Porter, M.E. 1990. The competitive advantage of nations.
New York: Free Press.

Rothaermel, F. 2013. Strategic management. New York:
McGraw-Hill/Irwin.

Rumelt, R.P. 2003.What in the world is competitive advan-
tage? Policy Working Paper 2003–15. Los Angeles:
Anderson School, UCLA. Available at http://www.
anderson.ucla.edu/faculty/dick.rumelt/Docs/Papers/
WhatisCA_03.pdf. Accessed 30 Oct 2010.

Rumelt, R.P., D. Schendel, and D.J. Teece (eds.). 1994.
Fundamental issues in strategy: A research agenda.
Boston: Harvard Business School Press.

Saloner, G., A. Shepard, and J. Podolny. 2001. Strategic
management. New York: Wiley.

Scott, D.L. ed. 2010. Competitive strategy. In American
heritage dictionary of business terms. Boston:
Houghton Mifflin.

Sirkin, H.L., J.W. Hemerling, and A.K. Bhattacharya.
2008. Globality: Competing with everyone from every-
where for everything. New York: Business Plus.

Smith, K.G., W.J. Ferrier, and C.M. Grimm. 2001. King of
the hill: Dethroning the industry leader. Academy of
Management Executive 15: 59–70.

Thompson, A., M.A. Peteraf, J. Gamble, and
A.J. Strickland III. 2011. Crafting and executing strat-
egy: The quest for competitive advantage, 18th ed. New
York: McGraw-Hill/Irwin.

Zott, C., R. Amit, and L.Massa. 2011. The business model:
Recent developments and future research. Journal of
Management 37: 1019–1042.
Goods and services
Business-to-Consumer (B2C)
Marketing

Tony Garry
University of Otago, Department of Marketing,
Dunedin, New Zealand
Customer Value Business

Payment

Business-to-Consumer (B2C) Marketing, Fig. 1 The
B2C exchange process
Abstract
This article defines business-to-consumer
(B2C) marketing. First, the exchange process
between a company and a consumer is
explained. Next, the decision-making process
that a consumer progresses through when
deciding to purchase a product is examined,
together with its significance to a business’s
marketing efforts. The ▶ segmentation,
targeting and ▶ positioning strategy adopted
by a business when marketing to consumers
is described, as well as how this should be
reflected in a business’s marketing mix.

Business-to-consumer (B2C) marketing
revolves around a business attempting to sat-
isfy consumer needs and wants in exchange for
some kind of compensation, usually financial
in nature (Houston 1986). These needs and
wants may range from physical needs such as
for clothing, food or security through to more
sophisticated wants, such as designer products,
shaped by sociocultural influences. An organi-
zation will offer products and services that they
anticipate will satisfy these needs and wants to
consumers. If the consumer perceives the offer
as valuable, then a monetary exchange of a
product will take place (see Fig. 1). Under-
standing and responding appropriately to cus-
tomer needs is a key aspect of B2C marketing.
This is frequently achieved through ▶market
research and the establishment of marketing
intelligence systems. As a result, business-
wide, consumer-focused strategies may be
planned and implemented. This planning pro-
cess revolves around managing a set of mar-
keting variables known as the marketing mix
(product, place, price and promotion), in such a
way that they appeal to specific sets or seg-
ments of consumers (the target market). From
an understanding of consumers, a marketing
mix is blended to best meet their needs and is
then positioned in the market to create a com-
petitive advantage for the business.
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Definition Business-to-consumer marketing
(B2C) may be defined as satisfying consumer
needs and wants through the exchange of services,
information and/or products between a business
and a consumer, as opposed to between one busi-
ness and another.
The Decision-Making Process

Markets are aggregates of consumers who buy
goods and services for personal consumption.
Businesses have to understand consumers before
they are in a position to develop effective market-
ing strategies. The thinking processes that con-
sumers use when deciding whether or not to
purchase a product are of particular interest to
marketers, as this will inform the stimuli or mar-
keting mix they decide to use (Blackwell
et al. 2001). A number of internal and external
factors will influence the consumer decision-
making process (see Fig. 2).
Exposure

Stimuli

• Marketing
dominated

• Non-
marketing
dominated

Attention

Comprehension

Acceptance

Retention

Dissatisfaction

Memory

Internal
search

External
search

Business-to-Consumer (B2C) Marketing, Fig. 2 The cons
During the need or problem-recognition stage,
consumers perceive a difference between an
actual and a desired state, which may be triggered
by internal or external stimuli. An information
search related to the problem recognized may be
a subconscious or automatic review of informa-
tion stored in the memory, or it may be based upon
information available externally, such as advertis-
ing. Consumers vary the amount of time they
spend searching for information according to the
nature of the purchase decision. Search effort
varies from passive information gathering to
active information search modes, depending on
the perceived level of risk associated with the
purchase. Subsequently, consumers compare and
evaluate alternatives using set criteria to assess
each product’s attributes. The consumer will
then decide for or against the purchase and con-
sumption of the product based on its anticipated
performance against the set criteria. During the
post-purchase behaviour stage, a comparison is
made between expected and anticipated
Need
recognition
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umer decision-making process (after Blackwell et al. 2001)
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performance of the product and a (dis)satisfaction
judgement reached.

The significance attached by a consumer to
each of the above stages is determined by the
consumer’s level of involvement. Jobber (2007)
defines involvement as the degree of perceived
relevance and personal importance accompanying
the choice of a brand. Laurant and Karpferer
(1985) suggest there are a number of risks which
determine consumer level of involvement: finan-
cial, psychological, product performance and
social risks. When the involvement level is high,
consumers are more likely to carry out a complex
decision-making process to alleviate the potential
risks, and pass through each of these stages. How-
ever, when the involvement level in a purchase is
low, or is of no or limited interest, consumers will
often use shortcuts to reduce the time and effort
they expend in the decision-making process.

Marketers need to be aware of the level of
involvement that consumers generally have in
relation to their products. With high-involvement
products, marketers need to understand how con-
sumers gather and evaluate information. Con-
sumers will be actively searching for lots of
information and marketers need to provide it in a
format with which consumers can identify and
engage (e.g., websites, newspapers, magazine
adverts, etc.). With low-involvement products,
the consumer is often passive in their information
search. They do not actively search for informa-
tion so marketers attempt to create and increase
awareness of their product and to reinforce its
positive attributes. For example, television is
often used to advertise low-involvement products
because of the opportunity it provides for repeti-
tion and reinforcement and because of the large
amount of people who potentially see the advert.
Product

Promotion
Place

Price

Standard
marketing mix

Business-to-Consumer (B2C) Marketing, Fig. 3 The
marketing mix
Marketing to Consumers

Consumers each have their own psychological
characteristics or personality. Related to this, an
understanding of the motives that drive con-
sumers to purchase products is important from a
marketing perspective because these are what
determine consumer knowledge, attitudes and
perceptions and, ultimately, the criteria by which
consumers choose which products or brands to
purchase. From an external perspective, culture,
subcultures, social class, reference groups and
family will all influence consumer behaviour.

Market research involves collecting qualita-
tive and quantitative data from primary and sec-
ondary sources. This data is then analysed so as to
anticipate and identify the attitudes and behav-
iours of consumers, and the relevance and signif-
icance of internal and external influences. From
this information, markets may be segmented
through consumer profiling, and target segments
identified for the development and ▶ positioning
of appropriate marketing mixes.

Market ▶ segmentation is the process of divid-
ing a market into smaller distinct groups of con-
sumers who might require separate products or
marketing mixes. It is usually possible to identify
relatively homogeneous portions or segments of a
market according to shared preferences, attitudes or
behaviours that distinguish them from the rest of
the market. Marketers can use a number of vari-
ables to segment a market, including geographic,
demographic, psychographic and behavioural
bases. Once a market has been segmented, mar-
keters must decide on a targeting strategy.

Target marketing is the process of evaluating
each market segment’s attractiveness and
selecting one or more segments to target with an
appropriate marketing mix (see Fig. 3). In decid-
ing which markets to serve, the firmmust consider
its resources and objectives in setting its strategy.

When developing a marketing mix that will
appeal to its target market, a number of key
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decisions related to each element of the marketing
mix will need to be taken into account by the
business.

Product decisions focus on the goods or ser-
vices the business should be offering the target
group of consumers. Frequently, such decisions
will involve issues such as new product develop-
ment, the range and depth of product portfolios,
quality, branding, packaging, and the level and
extent of after-sales service.

Pricing decisions involve consideration of con-
sumer elasticity of demand, costs (fixed and vari-
able), how much the competition is charging for
their products and the product’s market position. At
a strategic level, for example, consideration needs
to be given whether to position as a cost leader or at
the premium end of the market. Both strategies
significantly affect pricing decisions.

Promotional decisions focus on which is the
most appropriate methods of communicating
and/or interacting with consumers. What message
does the business wish to send to consumers?
Similar to the concept of the marketing mix,
there is a promotional mix which a business can
draw on, comprising a number of different pro-
motional tools. These include advertising, per-
sonal selling, public relations, sales promotion
and, increasingly, digital marketing activity. It is
critical that these promotional tools be integrated.
A decision needs to be taken as to which media to
adopt to reach the optimum number of consumers
in the target market. Options include TV, cinema,
print, outdoor advertising and digital marketing.

Place or distribution decisions focus on the
availability and accessibility of the product or
service. For products, these mainly revolve
around distribution issues such as the number
and exclusivity of outlets, methods of inventory
and transport, and other supply chain issues. For
services, issues focus on the location of consump-
tion activities (e.g., does the consumer go to the
service or does the service go to the consumer?).

Because they have a number of distinct char-
acteristics, services may be differentiated from
products. They are intangible, cannot be stored,
service standardization may be difficult, and pro-
duction by a service provider and the consump-
tion by consumer are simultaneous. Because of
these distinctions, an extended marketing mix has
been developed comprising a further three Ps
(people, processes and physical evidence).

With “people”-related decisions, it is recog-
nized that the firm’s personnel occupy a key posi-
tion in influencing customer perceptions of
quality. Recruitment and training policies should
reflect this.

Process decisions refer to the procedures,
mechanisms and flow of activities by which a
service is acquired by the customer. These need
to take into account factors such as capacity
management.

Decisions related to the place in which the
service is delivered and consumed need to be
considered. This is the physical “evidence” the
consumer uses to assess quality within service
contexts, and will include the layout, the ambient
condition and tangible objects.

Market positioning is about managing cus-
tomers’ perceptions of the business and its products
relative to those of the competition. Perceptual
maps are a way of revealing how customers see
markets. They show which products customers
perceive as being similar and those they do not.
Successful positioning involves developing a dis-
tinct competitive advantage in the mind of the
customer. The key to selecting an appropriate com-
petitive advantage is to develop a unique selling
proposition (USP) for the product.
See Also
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