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Theoretical insights into the effect of ligands
on platinum(II) complexes with a bidentate
bis(o-carborane) ligand structure†

Ancong Zhao,a Wanlin Cai,a Xi Yan,a Huize Zhang,a Jian Wang*b and Wei Shen *a

Carboranes feature a wealth of unique structures and properties in phosphorescent transition-metal com-

plexes (PTMCs). Herein, we identify the influence between the electronic structure in carboranes and the

main ligand based on the density functional theory (DFT) and time-dependent density functional theory

(TD-DFT), which affects the phosphorescence properties of carborane-containing Pt compounds.

Furthermore, the mechanism, including singlet–triplet splitting energies ΔE(Sn – T1), transition dipole moment

for S0 – Sn transitions, the zero-field splitting (ZFS), the radiative decay rate constant (kr), the Huang–Rhys

factor (S), and the spin–orbit coupling (SOC) matrix elements <T1|HSOC|Sn> have been carefully investigated.

The results presented here reveal the functional action 1,1’-bis(o-carborane) contributes to the emission

process owing to the manipulation of main ligand dtb-bpy and complex 1a shows promising prospects for

achieving highly efficient phosphorescence via engineering the conjugation of the main ligand dtb-bpy.

1 Introduction

Icosahedral carboranes,1–3 consisting of 10 boron atoms and 2
carbon atoms, show unique electronic properties and thermal
stability.4–7 Meanwhile, the self-quenching, triplet–triplet
annihilation and concentration quenching in the solid state
could be suppressed due to the bulkiness of organometallic
complexes containing carboranes.8–11 The phosphorescent
transition-metal complexes (PTMCs) containing carboranes
have attracted much interest of researchers in the past
decades.12–15 Very few Pt complexes containing carborane
ligands have been reported at the current stage. The electrons
in organometallic complexes containing the carborane are not
distributed on the carborane,16–19 indicating that the carbor-
ane is not participating in the emission and not related to the
luminescence. Is it possible to change the electronic properties
of carboranes in some way?

It is a sagacious strategy to change the coordinated ligands
of organometallic complexes for obtaining high-performing
OLEDs. For example, Luo et al. have theoretically investigated

the effect of regulated main ligand π-conjugation on the photo-
physical properties of a series of Pt(II) NHC complexes.20 As
reported by Lu and co-workers, two cyclometalated Pt(II) com-
plexes (TN3T)Pt(dptp) and (4tfmppy)Pt(dptp) with high photo-
luminescence quantum efficiency yields were designed and
synthesized through the introduction of the nitrogen atoms
and CF3 group into the main ligand.21 Recently, the influence
of different ancillary ligands on the photophysical properties
of Pt(II) complexes has been theoretically researched by Wang
et al.22 In 2016, a series of Pt(II) complexes containing a 1,1′-
bis(o-carborane) (denoted as bc) ligand were synthesized and
characterized by A. M. Spokoyny and co-workers,16 and they
are non-emissive at room temperature. Some theoretical
studies7 have been carried out to disclose the relation between
the structure and emission properties, including the different
ways in which the bc ligand and Pt atom are connected as well
as the number of carboranes attached to the Pt(II) center.
Based on this, is it possible to adjust the electronic structure
of carboranes through regulating the main ligand? What we
are concerned about is that the regulation of the main ligand
dtb-bpy can improve the contribution of ancillary ligand Et-bc
to the molecular orbital.

Two classes of derivatives of complex 1 have been dis-
cussed. 1a, 1a-N (bridge atom is nitrogen atom), 1a-O (bridge
atom is oxygen atom) and 1a-PO (bridge atom is PvO group)
represent the first type which introduce the bridge atom
between two pyridine groups of the dtb-bpy ligand. 1b rep-
resents the second type which extends the conjugation length
of the dtb-bpy ligand. All molecules are shown in Scheme 1.
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Interrupting and increasing conjugation are two common ways
to improve phosphorescence properties, but which one is
better? To understand the photophysical properties of these
compounds, the DFT 23 and TD-DFT 24–26 calculations are
carried out. We believe that this preliminary work will provide
valuable guidelines on designing highly efficient luminescent
materials of OLEDs in the future.

2 Theoretical background

The phosphorescence quantum yield ΦPL is a key parameter to
study the phosphorescent materials, which usually rely on two
factors: the radiative rate constant kr and the nonradiative rate
constant knr containing the temperature-independent non-
radiative decay rate constant knr,1 and the temperature-depen-
dent nonradiative decay rate constant knr,2. Their relationship
can be presented as follows:

ΦPL ¼ kr
kr þ knr;1 þ knr;2

: ð1Þ

According to eqn (1), the larger kr and smaller knr values
are beneficial for achieving high phosphorescence quantum
yield (ΦPL).

2.1 Radiative decay rate constant

In a non- or scalar relativistic scene, the triplet excited states
get threefold degenerated. With the influence of SOC effect,
the emissive triplet excited states would be split into three sub-
levels, and the energy differences between the sublevels are
defined as the zero point splitting (ZFS) energy.27 The radiative
decay rate kir and the radiative decay lifetime tir from each sub-
level can be presented on the basis of the perturbation theory:

kir ¼
1
τir

¼ krðS0;T i
1Þ ¼

4α30
3t0

ΔES0�T i
em

3
X

j[fx;y;zg
jM i

j j2 ð2Þ

where, t0 ¼ ð4πε0Þ2ℏ3

mee4
, α0 and ΔES0 − Ti

em refer to the fine struc-

ture constant and energy differences between Tem and S0.

What’s more, Mi
j is the transition dipole moment of Tiem → S0,

which can be shown in the following expression:

M i
j ¼

X1

n¼0

hS0jμ̂jjSnihSnjĤsocjT i
emi

EðSnÞ � EðTemÞ
þ
X1

m¼1

hS0jĤsocjTmihTmjμ̂jjTi
emi

EðTmÞ � EðS0Þ :

ð3Þ
where, μ̂j and Ĥsoc represent the electron transition dipole
moment as well as the spin–orbit dipole, respectively. The
energy differences between S0 and Tm are much larger than
those between Sn and Tem, and the transition dipole moments
between S0 and Sn are much greater than those between Tm
and Ti

em. Therefore, the latter is much smaller than the
former, which could be considered as the main factor contri-
buting to the Mi

j value. Furthermore, the distribution of the
Boltzmann statistics, and the total radiative decay rate con-
stant can be elucidated as below:

kr ¼ kr1 þ kr2 expð�ZFS1;2=kBTÞ þ kr3 expð�ZFS1;3=kBTÞ
1þ expð�ZFS1;2=kBTÞ þ expð�ZFS1;3=kBTÞ : ð4Þ

Generally speaking, both of the ZFS for transition-metal
phosphors are typically less than 200 cm−1.28 Thus, at ambient
temperature, eqn (4) could be broken down to:

kr ¼ 1
3

X3

i¼1

kri : ð5Þ

2.2 Nonradiative decay rate constant

In addition to the radiative decay rate constant, the non-
radiative decay rate constant is also an important factor for the
determination of phosphorescence quantum yield. On the
basis of the energy-gap law,29 the temperature-independent
nonradiative decay rate constant from the Tm state to S0 state
can be expressed as follows:

knrðTm ! S0Þ / expf�β½EðTmÞ � EðS0Þ�g: ð6Þ
where, the nonradiative decay rate constant is closely associated
with two main factors. One is the parameter β which reflects
structural distortion between Tm with respect to S0. The other is

Scheme 1 Chemical structures of the two series of complexes.
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the energy difference between Tm and S0. Obviously, the larger
the degree of structural distortion, the smaller the energy level
difference and the faster the nonradiative inactivation process.
As reported, the Huang–Rhys factors20 of the T1 state and S0
state quantify the degree of molecular structural deformation.
Within the displaced harmonic oscillator’s approximation, the
Huang–Rhys factors are described in eqn (7):

S ¼ 1
2
ωΔQ2 ð7Þ

where S and ΔQ are the Huang–Rhys factor and the shift
vector, respectively.

3 Computational details

The geometry optimizations of the ground state and the lowest-
lying triplet excited state for all the studied complexes were per-
formed by density functional theory (DFT). To find a suitable
method which has good consistency with the experiment, seven
different DFT methods were tested, including PBE0,30 B3LYP,31

BMK,32 M052X,33 M062X,34 CAM-B3LYP,35 and BP86-D3.36–38

For the S0 state of the experimental molecule 1, the corres-
ponding detailed results and the available experimental values
are given in Table S1.† The results indicate that the BP86-D3
functional with the 6-31g(d) level gives a similar result to the
experimental parameters, therefore, the geometry optimizations
for the S0 state and T1 state of all complexes are employed at the
level of BP86-D3. No imaginary frequency was observed, con-
firming the optimized geometry was at the minimum of the
potential-energy surface. In addition, the metal central (3MC)
states, constructed through the methodology presented in
Persson’s work,39 were calculated with the BP86-D3 functional.
At the same time, the intrinsic reaction coordinate (IRC) was
computed to confirm the reliability of the transition state.

In addition, the emission performance was studied by
TD-DFT/M062X on account of the optimized T1 geometries. All
these calculations were carried out using the Gaussian 09
program package.40 The transition metal atom Pt and light
atoms (C, H, O, N, P) were calculated with the LANL2DZ basis
set41 and 6-31G (d) basis set,42 respectively.

The radiative decay rate constant was calculated in the
ADF2014.04 program package.43 20 lowest singlet excited
states and 20 lowest triplet excited states were taken into con-
sideration in the spin–orbit TD-DFT calculation. On the basis
of the information obtained above, the phosphorescence
spectra was computed using the software MOMAP.44

4 Results and discussion
4.1 Geometries at the ground and lowest triplet excited states

In this paper, all structures at the ground and lowest triplet
excited states were calculated in the theoretical level of
BP86-D3 at 6-31g (d). The structure of complex 1 as well as the
related bond is labeled in Fig. 1. The main optimized struc-

tural parameters of S0 and T1 states for all the investigated
complexes are given in Table S2.† As compared with the bond
lengths in 1, 2 exhibits significant enhancement in the
ground-state for all complexes. A possible explanation is that
the interaction of Pt–C is stronger than that of Pt–B. It can be
easily noted that the bond lengths of Pt–C and Pt–B are
smaller than those of Pt–N, indicating that the Pt atom has a
stronger interaction with the carborane relative to the pyridine
owing to the strong electron-withdrawing ability of the carbor-
ane. Through analyzing the bond angles of the ground-state, it
suggests that the influence of interrupting and extending con-
jugation on the bond angles can be neglected. At the same
time, by comparing the dihedral angles of the ground-state, it
is not difficult to find that the dihedral angles of the 1b series
are generally reduced, while the dihedral angles of the 1a
series are different. From the results we have analyzed that it is
a sagacious strategy to make the planarity better by extending
the π-conjunction of the main ligands.

According to the Kasha rule, the speed of ISC and IC is
much faster than the phosphorescent rate. Therefore, the Sn
and Tm states are more easily relaxed to the T1 state, and the
structure largely affects the radiative decay process and the
non-radiative decay process.27 The optimized geometry of T1 is
emphatically discussed. First, in comparison with the ground
and lowest triplet excited states of the 1b series, one can find
that the bond lengths and bond angles have a subtle change.
In addition, the T1 state has smaller dihedral angles compared
with those of the S0 state, which demonstrates that the struc-
tural distortion is small for the 1b series. In contrast, there is
apparent structural distortion of the T1 state for the 1a series.
Among these changes, the most obvious change is the bond
angle 2–Pt–3 which is different in molecule 1a-O, reaching
57.1°. For the dihedral angles, we have noticed a distinct vari-

Fig. 1 Optimized geometry structures of complex 1 in the ground state.
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ation in the 1a series. The dihedral angle 8–9–10 of 1a-O exhi-
bits significant changes (18.02°) between the S0 state and the
T1 state. In order to more accurately describe the degree of
structural distortion between the S0 state and the T1 state, the
root mean square difference (RMSD) was calculated using the
VMD 1.9 program.45 As we guessed, the RMSD of the molecule
1a-O (2.153) is larger than others, that is to say the structural
distortion is the largest between the S0 state and T1 state in the
molecule 1a-O. Importantly, the RMSD of the 1b series is
smaller than that of complex 1, while that of the 1a series is
larger than that of complex 1, indicating that the T1 state of
the 1a series is greatly distorted which may lead to a larger
nonradiative rate constant.

4.2 Phosphorescence properties

On the basis of the T1 state, calculated vertical transition
energy (ΔEvert) configuration, characteristics, and available
experimental emission maxima are given in Table 1. The
TD-DFT calculations are consistent with the experimental
value, which proves the credibility of the method we chose.
Furthermore, the molecular orbital character of the T1 state is
shown in Table S4.† The lowest-energy emission of complex 1
is mainly ascribed to the transition from HOMO−1 to LUMO.
The lowest-energy emission of the 1b series, which is the elec-
tronic transition property corresponding to the maximum
emission wavelength, is primarily attributed to the transition
from HOMO−1 character to LUMO character. However, the
emission process of the 1a series shows a remarkable differ-
ence. The electronic transition properties corresponding to
their maximum emission wavelengths are chiefly attributed to
their transition from the HOMO to the LUMO. The results pre-
sented here reveal that the interruption of conjugation shows a
marked difference for molecular character, while the extension
of the conjugation has no effect on the transition properties.

Strictly speaking, it is imprecise to describe the transition
properties through the data in Table 1, because more than one
configuration of transition could be included. To shed light on
the phosphorescence properties, the natural transition orbitals
(NTOs) were calculated based on the T1 state, which is shown
in Fig. 2. The “hole” represents the occupied NTOs, while the
“electron” refers to the unoccupied NTOs. For the 1b series,
the electron NTOs are distributed over the metal center and
dtb-bpy ligand, whereas the hole NTOs are predominantly
located on the metal center and partially on the ancillary. The
key point of the NTO distribution is similar to molecule 1,
which means that extending the conjugation of the main ligand
does not change the molecular transition properties. In com-
parison with complex 1, the hole and electron NTOs of the 1a
series have obvious differences, and the hole NTOs are obviously
distributed from the metal center to the ancillary ligand (Et-bc
ligand); the reason for this may be that the carborane is involved
in the transition process. In the meantime, it is a rare phenom-
enon for carborane which is participating in the transition
process. Additionally, it is worth noting that the reduction of the
proportion of metals in holes makes the reduction of the tran-
sition nature defined as MLCT46 in the 1a series correspond-
ingly, which could affect the radiative inactivation process.

With the development of computational chemistry, it is
convenient to compute the phosphorescence spectra, which
are helpful in understanding the phosphorescence properties
of transition-metal complexes.47 The calculated room-tempera-
ture optical emission spectra of complex 1 are shown in Fig. 3.
The theoretical phosphorescence emission spectra agree well
with the experimental line shapes, which confirm the
reliability of the TVCF formalism adopted in this work.
Compared to the parent compounds, the interruption of con-
jugation exhibits red-shifted emission bands. The serious
structural distortions for the 1a series and 1a class are not
listed. The emission band would be broadened for organo-
metallic compounds with higher total Huang–Rhys factors,
especially when the temperatures increase. The Huang–Rhys
factors are discussed in section 4.4.

4.3 The radiative decay process

High phosphorescence quantum yields often require a large
radiative rate constant kr and a small nonradiative rate con-
stant knr, simultaneously. In this way, the radiative decay
process plays an important role in the molecular photo-
physical properties. On the basis of perturbation theory, the
radiative rate constant is calculated together with the available
data in the experiment as shown in Table 2. As shown, the cal-
culated radiative rate constant of molecule 1 is similar to those
of the experimental value, indicating the feasibility of the
method we chose, while for the 1b series, the calculated radia-
tive rate constant elucidates that the prolongation of the conju-
gation chain has little influence on the radiative decay process.
What is surprising is the reduction of the radiative rate con-
stant (1b-PO), which may be caused by the strong electron-
withdrawing properties of the phosphoryl group. At the same
time, the kr value of 1a is nearly an order of magnitude smaller

Table 1 The calculated triplet emissive wavelength (nm), and transition
character for studied complexes together with the experimental values

ΔEvert Configuration Character Eexp

1 498 H−1 → L (48%) MLCT/ILCT/LLCT 497
H−5 → L (21%) ILCT/LLCT

1a 842 H → L (56%) MLCT/ILCT/LLCT
H → L+3 (12%) MLCT/ILCT/LLCT
H → L+4 (10%) MLCT/ILCT/LLCT

1a-N 436 H → L (72%) MLCT/ILCT/LLCT
H−1 → L (11%) MLCT/ILCT/LLCT

1a-O 1015 H → L (69%) MLCT/ILCT/LLCT
H → L+2 (11%) MLCT/ILCT/LLCT

1a-PO 640 H → L (60%) MLCT/ILCT/LLCT
H → L+4 (15%) MLCT/ILCT/LLCT

1b 513 H−1 → L (75%) MLCT/ILCT/LLCT
1b-N 459 H−1 → L (56%) MLCT/ILCT/LLCT

H → L (19%) MLCT/LLCT
1b-O 460 H → L (24%) MLCT/LLCT

H−1 → L (43%) MLCT/ILCT/LLCT
H−5 → L (17%) ILCT/LLCT

1b-PO 501 H−1 → L (37%) MLCT/ILCT/LLCT
H−5 → L (37%) MLCT/ILCT/LLCT
H−6 → L (14%) MLCT/ILCT/LLCT
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than that of molecule 1, manifesting that the disruption of con-
jugation has a greater influence on the radiative deactivation
process. The molecule 1a-N and 1b-N have the largest radiation
rate constant and may have a higher phosphorescence quantum
yield. We will discuss the factors affecting the radiation de-
activation process from several aspects.

The zero field splitting (ZFS) is a crucial parameter which
assesses the radiative decay rate. Given the SOC effect, the T1

state could split into three sub-levels. The stronger the SOC
effect, the larger the ZFS values. This could result in a large
radiative rate constant (or short radiative lifetime). Owing to
the reduction of ZFS, the radiative rate constant of the 1a class
(except for 1a-N) is much lower than that of complex 1, as
shown in Table 2. There is a tiny difference in ZFS for the 1b
class (except for 1b-PO) with respect to 1. However, the kr
values of molecules 1a-N and 1b-PO are exceptional. Therefore,
ZFS does not fully control the magnitude of the radiative rate
constant, and the other factors need to be discussed.

Mi
j , which is also a key factor for influencing the radiative

decay rate, contains all information on the transition dipole
moments μj, singlet–triplet splitting energies ΔE(Sn − T1), and

Fig. 2 NTO pairs calculated at the excited T1 state for the two classes of complexes.

Fig. 3 Calculated optical emission spectra for complex 1 and the
1b class.
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the SOC matrix elements <T1|HSOC|Sn>. For the investigated
complexes, the three largest <T1|HSOC|Sn> values are given in
Table 3 and more detailed information can be seen in
Table S5.† Meanwhile, the larger the spin–orbit coupling inter-
action between T1 and Sn states, the faster the process of radia-
tive decay. As shown in Table 2, the reason for similar values
of kr in the 1b series could be ascribed as the approximation
SOC matrix elements and the singlet–triplet splitting energies
(ΔE); while for 1b-PO, reduced radiative decay behavior relative
to others may be caused by the smaller μj. On comparing with
complex 1, the kr values of the molecule 1a class are found to
be significantly decreased due to the much larger splitting
energies ΔE(Sn − T1). However, the molecule 1a-N is excep-
tional, which may be due to the small splitting energy. All in
all, the intrinsic factors of kr can be effectually tuned by inter-
rupting and increasing conjugation.

4.4 Temperature-independent nonradiative decay

In accordance with the energy-gap law, both the energy gap
between T1 and S0 and structural distortion are two important
aspects effecting the temperature-independent nonradiative
decay. In this paper, the maximum Huang–Rhys factor (Smax)
and RMSD quantitatively reflect the degree of molecular defor-

mation. The calculated results and the experimental data are
given in Table 4. Considering that the Huang–Rhys factor S is
smaller than 1, the structural distortion could be ignored. On
account of the serious structural distortion, the calculated
Huang–Rhys factor may be not precise, and the 1a class is
not given in Table 4. As shown, the molecular planarity and
rigidity could be improved on the condition of extending the

Table 3 Transition dipole moments μj (Debye) for S0–Sn transitions, singlet–triplet splitting energies ΔE(Sn − T1) (eV) and the SOC matrix elements
<T1|HSOC|Sn> (cm−1) of complexes

Sn μj ΔE(Sn − T1) HSOC Sn μj ΔE(Sn − T1) HSOC

1 S2 0.18 0.42 1629
S3 1.52 0.80 1444
S4 0.89 1.17 313

1a S5 0.47 1.63 1393 1b S3 0.38 0.44 1617
S6 0.59 1.73 422 S5 1.42 0.75 1306
S7 0.17 1.83 1140 S6 1.59 1.05 517

1a-N S2 0.29 0.35 1449 1b-N S2 0.47 0.44 1621
S3 0.35 0.61 1173 S3 2.14 0.81 1417
S4 0.78 0.67 747 S9 1.79 1.54 378

1a-O S4 0.32 1.40 1372 1b-O S2 0.49 0.44 1606
S5 1.20 1.62 719 S3 2.07 0.78 1416
S6 1.17 1.72 1136 S10 0.14 1.62 264

1a-PO S5 0.50 1.37 1360 1b-PO S2 0.11 0.40 1632
S6 0.25 1.61 1088 S3 1.23 0.73 1399
S9 0.48 2.02 365 S4 0.57 0.77 429

Table 2 Radiative decay rate constants kr (s
−1), ZFS parameters (cm−1) and radiative decay lifetime τr (μs) for the studied complexes together with

the available experimental values

1 1a 1a-N 1a-O 1a-PO

kr
a (Exp.) 1.67 × 104

kr 1.76 × 104 2.9 × 103 2.25 × 104 9.63 × 103 4.53 × 103

ZFS 175.4 50.65 117.68 37.83 49.93
τr 5.67 × 10−5 3.44 × 10−4 4.44 × 10−5 1.04 × 10−4 2.36 × 10−4

1b 1b-N 1b-O 1b-PO

kr 1.25 × 104 3.05 × 104 2.71 × 104 2.60 × 103

ZFS 301.40 225.83 204.62 122.51
τr 7.98 × 10−5 3.28 × 10−5 3.69 × 10−4 3.85 × 10−4

a Available experimental values from ref. 16.

Table 4 the energy differences between T1 and S0 states ΔET1–S0 (kcal
mol−1), SOC matrix elements 〈T1|ĤSOC|S0〉 (cm

−1), RMSD and Huang–Rhys
factor SM together with the available experimental values

1 1a 1a-N 1a-O 1a-PO

knr
a (Exp.) 2.21 × 10−5

ΔET1–S0 57.5 60.9 60.4 61.7 61.4
〈T1|HSOC|S0〉 535 238 234 115 245
RMSD 0.329 0.705 0.915 2.153 1.011
SM 6.41

1b 1b-N 1b-O 1b-PO

ΔET1–S0 55.8 57.3 58.0 55.4
〈T1|HSOC|S0〉 571 580 556 446
RMSD 0.103 0.075 0.077 0.056
SM 0.77 0.40 0.55 0.97

a Available experimental values from ref. 16.
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conjugation due to the smaller structural distortion and
Huang–Rhys factor in the 1b class. In addition, the RMSD of
the 1b series is smaller than that of molecule 1, while the
RMSD of the 1a series is bigger than that of 1. That is coinci-
dent with the deduction mentioned above.

Another key factor which influences the process of non-
radiative decay is that energy gap E(T1) − E(S0). The larger the
energy gap E(T1) − E(S0), the slower the process of nonradiative
decay. For the 1a series, ΔE(T1 − S0) is larger than that of
complex 1, demonstrating that interrupting the conjugation
could prompt the splitting of S0 and T1 states and the
reduction of nonradiative decay. As compared with the 1b
series, the energy gap E(T1) − E(S0) has no distinct difference
comparable to that of molecule 1, and only the tiny differences
are embodied through extending the conjugation. In this way,
there is no marked difference in the nonradiative decay.

In addition, the SOC matrix elements from the lowest-lying
triplet excited state to the ground state also play an important
part in reflecting the temperature-independent nonradiative
decay process on the basis of the theory which is put forward
by Chi-Ming Che48 and Prof. Che.49 As shown, the values of
the SOC matrix elements between S0 and T1 states for all the
designed 1a series are smaller than those of complex 1, con-
cluding that the interrupting conjugation through introducing
bridging atoms between two pyridine ligands in the dtb-bpy
ligand could reduce the values of 〈T1|ĤSOC|S0〉; it may be ben-
eficial for prohibiting the temperature-independent non-
radiative decay process. In contrast, the values of the SOC
matrix element have no significant difference in the 1b series,
disclosing that increasing conjugation has no apparent differ-
ence for the temperature-independent nonradiative process.

To sum up, interrupting conjugation not only reduces the
values of 〈T1|ĤSOC|S0〉, but also obviously increases the values
of energy gap E(T1) − E(S0). The temperature-independent non-
radiative decay rate is distinctly reduced through the interrup-
tion of conjugation, which ascertains that the nonradiative
decay rates of the 1a series may be smaller than complex 1.
The same tendency of the 1b series and complex 1, the energy
gap E(T1) − E(S0) and the values of 〈T1|ĤSOC|S0〉, can be observed.

4.5 Temperature-dependent nonradiative decay

There is a possibility for the triplet state to rapidly convert
from the 3MLCT state to the 3MC state; there is a path by
which the 3MC state would be back to the S0 state via non-
radiative decay through MECP. This conversion is very fast and
irreversible. Therefore, the population of the 3MC state is one
of the important parts for determining knr(T). To further
explore the process, the potential energy curve of the de-
activation pathway is built, which is shown in Scheme 2. The
following key points, i.e., 1GS state, 3ES state, 3MC state, TS
state and the MECP of 3MC/1GS, are first determined. Then,
these key points are connected by curves on the grounds of
their respective relative energy values, which are given in
Table 5. The distorted geometries of the 3MC state are estab-
lished by extending the metal–ligand bond length on the basis
of the optimized S0 geometries. The 3MC states for all the

studied compounds with the spin density are depicted in
Fig. 4. The greatly distorted geometric structures and the spin
density are mainly focused on the metal atom, which is in
good accordance with the 3MC state. For compound 1, the
energy of the 3MC state is lower than that of the 3ES state,
manifesting that the conversion50 is a spontaneous process
from the 3ES state to the 3MC state. The barrier energy ΔE1 of
complex 1 is only 1.70 kcal mol−1 and the exothermic energy
(ΔE1 − ΔE2) is 8.44 kcal mol−1. For complex 1, it is not difficult
to overcome these barriers and radiate to the ground state with
increasing temperature; that is why complex 1 could emit blue
phosphorescence at 77 K but be non-emissive at indoor tempera-
ture. The 3ES state to 3MC conversion would be impeded on the
condition of a high enough activation barrier; the temperature-
dependent nonradiative deactivation process can be suppressed.

As shown in Table 5, the barrier has changed by extending
the conjugation of the dtb-bpy ligand in comparison to
complex 1. For the 1b class, the absolute value of ΔE2
decreases obviously, indicating that it is difficult to directly
inactivate the complex 1b series from the 3MC state to the S0
state. Among them, 1b-N has the largest ΔE1 value, which
means that the 3ES state → 3MC state conversion has the

Scheme 2 The potential energy curves of thermal decay channels.

Table 5 The activation barriers (kcal mol−1), ΔE1 (3ES → 3TS), ΔE2
(3ES → 3MC), for the nonradiative thermal deactivation process for these
2 classes of complexes

1 1a 1a-N 1a-O 1a-PO

ΔE1 1.70 4.77 2.49 3.03
ΔE2 −6.47 1.24 −5.29 −5.54 1.70

1b 1b-N 1b-O 1b-PO

ΔE1 2.46 4.06 1.88
ΔE2 −4.12 −3.30 −4.02 −2.92
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highest energy barrier and it is difficult to convert from the
3ES state to 3MC state. In the 1b series, the temperature-depen-
dent nonradiative rate constant of 1b-N may be minimum.
Compared with complex 1, 1a possesses prominent energy
barrier changes. Furthermore, the energy barrier ΔE2 with the
positive reaction energy of complex 1a reflecting the conver-
sion from the 3ES state to the 3MC state is not a spontaneous
process any more. Owing to the positive energy gap and the
largest energy differences (ΔE2), there is obvious reduction for
the temperature dependent nonradiative rate.

On the whole, the regulation of the dtb-bpy ligand can
effectively improve the nonradiative inactivation process and
the 1a complex may have the slowest nonradiative process due
to its maximum energy barrier. Additionally, it may have a
nonradiative rate constant similar to that at low temperatures
in comparison to room temperature.

5 Conclusion

In conclusion, DFT/TDDFT methods have been successfully
employed in the study of electronic structures, phosphor-
escence properties, and radiative and nonradiative decay pro-
cesses of Pt(II) complexes with the bidentate 1,1′-bis(o-carbor-
ane). These results obtained indicate that breaking or extend-
ing the conjugation of the main ligand strikingly influences
the properties of the compound. It’s worth noting that the
regulation of the main ligand dtb-bpy can improve the contri-
bution of the ancillary ligand Et-bc to the molecular orbital; it
makes the 1,1′-bis(o-carborane) ligand the functional ligand.
For modulating the phosphorescence properties, interrupting
conjugation is more suitable in comparison with extending
conjugation.

1a, with a higher phosphorescence quantum yield, may be
a promising phosphorescence compound for high-efficiency
OLEDs by analyzing the radiative rate constants, the non-
radiative deactivation process and so on. In conclusion, the
reasonable regulation of Pt(II) complexes with a 1,1′-bis(o-car-

borane) ligand will provide a sagacious strategy for further
designing high-performance luminescent materials applied in
OLEDs.
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