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Nanoscale precision brings experimental
metalens efficiencies on par with
theoretical promises
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Metalenses are flat lenses, where sub-wavelength, so-calledmeta-atomsmanipulate the electric field
to perform a given lens function. Compared to traditional lenses, the two main drawbacks of
metalenses are their achromatic limitations and low efficiencies. While an abundance of simulations
show that efficiencies above90%areattainable for lownumerical apertures (NA), experimental reports
showing such high efficiencies are limited. Here, we use electron-beam lithography (EBL) to realize a
set of lenses with varying NA from 0.08 to 0.93. The low NAs were expected to fit the model, and the
higher NAs determine the validity range of the model. We find that measured efficiencies above 92%
for NA = 0.24 are achievable, and that a slightmodification of the simulationmodel extends its validility
to NA = 0.6. Based on our results, we discuss that the lower efficiencies reported in the literature are
caused by low-fidelity manufacturing, closing the efficiency gap between measurements and
simulation in metalens fabrication.

Metalenses are flat lenses, where the deflection of light is governed by a local
electric field manipulation induced by so-called meta-atoms of three-
dimensional (3D) sub-wavelength nanostructures1. They normally consist
of a flat sub-mm thick substrate, e.g. glass, deposited with a micron or sub-
micron thick active layer, e.g. silicon (Si), containing the meta-atoms. Since
the local field manipulation is determined by meta-atoms rather than the
curvature of a homogeneous glass material in a traditional lens, almost
arbitrary phase functions are easily implemented.Metalenses also bend light
efficiently at high angles2,3, which allows, for example, lenses with higher
numerical aperture (NA) and thus lower f-number than refractive or
multilevel diffractive lenses4.

Metalenses suffer two main drawbacks. First, metalenses have strong
chromatic dispersiondue to their diffractivenature. This has beenaddressed
in a number of studies and polychromatic and achromatic lenses have been
demonstrated, albeit at the loss of efficiency5,6. Second, metalens efficiencies
(rarely exceeding 90%7) are lower than for standard coated refractive lenses
(close to 100%). These challenges limit the practical application of meta-
lenses, and quotingArbabi andFaraon:…further increasing their efficiencies
is essential for their applications inmetasystems employingmultiple cascaded
metalenses7. For many applications8 – such as 3D sensing, light detection

and ranging (LIDAR), optical communication, and laser-based head-up
display – high efficiency is often required since it reduces unwanted scat-
tering (in a lossless system), thus reducing stray light. The benefits from an
efficiency increase are therefore twofold, since both higher efficiency and
lower stray light increase the signal-to-noise ratio.

Efficiency is one of the most important figures-of-merits for meta-
lenses, and multiple definitions exist, which complicates direct comparison
to the literature9,10. In this study, we deliberately use absolute focusing effi-
ciency (FE) as our unambiguous efficiency merit, which is a suggestion of
standardisation from Engelberg and Levy9,10.

Our study focuses on narrow-band metalenses for the near-infrared
region (NIR).We use a 940 nmwavelength model system to investigate (1)
achievable FE for metalenses and; (2) the validity of the common meta-
surface design approach, where each meta-atom represents a constant
phase. This was performed by an experimental parameter study of meta-
lenses with varying NA from low (NA= 0.08) to high (NA= 0.93). We
expected the low-NAmetalenses to beofhigh efficiencydue to their spatially
slow phase variation, whereas the large-NA metalenses were expected to
perform worse due to their rapid phase variation. This is because the
standard meta-atom model uses a locally periodic approximation
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facilitating the use of periodic boundary conditions11, i.e. a slow variation in
meta-atom sizes. In order to obtain reliable results with high efficiency, we
paid attention to the quality of manufacturing and investigated tolerances
on the meta-atom level. The apparent efficiency gap between theoretical/
computational predictions and experimentally realized efficiencies is a
formidable challenge that calls for attention to the tight tolerances required
formetalensmanufacturing.We, therefore, summarise experimental results
from the literature and show that our systematic manufacturing efforts lead
to record-high efficiencies across the whole NA range, which are system-
atically better or on par with reports in the literature, and by this closing
the gap.

Results
High focusing efficiency metalenses designed with low to
high NA
In order to understand how to make high FE metalenses, we performed a
parametric study of metalenses with constant diameter, dlens = 2.5mm, and
varying focal lengths fd = {14.925, 7.348, 4.770, 3.437, 2.598, 2.000, 1.530,
1.125, 0.726, 0.493}mm. Using the beam diameter in our experimental
setup (dbeam = 2.4 ± 0.1mm), this translates to NA= {0.08, 0.16, 0.24, 0.33,
0.42, 0.51, 0.62, 0.73, 0.86, 0.93}. We used the common approach of gen-
erating a library of meta-atoms with different phase shifts, obtained by
simulating a uniform lattice of a given meta-atom using periodic boundary
conditions (PBC)12,13. For low NA, there is a slow variation of the phase-
function, and the locally periodic approximation is therefore valid, leading
to accurate FEpredictions by assuming themeta-atomrepresents a constant
phase and amplitude, and then propagating the phase field to the far field,
for example by using the angular-spectrummethod (ASM)14. This method
iswhatwe call the constant-phase approximation (CPA). For higherNA the
approximation is challenged, andwe investigatewhen this occurs andhow it
affects FE predictions. Due to the diffractive behaviour of the lenses15, the
PSF is mainly governed by the lateral layout of the lens, and we did not
expect any noticeable PSF degradation, since the lateral tolerances in our
EBL are negligible in this respect7.

The highest diffraction limited FE for a metalens at normal incidence
illumination is achieved by designs based on the following analytical phase
function for a diffractive parabolic lens16

ϕðrÞ ¼ � 2π
λ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2d þ r2

q
� f d

� �
; ð1Þ

which ismeasured in radians, λ is the free-space wavelength of the source, fd
is the focal length, and r is the radial distance from the center of the lens. This
phase function has little practical application, but is widely used in the
literature for benchmarking5. It was implemented with the meta-atoms in
Fig. 1a, using anti-reflective coating (ARC) on the backside of the substrate
to avoid reflections. Scanning-electronmicrograph and optical micrograph

of one of the lenses are shown in Fig. 1b–c respectively. Themetalens design
based on truncated waveguides12 is deliberately exploited to facilitate
comparison to existing results in the literature17–28.

The lenses were manufactured using EBL and reactive ion etching
(RIE). From experience, we expected the standard deviation on pillar dia-
meters to be around 2 nm from the nominal design, and atomic-force
microscopy (AFM) confirms this level of side-wall and surface roughness
(Supplementary Figs. 10–11 and Supplementary Table 7). The combination
of phase function, ARC and tight tolerances enables gauging the highest
possible FE we can obtain using a standard metalens design approach. Our
nanofabrication efforts—with low roughness and accurate control of pillar
dimensions and locations—reduce undesired scattering among diffraction
orders that would otherwise affect the efficiency of the nominal design.

Modelling beyond the constant-phase approximation and
experimental validation
The FEs were measured using the optical setup shown in Fig. 2c and
described in Methods. We paid particular attention to calibration of the
measured power onto the sample, since this is crucial for correctly assessing
the FE.

The highest FEs weremeasured as 91.3% and 91.6% forNA = 0.16 and
0.24, respectively (Fig. 2a and Supplementary Table 1). Since we expected
theNA= 0.16 lens to have thehighest FE,wemeasureddifferent realisations
of the same lens across different wafers and measurement configurations,
wherewe consistently obtained FEs in the range of 91–94%(Supplementary
Table 3). This gives an indication of performance across wafers and mea-
surement uncertainties, and since 91.3% is at the lower end of the interval, it
confirms the consistency and reproducability of the FEs.

We also predicted the FE using CPA, where we paid attention to
mimicking the measurement conditions (see “Methods”). We observed
simulated efficiencies of 90–94% for most NAs, which only offers a rough
qualitative agreement with the experimental data points, while not cap-
turing the declining trend for highNA (Fig. 2a).We conclude therefore that
CPA gives reasonable results only up until NA= 0.2.

We also recorded PSFs for all lenses and calculated their modulation
transfer functions (MTFs) as well as the Strehl ratio and non-normal inci-
dence response (Fig. 2b, SupplementaryFigs. 1–5 in SupplementaryNote 1).
Again, for low NA, there is a good match between model and simulation,
with larger discrepancies for higher NAs.

In order to improve predictions beyond CPA, we next discretized each
meta-atom unit cell into a 5 × 5 pixel representation of the field, thereby
better representing the weakly inhomogeneous electric field across the unit
cell. This increases the memory requirements and we therefore limited the
simulations to down-scaled lenses with equivalent NAs. We refer to this as
our resolved-field approximation (RFA), which captured the high-NA
efficiency decline, offering a good quantitative agreement with measure-
ments up to at least NA≃ 0.6. Both methods are local periodic

Fig. 1 | Metalens design. a The meta-atoms for the lenses consist of 500 nm tall
cylindrical a-Si pillars on glass situated in a 400 nm square lattice. The dependence of
phase (blue line, left-hand axis) and transmission (orange line, right-hand axis) on
pillar diameter are based on electrodynamic simulations. All lenses were designed by

translating the phase function in Eq. (1) into pillar diameters on a lattice using this
relation. b Scanning-electron microscope (SEM) image of a manufactured lens.
c Optical micrograph of a manufactured lens.
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approximations based on the same principle. A discussion of more
advancedapproaches is found inRef. 11.The improvedfit suggests thatRFA
has a wider range of applicability than CPA for predicting lens FEs.

High focusing efficiency enabled through precisemanufacturing
From the FE measurements, we obtain up to 92% efficiency (Fig. 2a), and
the range up to NA=0.33 even stays above 90%. Our choices of design
method, design wavelength, meta-atom geometry and optical materials
are commercially relevant and common choices in the literature. Our
definition of FE is furthermore a conservative choice that normally gives
the lowest value (as opposed to e.g. diffraction and transmission effi-
ciencies or other relative definitions used in the literature)9,10. We
therefore ascribe the superior FE compared to earlier reports (and own
early-stage unpublished results), even when corrected for ARC, to the
precise control of our manufacturing process (pillar diameter tolerances,
side-wall profile, and roughness) and material choices (refractive index,
purity, roughness, layer height). To demonstrate the importance of
precision, we have simulated the effect on the efficiency of a constant
offset on meta-atoms diameter, which shows that the tolerances need to
be within roughly ± 5 nm from the target values to avoid a noticeable
decline in FE (Fig. 3a, c). Considering the tight fit to the ideal simulated
values, the knowledge of manufacturing precision, and the tight toler-
ances extracted from the tolerance study, we conclude that the manu-
factured lenses are closely replicating even the nanoscale aspects of the
nominal lens designs, which in turn explains the high measured
efficiencies.

Lacking nanoscale precision leads to simulation-efficiency gap
Since our measured FEs seemed to exceed values reported in the literature
for comparable NAs, we searched the literature for experimental FEs to
check if this is the case (Fig. 4 and Supplementary Tables 8–10 in Supple-
mentary Note 4). We used a catch-all method, where we recorded focusing
efficiencies and NAs without differentiating focusing efficiency definition;
lens phase function; or wavelength, which we however limited to VIS, NIR,
and SWIR.

We took a closer look at the three outliers: For Ref. 26, there is no clear
definition of focusing efficiency, since it is claimed that the reference is also
measured at focus position – butwithout lens, there is no focus, and it is also
unclear if the reference power is also passing through the substrate. How-
ever, themeasurementmight be comparable andwould in that case indicate
good manufacturing. For Ref. 27, it is unclear if they calibrate out the
substrate when measuring the reference, but since they do not have anti-
reflective coating on the back, their measurements might be comparable to
our definition and indicate goodmanufacturing. For Ref. 21, we are unsure
how they can measure such high efficiency (NA = 0.6, FE = 90%) when
using a meta-atom-based approach, even when correcting for their refer-
ence power being measured through the substrate, and we have not been
able to reproduce their efficiencies when simulating that lens.

From this investigation, we conclude that our simulated andmeasured
values are representative of a systematic upper boundary for lens efficiency
when using the standard meta-atom-based approach (but should be
adjusted through simulation for different materials, wavelengths, lattices,
etc.).We are aware that the study does not cover everymetalens publication

Fig. 2 | Focusing efficiency measurements and simulations. a Simulated (blue and
orange lines with circles) and measured (green line) focusing efficiency (FE) versus
the effective numerical aperture (NA). The dashed green line indicates the range
where the NA of the lens is larger than the NA of the detector, thus not recording the
full FE. The low-NA regime is qualitatively well-simulated by assuming each meta-
atom emits a constant phase (constant phase approximation — CPA), while
quantitative agreement is also obtained for a higher-NA regime when resolving the
E-field above the meta-atoms on a grid (resolved field approximation— RFA). Raw
data in Supplementary Table 1. The error bars (on top of round markers) show the
standard deviation of repeatedmeasurements as given in Supplementary Table 3 and
are omitted for dashed data points due to known underestimation. bMeasured point

spread function (PSF) for NA = 0.16, with normalised cross-sections of simulated
(dashed line) and measured (solid line) data. A tight fit between model and simu-
lations is always expected for metalenses, where the lateral dimensions are con-
trolled. c Schematic of the optical setup for metalens characterization, used for both
PSF imaging and focusing efficiency measurements. The metalens is illuminated
with a fiber delivery collimated laser. An open microscope mounted on a motorized
stage and equipped with a camera and a power meter located at the focal plane (FP)
of the tube lens is used to image the PSF on a charge-coupled device (CCD) camara
and collect the optical power from the FP of the metalens to measure the focusing
efficiency.
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in the literature (there are simply too many) but we made sure to include
often-cited publications since we assumed we would be more likely to find
high-efficiency reports there. We were also not able to find a review article
summarising efficiencies, but we did check reviews that reported efficiencies
to ensure that we had not overlooked high-efficiency lenses found there5.
Our measurements and simulations do not represent an upper physical
limit for efficiency, rather they represent the limit for polarisation-
insensitive meta-atom/CPA-based designs, which covers most manu-
factured lenses reported in the literature. From this analysis, we therefore
hypothesize that there is a simulation-efficiency gap caused by the lack of
attention to the nanoscale precision required when fabricating metalenses.

Other transmission and reflection orders account for lost
efficiency
In order to account for the remaining power not reaching the focal point, we
decided to measure the power of the ballistic light/zero order as well as the
power in several higher-order transmission and reflection focal points for
the NA= 0.16 lens. We used a 50:50 beam splitter for illumination in this
configuration (see “Methods”, Supplementary Note 2, and Supplementary
Fig. 6). By doing so, we get an almost complete overview of how the lens
redistributes the electromagnetic energy. Energy conservation furthermore
serves as a sanity check of the experimental setup, by ensuring that the sum

of energies is less than 100%. The reflected orders for this lenswere all below
thenoisefloor (0.1% relative to the lens’FE), and themeasured transmission
orders are presented in Fig. 3. For comparison, reflection measurements
above the noise floor for a lens with lower efficiency are presented in Sup-
plementary Table 6. By summing the orders in Fig. 3, we find that we
account for 97.7% of the energy in the system, and we expect the rest of the
energy distributed between stray light, small losses, other orders, and
measurement uncertainty. We are therefore capable of ensuring the quality
of our measurements as well as mapping the re-distribution of light for our
lenses. We measured the first three transmission orders for all lenses
(Supplementary Tables 4–5), observing that the amount of energy going to
the higher orders is not strictly correlated with the 1st order efficiency. This
suggests that more light is reflected for higher NA.

To further corroborate the quality of the lenses against the experi-
mental validation and simulations, we investigate the wavelength depen-
dence of the FE. This was done experimentally by tuning the wavelength of
the light source as well as finding a new optimal focal distance. For the
simulations, it meant re-calculating the meta-atom library at different
wavelengths for subsequent input to the phase field generation (Fig. 3b). It
can be seen that all trends from the measurements are replicated, albeit not
fully quantitatively reproduced by the simulations. The good fit between
measurements and simulations shows the robustness of our approach. It
furthermore shows how a chromatic-designed metalens retains its high
focusing efficiency for a certain wavelength range. This is important from a
commercial perspective because even for laser-based imaging, the wave-
length might drift, especially due to temperature changes and fluctuations.

Manufacturing quality directly affects image quality
Lack of nanoscale precision during manufacturing will degrade image
performance in practical applications. As an example, we compare the
image quality of two seemingly similar imaging lenses based on the same
design but manufactured with different fidelity. The system is described in
detail by Mattinson et al.29 and is a similar configuration to Ref. 30. The
camera setup of the experiment is shown in Fig. 5a. The two lenses tested in
the system have on-axis FEs of 58% and 85% respectively. The phase
functionϕðrÞ ¼ �2685 � r

1mm

� �2
is designed for imaging,meaning that only

the central part will contribute to an on-axis focal spot, and values are thus
not directly comparable with Eq. (1). When comparing Fig. 5b and c, we
note a visible increase in brightness due to the increased efficiency, but
furthermore, we notice a bright spot in the center of Fig. 5b and absent in
Fig. 5c. This is a defocused image caused by the stray light directed by the
2nd order lens function7,15,29. In general, the lower efficiency in the 1st order,
themore energy in other orders, and this is whywe see the bright spot effect.
The 2nd order focal point is closer to the lens than the 1st order, and

Fig. 4 | Reported lens focusing efficiencies from the literature. The coloured dots
visualise focusing efficiencies (nomatter definition) for differentNAs reported in the
literature17–27. The measurements from this paper are included (black stars, error
bars in Fig. 2). Not all lenses might be designed for monochromatic focusing, which
could explain their lower efficiency, but in general we observe no values, apart from
one data point, exceeding the values in this article, where we have ensured tight
tolerances during manufacturing.

Fig. 3 | Metalens tolerances and detailed characterisation. The numerical aperture
NA = 0.16 lens was investigated in detail: (a) Simulation study (resolved field
approximation (RFA): blue circles, constant phase approximation (CPA): orange
circles) showing the effect on FEwhen themeta-atom diameters are uniformly offset
compared to their target value. For variations larger than ~±5 nm from the target
diameters, the focusing efficiency (FE) drops below 90%. CPA and RFA give similar
results for this low-NA simulation. bMeasured and simulated FE compared to

wavelength (blue and orange circles, respectively), showing a ~35 nm bandwidth,
where the FE stays above 90%. Raw data is in Supplementary Table 2. The shading
indicates the error bars that show the standard deviation from three consecutive
measurements at each wavelength. There is a quantitative discrepancy between
measured and predicted efficiencies, but the same trends are captured in both
graphs. c Higher order efficiency measurements for the NA = 0.16 lens.
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therefore the contribution from the 2nd order is strongly defocused. This
example illustrates just how important precise nanoscale manufacturing is.

Conclusion
We designed, manufactured, and measured a range of focusing metalenses
for 940 nm with varying numerical aperture. The dual purpose was (1) to
experimentally confirm a design-predicted 92% absolute focusing efficiency
and; (2) to investigate the range of NA for which simple beam propagation,
where each meta-atom represents a constant phase, could correctly predict
the FE. The lenses were designed using the common method of inter-
polating a given lens phase function using a library of meta-atoms with
varying pillars, where the phase was simulated using RCWA. We experi-
mentally found FEs up to 92%, and for NA≲ 0.33 every lens FE exceeded
90%, followed by a declining trend in efficiency for higher-NA lenses, which
is theoretically expected already from the nominal design of the lens. Evenat
NA = 0.62, we could still measure 82%. These results are among the highest
experimental efficiencies reported for polarisation-insensitive lenses. The
nanoscale precision and control in ourmanufacturing pipeline enables high
efficiency. In particular, we show through simulations that a precision of
roughly ± 5 nm on pillar diameters is required to avoid losing several per-
centage points or more in focusing efficiency.

Using CPA, we could predict FEs matching experiments up until
NA=0.16. However, if we substituted CPAwithRFA, we achieved a close fit
up until NA=0.6. It is intriguing how just a slightly better electric field
resolution greatly increased the validity of the model, even though the
periodic assumption did not change. We expect the models to either
overshoot or match realisable FEs due to their simplicity, which ignores
effects that would normally lower FEs (coupling, tolerances,…). Thematch
between measurements and RFA model therefore suggests that manu-
facturing was so close to the nominal design that there was no efficiency
potential from further process improvements.

The experimental study and simulation model are cross-validated by
measuring wavelength dependence, higher-order focusing, reflection
focusing, and ballistic light (zero order) for a selected lens. It is to our
knowledge the first reportedmeasurement setup also investigating reflected
orders for transmission metalens and accounted for almost all the light
redistributed by the metalens. Taken together, the measurements and
simulations validate the high efficiencies we measure and give insight into

the required nanoscale precision as well as the validity of CPA and RFA for
modelling.

Confidently knowing the expected experimental FEs for metalenses is
critical for realising future metalens-based commercial31 and research
applications. By this study, we present a guideline for FEs for a large range of
NAs that closes the simulation-efficiency gap by adequate modelling and
improved nanoscale manufacturing precision. We see this work as a
benchmark to steer labs toward high-precision manufacturing, and subse-
quently as a baseline fromwhich to improve. Several other design strategies
exist32, and to go beyond the RFA model, we suggest introducing more
degrees of freedom in meta-atom shape and location mixed with full-wave
modelling as an enabler for higher efficiencies2,32,33. This can be combined
with an investigation into more complex topology-optimised shapes3,34,
possibly aided by large-scale topology optimisation problem11,35. This
includes considering other parameters such as angle, wavelength, and
polarisation dependence. This will allow novel applications and bring
metalenses to a new level of maturity.

Methods
Simulation – CPA, RFA
Our use of the constant phase approximation (CPA) – where each meta-
atom is replaced by a constant amplitude and phase, found from the 0th

ordermode amplitude, and thenpropagated to the far-field– is probably the
most widespread method for designing metalenses2,11,22. Resolved field
approximation (RFA) instead resolves the scalar E field (same polarisation)
right on top of the meta-pillar in a low-resolution Cartesian point grid. For
our case, we used 5 × 5 pixels. This means, that instead of representing the
meta-atom with a 1-pixel electric field value, we use a 5 × 5 field
representation.

Considering a surface of uniform meta-atoms, the two methods
coincide in the far field since the subwavelength periodicity will only allow
0th order propagation, and any discretization of the field on the top of the
structure would lead to the samemode efficiency.However, their near fields
differ. If we now allow themeta-atoms to vary, thenwe also introducemore
propagatingmodes to redistribute the light into, and theRFAbetter resolves
this redistribution. It is worth re-stating, that both CPA and RFA rely on
periodic boundary conditions (PBC),while our experimental results suggest
that the RFA works for a larger NA-range.

Fig. 5 | Twometalenses with different nanoscale precision. a Lab camera setup for
showing the importance of metalens manufacturing. The 80° field of view metalens
(containing an aperture on the backside of the substrate) is placed facing the camera
sensor and manually adjusted to focus on the lens. The NA of the metalens is 0.31.
The test target is illuminated from the back with a 940 nm diffused source. Scale bar
accurate for central part of image. b Imaging of a test target using a metalens with
58% efficiency, meaning that higher order lensing is also non-negligible. The bright

spot indicated on the figure is the defocused image from the 2nd order lens. The scale
bar is for the original target disregarding distortion. c Imaging using exactly the same
lens design as in (b), but with higher nanoscale precision duringmanufacturing. This
leads to higher 1st order efficiency (85%) and in turn both a brighter image and
negligible contribution from the 2nd order lens function. Scale bar is for original
target disregarding distortion.
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In our implementation, allmeta-atomswere simulatedusing aPython-
implementation of the rigorous coupled-wave analysis (RCWA) of the
electrodynamic response36,37. This method exploits PBCs in the lateral
dimensions, and extracts the phase and transmission properties from the
complex-numbered zero-order transmission mode, which is the only pro-
pagatingmode for the surface since themeta-atom lattice is subwavelength.
It is then either assumed that this phase is constant throughout the lattice of
the meta-atom (CPA) or resolved and sampled in different positions in the
lattice (RFA). By doing this across the surface, a phase field is obtained. The
overallmetalens efficiencywas determined by propagating the phasefield to
the focal point using an in-house implementation of the angular-spectrum
method (ASM) similar to the one in Ref. 38. The energy in the focal point
was then numerically integrated. To increase resolution, zero padding and/
or upsampling of the design is used. The method with a constant-phase
approximation is expected to be accurate for slow variations of the phase
function, where the locally periodic approximation is valid, and where the
slowly varying field is well-approximated by the scalar propagator. We
therefore expect a decrease in accuracy for increasing NA. In contrast to
CPA, as RFA resolves thefield distribution, it gives better accuracy. ForNAs
larger than 0.7, the phase gradient rapidly increases, therefore the locally
periodic approximation becomes invalid. Consequently, RFA suffers.While
it provides a better representation of the physics, it requires more memory
and computational time, and the amount of additional requirements
depends on the ASM implementation being used.

Lens simulations
We used the RCWAmeta-atom library to generate the phase field right at
the lens when illuminated with a plane wave. First, we limited the size of the
incident field in the simulation to a diameter of 2.4 mm to match the
experimental illumination. We then propagated the light to the focal point
with the ASM and integrated the energy in a disk of radius 45 μm centered
around the optical axis to mimic the size of the detector in the experiment.
For energy integrations, fields were oversampled until convergence was
achieved.

Processing/fabrication
A 500 nm film of a-Si was sputter-coated on a D263T Eco glass substrate,
and an ARC deposited on the backside of the substrate. The substrate was
patterned using EBL (Raith EBPG5200) using resist (Zep520A, Zeon Cor-
poration) and an electron discharge layer (Thermal Al, Wordentec
QCL800). Subsequently the pattern polarity was inverted using a lift-off
mask, and the a-Si was etched using fluorine chemistry (ICP RIE tool,
SPTS), and the mask layer was removed using oxygen (O2) plasma (300
Plasma Processor, TePla).

Mechanical and refractive index characterisation
The optical parameters of amorphous silicon were characterized using
ellipsometry (Ellipsometer VASE – J. A. Woollam), where n(940 nm) =
3.55, and I(940 nm) = 7 × 104. The pillar height was post-fabrication mea-
suredwith atomic forcemicroscopy (AFM) to 499 nm(Dimension Icon-PT
–BrukerAXS). In SupplementaryNote 3, there are figures providing details
onmechanical characterisation. In Supplementary Fig. 9a, a top-down SEM
of the structures is presented demonstrating the shape quality of the meta-
atoms. In Supplementary Fig. 9b a tilted SEM is presented to demonstrate
the sidewall profile of themeta atoms. Single meta-atoms were qualitatively
analyses in Supplementary Fig. 9c, d.

Optical characterisation
Optical characterization of metalenses was carried out using the in-house
custom setup shown in Fig. 2c. The setup consists of an illumination arm
coupled with a 940 nm fiber delivery collimated supercontinuum laser
(NKT Photonics, SuperK COMPACT, unpolarized TEM00 mode), and an
open microscope (Objective lens; NA = 0.85, 100 ×Olympus
LCPLN100XIRorNA= 0.7, 100 ×MitutoyoWF255001919) equippedwith
a motorized stage (Thorlabs, LNR502E/M) as a detection arm. The

collimatedbeamwas expandedby a factor of 5 (beamdiameter about 5mm)
before passing through an iris for beam size adjustment on the metalens.
The cross-section of the beam for an iris diameter of 2mm can be seen in
Supplementary Fig. 8. The focused beam from themetalens is characterized
by means of measuring effective focal length (EFL), imaging PSF, and
focusing efficiency measurements. The EFL of the metalens is obtained by
measuring the distance between the planes of the metalens’ surface and the
PSF captured by the camera located at the focal plane of the tube lens. A
beam splitter (BS) after the tube lens was used to split the image of PSF onto
the camera and a power meter for PSF imaging and focusing efficiency
measurements. Captured images of the focal spot are then analyzed to
extract the PSF.

For focusing efficiencymeasurements, the optical power from the focal
plane (FP) of the metalens is measured using a power meter (Thorlabs’
C-Series Photodiode Power Meter Sensors, S120C) located at the FP of the
tube lens. Hence the PSF power was measured at the focal plane of the tube
lens (conjugate plane of metalens’ FP), for focusing efficiency assessment,
the incident beam also needed to be measured at the same plane (Supple-
mentary Fig. 7). By removing the metalens from the light path as the inci-
dent collimated beam focuses on the back focal plane of the objective lens, it
is not feasible to collect the incident beam at the focal plane of the tube lens.
Thus, we have replaced the metalens with a slowly focusing refractive lens
(Thorlabs AL2550M Aspheric Lens, f = 50mm) for incident beam power
measurement bydirectlymeasuringpower at the focal planeof the refractive
lens and measuring it at the focal plane of the tube lens to obtain the
transmission factor of the microscope, relating the direct measurement of
the incident beam to the power at the focal plane of the tube lens.

For the measurements in Fig. 2, an objective lens with NA = 0.85 was
used,meaning that formetalenseswith anNA larger than 0.85,we expect an
underestimation of the FE. For themeasurements in Fig. 3, an objective lens
with NA= 0.7 was used.

Data availability
The data that underlie the findings of this study are available from the
corresponding author upon reasonable request.
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