
1

Vol.:(0123456789)

Scientific Reports |        (2024) 14:21221  | https://doi.org/10.1038/s41598-024-71671-1

www.nature.com/scientificreports

Parameter identification 
of Johnson–Cook constitutive 
model based on genetic algorithm 
and simulation analysis for 304 
stainless steel
Xinyang Jiang 1, Jinfu Ding 1, Chengwu Wang 1,2*, E Shiju 1, Ling Hong 3*, Weifeng Yao 4, 
Huadong Wang 1, Chongqiu Zhou 1 & Wei Yu 5

Addressing the significant discrepancy between actual experimental cutting force and its predicted 
values derived from traditional constitutive model parameter identification methods, a reverse 
identification research of the Johnson–Cook (J-C) constitutive model for 304 stainless steel was 
conducted via genetic algorithm. Considering actual cutting zone and the influence of feed motion 
on the rake (flank) angle, an unequal division shear zone model was established to implement the 
theoretical calculation for shear zone stress. Through cutting experiments, the spindle speed was 
negatively correlated with the cutting force at first, and then became positively correlated; The 
empirical formula (EXP model) for turning force was corrected, revealing that the EXP model was 
unable to provide optimal predicted values for cutting force. The influence of the J-C constitutive 
parameter C on the cutting morphology was firstly investigated through simulation analysis, and 
determined an appropriate value for C, then obtained the precise values for the other four constitutive 
parameters by genetic algorithm. Moreover, the simulated values of cutting force in JC1 model 
(obtained from the Split Hopkinson Pressure Bar test) and JCM model (the improved model using 
genetic algorithm) were obtained by three-dimensional (3-D) simulation via FEM software. The results 
indicated that, the maximum error between actual experimental cutting force and its simulated values 
(by JCM model) was 14.8%, with an average error of 6.38%. These results outperformed the JC1 and 
EXP models, suggesting that the JCM model identified via genetic algorithm was more reliable.

Owing to excellent performance, such as high thermal stability, corrosion resistance, and high-temperature 
resistance, 304 stainless steel (0Cr19Ni9) is widely applied in industries like chemical engineering, aerospace, 
medical equipment, and food processing1. The hardness and strength of 304 stainless steel are relatively low, 
while its plasticity and toughness are relatively high. Moreover, its thermal conductivity is inferior, leading to 
high cutting temperature, severe work hardening and more machining force, which gave rise to the production 
of continuous and non-breakable chips2. These can easily damage the surface of the workpiece3, and seriously 
affect its surface accuracy and decrease the durability of the cutting tool, ultimately reducing processing efficiency 
and quality4,5. Therefore, the cutting force continues to be one of the essential elements in the investigation of 
the machinability of 304 stainless steel.

To accurately depict the mechanism of cutting force formation, it is necessary to analyze the shear zone at the 
interaction between tool tip and workpiece. Oxley6 was the first to propose the parallel shear zone model, sug-
gesting that the shear zones were parallel and bisected by primary shear plane. However, Astakhov7 and Tounsi 
et al.8 found after experimental researches that the shear zones were not bisected, although they were parallel. 
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Based on the unequal division shear zone model, Zhou et al.9 established a temperature distribution model. 
After comparative analysis, their predicted results indicated that the present model was in good agreement with 
the actual experimental results. Therefore, to delve into the stress–strain relationship of materials, researchers 
have established various constitutive models, such as the Bonder-Partom model10, Johnson–Cook (J-C) model11 
and Zerillo-Armstrong model12. Among them, the J–C model is most widely applied. Its main parameters are: 
the initial yield stress A, the material strain strengthening coefficient B, the strain rate sensitivity C, the thermal 
softening index m, and the hardening index n.

Typically, the applicable strain rate range in Split Hopkinson Pressure Bar (SHPB) experiments lies between 
103 s−1 and 104 s-1, while in quasi-static tests, it spans from 10–4 s-1 to 10–1 s-1. However, during machining pro-
cesses, the strain rate of the material can reach up to 105 s-113. This indicates that the constitutive parameters 
derived from SHPB or quasi-static tests do not accurately represent the stress–strain relationship of materials 
under cutting conditions. Therefore, many scholars have conducted a series of studies on constitutive models 
and their parameters. Hou et al.14 studied the plastic response of hot-extruded Mg-10Gd-2Y-0.5Zr alloy under 
both quasi-static and wide range temperature, finally obtained an improved J–C model. Meng et al.15 obtained 
two J-C constitutive models for ADC12 alloy using split Hopkinson pressure bar (SHPB) experiments. The com-
parison between simulated flow stress and experimental data suggested that the refined J-C constitutive model 
offered a more precise prediction of flow stress under conditions of high strain rates and elevated temperatures. 
Chen et al.16 identified J-C constitutive parameters (C and m) by conducting two-dimensional (2-D) cutting 
force simulations via orthogonal cutting experiments for Al6063 aluminum material, and subsequently obtained 
other constitutive parameters (A, B, and n) by compression tests. It was found that this method was much more 
economical and could obtain more accurate simulated cutting forces, by comparison with the traditional SHPB 
experiment. Shen et al.17 acquired the J-C constitutive model of TC17 titanium alloy through SHPB experiment, 
and also obtained another J-C constitutive model via parameter identification. By contrast, the model parameters 
obtained by parameter identification were more suitable for the prediction of cutting forces.

Additionally, due to the inability of constitutive parameters to accurately characterize the stress–strain rela-
tionship under specific operational conditions, many scholars have conducted studies on the numerical optimi-
zation of constitutive parameters Nguyen and Hosseini18 combined J-C flow stress model with Oxley machining 
model to calculate the cutting forces during milling, finally obtained the J-C constitutive parameters (C, m) and 
thermal coefficients (η, ψ) of AISI 4340 hardened steel. They found that the results of predicted cutting forces 
revealed great consistency with its experimental value. Zhou et al.19 realized the least squares identification of 
J-C constitutive parameters and improved the prediction accuracy of cutting force by modeling and simulation 
for H13 steel and Ti-6Al-4 V titanium alloy. Zou et al.13 implemented the reverse identification of J-C parameters 
of 304 stainless steel by adopting the minimum error between experimental value and simulated value of cutting 
force as the objective function of genetic algorithm. They also established the three-dimensional (3-D) model 
as the initial model for finite element iteration, compared the experimental cutting force, chip morphology, 
and residual stress. It was found that the constitutive parameters A and B had a much greater impact on cutting 
force than parameters C, m, and n during simulation. According to hot tensile test, neural networks and genetic 
algorithm, Yao et al.20 obtained the constitutive parameters of AA6061 aluminum alloy via reverse identification. 
It was reported that the accuracy of hybrid identification method was better than single optimized algorithm, 
since the initial population of genetic algorithm was optimized by neural network.

The objective of this study is to efficiently obtain more accurate constitutive parameters via genetic algorithm. 
Firstly, considering the influence of tool parameters on cutting zone and the impact of feed motion on the rake 
(flank) angle, an unequal division shear zone model was established. Then, the effect of the constitutive parameter 
C on chip morphology was figured out via finite element simulation. Furthermore, turning experiments were 
conducted to analyze the effects of experimental parameters (spindle speed n, feed rate f, and cutting depth ap) on 
cutting force, and J-C constitutive model parameters were identified via genetic algorithm. Finally, the feasibility 
of the reverse identification method and the reliability as well as accuracy of constitutive model were verified by 
comparing the predicted results of empirical formula with simulation results.

Cutting zone modeling
Figure 1 exhibits the scheme of cutting zone during feed motion. During one complete revolution of the spindle, 
the tool progresses from position I to position II. The cutting thickness a is the dimension of the cutting layer 
measured perpendicularly to the main cutting edge within the base, representing the load on the cutting edge 
per unit length; The cutting width b refers to the projection of working length of the main cutting edge on base 
plane. The relationships between cutting thickness a, cutting width b, feed rate f (The distance S, which the tool 
travels as the workpiece makes one full rotation, is numerically equivalent to the feed rate f), and cutting depth 
ap are as follows:

where, Kr refers to the tool cutting edge angle.
Theoretical cutting zone SA was calculated through cutting thickness a and cutting width b:

(1)a = SsinKr

(2)b =
ap

sinKr

(3)SA = a · b = S · ap
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Due to the presence of end cutting edge angle Kr ′ on turning tool, and the trajectory of tool tip following an 
arc EFA along the outer circumference of the workpiece, a small residual zone (see S△ACE shown in Fig. 1) is left 
on the machined workpiece surface. Therefore, the actual cutting zone could be obtained via subtracting the 
theoretical cutting zone SA by the residual zone S∆ACE:

As shown in Fig. 2, due to the feed motion of lathe machining, the actual cutting surface is a helical surface 
with a helix angle µ , which will affect the rake angle γ0 and flank angle α0:

where, d is workpiece diameter (mm). Then, the actual rake angle γ0′ and flank angle α0′ are:

(4)


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Fig. 2.   The influence of feed motion on rake and flank angles.
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Establishment of unequal division shear zone model and constitutive equation
As shown in Fig. 3, a shear zone model of the workpiece during the turning process has been constructed. Lon-
gitudinal turning is considered as oblique cutting (see Fig. 3a) due to the existence of the inclination angle �s . 
The shear zone in the equivalent plane Pn of orthogonal cutting is shown in Fig. 3b) after equivalently converting 
oblique cutting to orthogonal cutting21,22.

The projections of cutting force Fy, main cutting force Fz, and cutting speed v in the equivalent plane Pn are 
denoted as Fy’, Fz’, and v’, respectively. Their relationships are as follows:

It is reported in literature23 that the shear zone of cutting deformation was located at the contacting point of 
tool tip and workpiece, and the primary shear zone was very narrow with high strain rate. Oxley6 thought that 
the primary shear plane bisected the primary shear zone and was parallel to the initial shear plane and final shear 
plane. Astakhov7 believed that the speed of machining chips within the shear zone varied, and divided it into 
narrow and wide zones. Tounsi8 continued Astakhov’s theory and defined the thickness of the wide zone as k 
times the overall thickness of the primary shear band. Li et al.24 employed an unequal division shear zone model 
to predict the cutting forces during orthogonal cutting, and their predicted results were in good agreement with 
the experimental outcomes. Therefore, this study established an unequal division shear zone model (see Fig. 3b).

As shown in Fig. 3b), the shear velocity vs is parallel to the primary shear plane AA1, while the chip velocity 
vc is parallel to the rake face of tool. The primary shear plane AA1 is parallel with the initial shear plane PQ and 
the final shear plane MN, dividing the shear zone into two unequal parts. The distance from PQ to MN is h, and 
the distance from AA1 to PQ is k times h. The relationship between the shear zone unequal division coefficient 
k , the shear angle ϕ and the actual rake angle γ0′ is obtained from literature8:

The approximation formula of shear angle φ by Lee and Shaffer gives:

(8)


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Fig. 3.   (a) Oblique cutting model; (b)The unequal division shear zone model in the equivalent plane Pn
21.
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The friction angle β can be obtained from the following formula:

The strain εAB of the primary shear plane:

The strain rate ε̇AB of the primary shear plane:

The shear stress τAB of the primary shear plane:

The temperature TAB of the primary shear plane:

where, ρ refers to the material density, Cp represents the specific heat capacity. Through the relationship between 
τAB and principal stress σAB, then σAB =

√
3τAB . τ0 = σe√

3
 , and σe refers to the elastic limit stress.

The constitutive model25 is a general model that describes all the fundamental information during material 
deformation process. It can depict the relationships among various thermomechanical parameters induced by 
mechanical-thermal coupling in deformation, such as stress and strain, strain rate and temperature.

In this study, the Johnson–Cook constitutive model is used to describe the relationship of stress and strain. 
Its expression is as follow:

where, A represents the initial yield stress, MPa; B is the material strain strengthening coefficient, MPa; C rep-
resents the strain rate sensitivity; m expresses the thermal softening index; n is the hardening index exponent; σ 
is the flow stress, MPa; ε refers to the equivalent plastic strain; ε̇ ̇ denotes the equivalent strain rate, s−1 ; ε̇0 is the 
reference strain rate of 304 stainless steel material, s−1 ; T expresses the material deformation temperature, ℃; 
Tm is the melting temperature, ℃; Tr is the room temperature, ℃.

According to the least squares principle, the fitness function of genetic algorithm is obtained as8:

N represents the number of experimental groups, i expresses the experimental sequence number, and k1 refers 
to a proportionality constant value -1.

Turning experiments and result analysis
The cutting system used in this study is shown in Fig. 4. The material employed in cutting experiment was 304 
stainless steel rod, with a diameter of 40 mm and a length of 400 mm. The cutting equipment used was ordinary 
lathe (CA6140 400 × 1000), assembled with a turning tool holder (MWLNR2020K08), made of 40CR-42CRMO, 
with tool cutting edge angle Kr of 95°, end cutting edge angle Kr ′ of 5°and a dimension of 20 × 125 × 20 mm. The 
model of turning insert was WNMG080408-SM, made of WM3125, with corner radius of 0.8 mm, rake angle 
γ0 of 6° and inclination angle �s of 6°.

In this experiment, the cutting forces were measured with a force measuring system, which include a Kistler 
dynamometer type 9257B, charge amplifier type 5080A, 5697A data acquisition system, and computer with the 
DynoWare software, as shown in Fig. 4d. In actual turning process on ordinary lathe, the lathe spindle speed (n) 
remained constant, whereas without the help of computer numerical control, the cutting speed (v) would vary 
with the change of rod diameter. Therefore, the spindle speed rather than cutting speed was focused through 
experimental discussing and analyzing. As shown in Table 1, the spindle speed (n), cutting depth (ap), and feed 
rate (f) were chosen as experimental parameters. As shown in Table 2, a three-factor three-level cutting experi-
ment was designed with a total of 27 groups experimental data, additionally, the cutting speed is also provided. 
Table 3 and Fig. 5 were obtained by range analysis of Fz, Delta represents the extent to which the parameter 
affects the cutting force Fz. The larger the Delta value, the greater its impact, resulting in a smaller assigned Rank.

According to the data presented in Table 3, it is evident that the cutting depth (Delta = 77.82, Rank = 1) 
exerts the most significant influence on Fz. Subsequently, the feed rate (Delta = 48.05, Rank = 2) follows in terms 
of impact, and lastly, the spindle speed (Delta = 14.4, Rank = 3). Based on the findings presented in Fig. 5, the 

(11)β = arctan

(
Fy ′
Fz ′

)
+ γ0′

(12)εAB = k

[
cos(γ0′)√

3cos(φ − γ0′)sinφ

]

(13)ε̇AB =
2v′ · cos(γ0′)√

3× 0.5f cos(φ − γ0′)

(14)τAB =
sin φ

SA′

[
Fz ′ cosφ − Fy ′ sinφ

]

(15)TAB = Tr +
[

kcosγ0′
ρCpsinφcos(φ − γ0′)

](
2τAB + τ0

3

)

(16)σ =
(
A+ Bεn

)[
1+ Cln

(
ε̇

ε̇0

)][
1−

(
T − Tr

Tm − Tr

)m]

(17)(A,B, n,C,m) = k1

(
N∑
i=1

[
A+ BεnAB(i)

σAB

(
1+ Cln

(
ε̇AB(i)

ε̇0

))(
1−

(
TAB(i)− Tr

Tm − Tr

)m)
− 1

]2)



6

Vol:.(1234567890)

Scientific Reports |        (2024) 14:21221  | https://doi.org/10.1038/s41598-024-71671-1

www.nature.com/scientificreports/

cutting depth and feed rate have a positive correlation with the cutting force Fz. Equation (1)–(4) demonstrate 
that augmenting the cutting depth and feed rate will have an impact on the cutting width and thickness, thereby 
resulting in an expansion of the cutting zone. During the initial stages of cutting experiments, cutting force 
measurements were conducted at spindle speeds of 560 and 710 r/min. The impact of the workpiece diameter 
on the cutting speed proved to be minimal. In the range of 560 to 710 r/min, as the spindle speed increases, the 
cutting speed also increases, leading to a greater plastic deformation of the workpiece within a given time frame. 
Consequently, the spindle speed has a positive correlation with the cutting force Fz. While, at a spindle speed of 
400 r/min, significant workpiece wear was observed. Results in a decrease in cutting speed and an increase in the 
rake angle during the feed motion, led to a reduction in both shear surface strain and strain rate. Consequently, 
the spindle speed between 400 and 560 r/min was inversely correlated with the cutting force Fz.

Genetic algorithm identification of J–C model constitutive parameters
Genetic algorithm (GA) is a method for searching the optimal solution by simulating the natural evolutionary 
process. Renowned for its robust global search capability, GA has been applied in parameter identification. Zhou 
et al. utilized the genetic algorithm to identify and improve J-C constitutive model, achieving higher precision in 

Fig. 4.   Turning test devices.

Table 1.   Experimental parameters.

Level spindle speed n (r/min) cutting depth ap (mm) feed rate f (mm/r)

1 400 0.1 0.08

2 560 0.2 0.12

3 710 0.3 0.15
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predicting cutting forces13,19. Such findings indicated that genetic algorithm could effectively search for optimal 
solution in multifactorial cutting experiments to find the best approaches. In this paper, GA was employed to 
determine the parameters of J-C constitutive model, as depicted in Fig. 6. Multiple sets of initial values for J-C 
constitutive parameters was firstly generated at random, then convert these values into binary encoding and 
input them into the fitness function derived from the least squares principle (as shown in Eq. (16)) to calculate 
the fitness values. Furthermore, binary encodings were chosen through a random uniform distribution, followed 
by crossover and mutation operations on the data to produce offspring data. This procedure was reiterated in 
a secondary loop until the fitness values satisfied the set criteria or the iteration count reached its maximum, 
culminating in the release of optimal solution.

To enhance the search velocity and precision of parameter identification using genetic algorithm, it was 
imperative to define logical bounds for the J-C constitutive parameters. This is crucial because different iden-
tification techniques can produce varying parameter values. In pursuit of the optimal solution for the fitness 
function mentioned in Fig. 6, this study collated data from extensive literature reviews, presenting constitutive 
parameters values, as detailed in Table 4.

From Table 4, the range of constitutive parameters can be determined as follows:

Table 2.   Experimental data.

Experiment number n (r/min) D (mm) v (m/min) f (mm/r) ap (mm) Fy (N) Fz (N)

1 400 31.8 39.94 0.08 0.1 39.02 62.46

2 400 31.6 39.69 0.12 0.1 43.84 75.57

3 400 29.4 36.93 0.15 0.1 52.32 94.43

4 400 26.8 33.66 0.08 0.2 51.25 87.39

5 400 31.4 39.44 0.12 0.2 72.78 121.92

6 400 29.8 37.43 0.15 0.2 84.65 145.89

7 400 32.8 41.20 0.08 0.3 65.31 112.80

8 400 27.5 34.54 0.12 0.3 85.59 168.92

9 400 28.7 36.05 0.15 0.3 97.96 174.13

10 560 39.0 68.58 0.08 0.1 16.54 47.99

11 560 23.8 41.85 0.12 0.1 47.27 59.09

12 560 38.6 67.87 0.15 0.1 55.69 86.15

13 560 25.0 43.96 0.08 0.2 56.40 96.42

14 560 36.8 64.71 0.12 0.2 72.02 104.18

15 560 38.4 67.52 0.15 0.2 89.05 116.78

16 560 40.0 70.34 0.08 0.3 47.44 110.23

17 560 37.4 65.76 0.12 0.3 86.09 125.37

18 560 22.0 38.68 0.15 0.3 100.60 167.70

19 710 35.2 78.47 0.08 0.1 28.38 56.34

20 710 35.0 78.03 0.12 0.1 46.63 56.36

21 710 35.4 78.92 0.15 0.1 47.23 78.57

22 710 20.9 46.48 0.08 0.2 54.30 73.43

23 710 34.8 77.58 0.12 0.2 64.96 95.74

24 710 35.8 79.81 0.15 0.2 73.81 145.08

25 710 33.4 74.46 0.08 0.3 61.22 117.35

26 710 34.4 76.69 0.12 0.3 81.94 152.66

27 710 36.4 81.15 0.15 0.3 93.80 188.15

Table 3.   Results of the range analysis of Fz. 

Level n (r/min) ap (mm) f (mm/r)

1 115.95 68.55 84.94

2 101.54 109.65 106.65

3 107.08 146.37 132.99

Delta 14.4 77.82 48.05

Rank 3 1 2
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Initially, the genetic algorithm was used to identify the five parameters A, B, n, C, and m. However, only the 
value of C consistently remained at 0.14 according to the identification results, falling into a local minimum. The 
values of the other four parameters (A, B, n, m) would vary within a certain range, and when the five parameters 
obtained via the genetic algorithm were used for simulation, the simulation could not proceed normally, and 
the force curve could not stabilize.

Research revealed that among the five constitutive parameters A, B, n, C, and m, A and B have a significant 
impact on simulated cutting force, while the impact of C is minor13. However, after simulation tests, within the 
range of 0.004 ≤ C ≤ 0.14, larger value of parameter C resulted in unstable simulation result and irregular chip 
morphology. Parameter C has the largest range of variation comparing to other four parameters (A, B, n, m) in 
Table 4, then it is prone to falling into local minimum in the genetic algorithm, resulting in premature termina-
tion of the simulation. Therefore, it is necessary to discuss and analyze the value of C to ensure the generation 
of regular chips. Since the C value of 0.0067 in the JC1 model from Table 4 is the smallest, research based on the 
constitutive parameters of the JC1 model was conducted. Taking the parameter C = 0.0067 (0%) from the JC1 
model as a baseline, the values of C are set to 0.004 (-40%), 0.0054 (-20%), 0.008 (20%), 0.0094 (40%), and the 
maximum value of C from Table 4, which is 0.136, with a total of six levels for simulation analysis using the first 
set of cutting parameters (spindle speed n with 400 r/min, cutting speed v with 39.94 m/min, feed rate f with 0.08 
mm/r, cutting depth with 0.1 mm) in Table 2. The resulting chip morphologies are shown in Fig. 7. Additionally, 
different values of the constitutive parameter C resulted in different distributions of shear zone and strain rate. 
As shown in Fig. 8, the shear zone and strain rate distribution results were obtained through software analysis; 
Along the radial center of strain rate cloud diagram in the shear zone, the strain rate and stress were extracted, 
and their maximum values are recorded in Table 5. Combining Fig. 7a and 8a, when C was 0.136, the maximum 
strain rate and stress were 58,201.29 s−1 and 2211.28 MPa (as shown in Table 5), and no chip was produced. The 
reason is that the increase of C value leading to higher stress in the shear zone and elevated cutting temperatures, 
which surpassed the set melting point, finally preventing chip formation. As shown in Fig. 7e,f, when C were 
0.008 and 0.0094, the simulation temperature remains high, hence, no complete chips were formed; by comparing 
the chip morphologies in Fig. 7b–d, it is observed that the most regular chips are produced when C was 0.0054, 
obtaining the most stable simulation. And as shown in Table 5, when C is 0.0054, the simulation force Fs (65.31 
N) is closest to the experimental force Fz (62.46 N) corresponding to Table 2. Consequently, C was determined 
to be 0.0054, then reverse identification was utilized to obtain four remaining parameters (A, B, n, m).  

(A = 452.0, B = 694.0, n = 0.311, m = 0.996).
The fitness function and the constraint matrix of constitutive parameters were coded. Genetic algorithm 

was employed for computation via MATLAB with the following parameters: population size was 20, evolution 
times was 500, and algorithm tolerance is 10–6. The fitness evolution trend was depicted in Fig. 9. By the time the 
population reached the 190th generation, it exhibited signs of stabilization and convergence. At this juncture, 
genetic algorithm terminated its operation. The output values for parameters A, B, n, and m were determined as 
the optimal solutions. Hence, the constitutive parameters for 304 stainless steel, derived from genetic algorithm, 
are presented in Table 6 and are designated as the JCM model. 

(18)
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Fig. 5.   The influence of experimental parameters on cutting force.
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FEM simulation and empirical model prediction of cutting force
FEM simulation
In this study, a three-dimensional turning simulation was conducted via FEM software. Given that the work-
piece diameter exceeded 20 mm, its circumferential radius was sufficiently large, thus the circular motion at the 
tool-workpiece contact point in Fig. 10a could be approximated as the linear motion shown in Fig. 10b. The 

cutting experiment

cutting parameters:

n, f, ap
cutting force 

measurement:

Fy, Fz

actual cutting zone;

feed motion influent

rake angle 

unequal division shear 

zone model

stress , strain AB, 

strain rate , 

temperature 

confirm the range of

values for each

parameter of fitness

function.

simulation test 

to determine 

parameter C

genetic algorithm

generate initial 

population

calculate individual 

fitness function

termination 

judgment

selection

operation

mutation

operation

crossover

operation

i=i+1

output optimal 

solution

J-C constitutive 

model parameters:

A, B, n, C, m

No

Yes

Fig. 6.   Inverse identification process of constitutive parameters.

Table 4.   J-C constitutive model parameters.

Model A (MPa) B (MPa) n C m

JC126 452.0 694.0 0.311 0.0067 0.996

JC213 357.8 801.8 0.912 0.136 0.411

JC327 277 556 0.796 0.0096 0.944

JC428 310 1000 0.65 0.07 1

JC529 463 426 0.25 0.015 1.03
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designated cutting zone had dimensions of length (L) 5 mm, height (H) 2 mm, width (W) 1 mm and the tool tip 
model was imported. As the cutting speed cannot be fixed on an ordinary lathe, the spindle speed was selected 
as experimental parameter. Combined with the diameter of 304 stainless steel rod, the spindle speed was trans-
lated into cutting speed. The model mesh employed an adaptive grid, where software automatically generated 
a denser mesh in the cutting area and subdivided the mesh when the stress was higher. The study carried out 
two different simulations: Simulations based on JC1 model (as detailed in Table 4) and corresponding material 
parameters in literature26 Simulations based on the JCM model (from genetic algorithm, as detailed in Table 6), 
and the material parameters presented in Table 7.

Empirical model prediction
Cutting force prediction could be implemented not only through simulation but also using empirical formulas, 
such as the Eq. (19)30. In this study, the data of Table 2 was substituted into the Eq. (19) to conform the unde-
termined constants.

In the equation, C1, a1 to a3 are all undetermined constants.
To linearize the nonlinear function, logarithm calculation was simultaneously executed for the both sides of 

Eq. (19), as shown in Eq. (20)30:

(19)F = C1n
a1 f a2aa3p

(20)lgF = lgC1 + a1lgn+ a2lgf + a3lgap

(a) C=0.136

tool

(b) C=0.004

chip

tool

(c) C=0.0054 (d) C=0.0067

(e) C=0.008 (f) C=0.0094

Fig. 7.   Simulation results of chip morphology with different constitutive parameter C values.
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(a) C=0.136

shear zone

extract data 

according to 

the curve

workpiece

(b) C=0.004 (c) C=0.0054

(d) C=0.0067 (e) C=0.008 (f) C=0.0094

Fig. 8.   Distributions of shear zone and strain rates for different values of the constitutive parameter C. 

Table 5.   The simulation force during steady state. The extracted maximum strain rate and stress.

C simulation Force Fs(N) max strain rate ( s−1) max mises stress (MPa)

0.136 99.68 58,201.29 2211.28

0.004 66.57 35,024.25 899.55

0.0054 65.31 18,090.19 934.23

0.0067 74.41 31,038.75 919.68

0.008 54.55 24,050.17 961.48

0.0094 70.35 14,921.38 928.71
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Fig. 9.   Fitness trend.

Table 6.   Johnson–Cook model parameters.

A(MPa) B(MPa) n C m ε̇0(s−1)

241.852 469.69 0.92 0.0054 1.184 0.001
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Let b0 = lg c1 + a1 lg n+ a2 lg f + a3 lg ap x2 = lg f , x3 = lg ap With these, the linear regression equation 
was obtained:

After executing multivariate linear regression on Eq. (21), the resultant empirical prediction model for cut-
ting force was derived as:

Figure 11 shows the regression residuals of prediction model. All residual data contains zero point, signifying 
the relative reliability of the prediction model. This empirical prediction model was referred to as EXP model. 
Within this model, the absolute value of corresponding exponent signifies the extent of its influence on predicted 
force. According to the Eq. (22), it’s evident that cutting depth (0.6921) exerts the most significant influence 
on cutting force, followed closely by feed rate (0.6899), while spindle speed (-0.2055) exhibits the least impact.

(21)Y = b0 + b1x1 + b2x2 + b3x3

(22)F = 103.7324n−0.2055f 0.6899a0.6921p

v

toolworkpiece

(a)

workpiece
tool

(b) v

W

H L

Fig. 10.   The 3-D simulation model.

Table 7.   304 stainless steel material parameters.

Density /(kg/cm3) Melting point /℃
Specific heat capacity
/(J/kg∙℃)

Elastic Modulus
/Gpa Thermal conductivity /(W/m∙℃) Poisson’s ratio

7850 1400 500 210 17.3 0.33
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Fig. 11.   Residual case order plot.
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As shown in Table 8, the cutting force errors between each model value and its experimental value were cal-
culated. Based on Table 8, a cutting force graph was depicted in Fig. 12 and an error graph was shown in Fig. 13. 
In JC1 model, the average error of cutting force was 16.60%, with a minimum value of 2.03% and a maximum 
value of 55.51%. The JC1 model exhibits a large mean error and fluctuation range (50%). This is attributed to 
the fact that the J-C constitutive parameters obtained from the SHPB test are just applicable within a strain rate 

Table 8.   Comparison of experimental and simulated predicted results.

Experiment number F z(N) EXP model force (N) EXP model error (%) JC1 model force (N) JC1 model error (%) JCM model force (N)
JCM model error 
(%)

1 62.46 56.08 10.21 70.97 13.62 67.74 8.45

2 75.57 74.18 1.83 81.48 7.83 76.01 0.59

3 94.43 86.53 8.37 104.19 10.34 92.14 2.43

4 87.39 90.61 3.68 99.30 13.63 100.32 14.80

5 121.92 119.85 1.70 131.18 7.60 122.54 0.51

6 145.89 139.80 4.18 139.90 4.10 153.55 5.25

7 112.80 119.96 6.35 127.73 13.24 123.77 9.73

8 168.92 158.68 6.06 153.07 9.38 165.42 2.07

9 174.13 185.09 6.29 167.25 3.95 179.09 2.85

10 47.99 52.33 9.05 63.41 32.13 53.19 10.84

11 59.09 69.23 17.15 89.81 51.99 66.08 11.84

12 86.15 80.75 6.27 86.11 5.52 78.67 8.67

13 96.42 84.55 12.31 94.47 2.03 104.33 8.20

14 104.18 111.85 7.36 125.51 20.48 110.17 5.76

15 116.78 130.46 11.72 137.18 17.47 120.17 2.90

16 110.23 111.95 1.56 130.45 18.34 120.24 9.09

17 125.37 148.08 18.11 163.58 30.48 131.67 5.02

18 167.70 172.72 2.99 181.75 8.38 173.99 3.75

19 56.34 49.84 11.54 63.42 12.56 55.48 1.54

20 56.36 65.93 16.98 87.64 55.51 62.10 10.18

21 78.57 76.90 2.12 97.11 23.59 85.17 8.40

22 73.43 80.53 9.67 91.25 24.27 83.80 14.12

23 95.74 106.52 11.26 118.01 23.26 106.47 11.20

24 145.08 124.25 14.36 128.00 11.77 141.69 2.33

25 117.35 106.62 9.15 118.09 3.68 108.13 7.86

26 152.66 141.03 7.62 169.82 11.24 157.17 2.95

27 188.15 164.50 12.57 165.98 11.78 189.75 0.85

Average 8.54 16.60 6.38
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Fig. 12.   Cutting force graph.
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range of 103 s-1 ~ 104 s-1. However, under turning conditions, the material’s strain rate can reach 105 s−1. There-
fore, the JC1 model could not accurately reflect actual turning experiment situation. The EXP model reported 
an average error of 8.54%, with values spanning from 1.56% at the lowest to 18.11% at the highest. Its error 
fluctuation was relatively small, however, as shown in Table 8, the predicted force Fz reached its maximum value 
of 185.09 N in the 9th group (n = 400 r/min, f = 0.15 mm/r, ap = 0.3 mm), which is inconsistent with the trend of 
the experimental values of cutting force. While JCM model, identified through genetic algorithm, showed an 
average error of 6.38%, with its values fluctuating between 0.51% and 14.80%. The error range, maximum value, 
and average value of cutting force in JCM model were all smaller than those of EXP model, generally speaking, 
the error fluctuation of this model was the smallest. In this study, compared to EXP model, JCM model not only 
more precisely depicted the changes of actual experimental cutting force, but also coincided with actual cutting 
force better. It should be noted that EXP model was predicated via only three parameters—spindle speed n, feed 
rate f, and cutting depth ap. While JCM model encompasses more factors of cutting process, such as the varia-
tions of cutting zone, feed motion, changes of workpiece diameter, etc.

Conclusion

1. Parameter optimization of Johnson–Cook (J-C) constitutive model for 304 stainless steel was realized by 
utilizing the characteristics of genetic algorithm that could efficiently obtain the optimal solutions. It could 
accurately reflect the state of turning machining under high strain rate conditions. The simulated values of 
cutting force aligned closely with its experimental values, exhibiting minimal deviation and maintaining the 
same trend of value changes.
2. Considering the influence of actual cutting zone and the impact of feed motion on the rake (flank) angle, 
an unequal division shear zone model was established in the construction process of J-C constitutive model. 
FEM simulation results implied that, if other parameters were held constant, the increase of C value would lead 
to greater stress in the shear zone and thicker chip layer that accumulated at the tool tip, causing temperature 
increase, resulting in the instability of cutting force.
3. Range analysis was implemented for turning experimental data, comparing the Delta and Rnak values, it 
was discerned that both cutting depth and feed rate had a positive correlation with cutting force. However, 
within the range of 400 ~ 710 r/min, spindle speed initially exhibited a negative correlation and later indicated 
a positive correlation with cutting force, due to the diminishing workpiece diameter which caused a decrease 
in cutting speed and an increase in rake angle.
4. In JC1 model, the maximum error between simulated and experimental cutting forces was 55.51%, with 
an average error of 16.60%. This large fluctuation in error indicated that the STN model could not accurately 
reflect actual turning experiment conditions. EXP model was derived through multiple linear regression, 
its maximum error between predicted and experimental values was 18.11%, with an average error of 6.38%. 
Moreover, the predicted values of cutting force failed to consistently align with experimental results. The range 
of cutting forces simulated by JCM model was 53.19 ~ 189.75 N. The maximum error between experimental 
value and simulated value was 14.8%, with an average error of 6.38%. These results demonstrated that JCM 
model suited the actual experiments conducted in this study the most.
5. It was evident that the error range and average values of JCM model identified in this paper were superior 
to those of JC1 and EXP models. It suggested that JCM model could accurately capture the variations of 
cutting force for 304 stainless steel workpieces with different diameters, especially at low to medium spindle 
speeds. The feasibility of reverse identification method based on genetic algorithm and the reliability as well 
as accuracy of J-C constitutive model were also verified.
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