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Text summarization 
for pharmaceutical sciences 
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In the pharmaceutical industry, there is an abundance of regulatory documents used to understand 
the current regulatory landscape and proactively make project decisions. Due to the size of these 
documents, it is helpful for project teams to have informative summaries. We propose a novel 
solution, MedicoVerse, to summarize such documents using advanced machine learning techniques. 
MedicoVerse uses a multi-stage approach, combining word embeddings using the SapBERT model 
on regulatory documents. These embeddings are put through a critical hierarchical agglomerative 
clustering step, and the clusters are organized through a custom data structure. Each cluster is 
summarized using the bart-large-cnn-samsum model, and each summary is merged to create a 
comprehensive summary of the original document. We compare MedicoVerse results with established 
models T5, Google Pegasus, Facebook BART, and large language models such as Mixtral 8 × 7b instruct, 
GPT 3.5, and Llama-2-70b by introducing a scoring system that considers four factors: ROUGE 
score, BERTScore, business entities and the Flesch Reading Ease. Our results show that MedicoVerse 
outperforms the compared models, thus producing informative summaries of large regulatory 
documents.
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The pharmaceutical industry has witnessed a remarkable surge in published literature, encompassing a diverse 
range of topics within the life sciences. This valuable repository of knowledge includes journals, academic publi-
cations, and research papers in fields such as medicine, genetics, epidemiology, and more. Pharmaceutical science 
literature serves as a rich source of information, providing comprehensive insights into the latest advancements 
and discoveries in various life sciences domains. Researchers, medical professionals, and others rely on this 
extensive corpus of data to gain knowledge, enhance patient care, drug development, influence public health 
policies, etc., thereby playing a vital role in advancing scientific understanding and promoting evidence-based 
decision-making. Despite the invaluable knowledge in biomedical science literature, researchers often face sig-
nificant challenges in staying current and publications pose hurdles in efficiently analyzing vast volumes of text. 
Given this scenario, there is a need for an effective approach to streamline the information extraction process 
and locate the key contents of the text. Text summarization which emerges as a promising solution in natural 
language processing (NLP) addresses the challenges posed by the extensive biomedical science literature.

Text  summarization1 is the process of condensing a large amount of text into a concise, informative sum-
mary without compromising the underlying meaning of the original text. There are two primary approaches to 
text summarization, extractive  summarization2,3 and abstractive  summarization4. In extractive summarization, 
key phrases and words are extracted from the raw text and then merged to generate a summary. Abstractive 
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summarization works by creating new sentences that resonate with the meaning of the original text. This method 
involves a two-step approach of first selecting important phrases and then paraphrasing them. Both techniques 
are considered to be supervised machine learning problems.

Research has demonstrated that neural network based abstractive summarization have been shown to achieve 
state-of-the art  performance5,6. These methods often employ encoder-decoder  architectures7, which are typical 
in sequence-to-sequence models. The addition of the attention mechanism in  Transformers4,8–12 has significantly 
enhanced these models. Currently, abstractive text summarization is commonly achieved through Transformer-
based models and their variations, as they offer reduced computational requirements and enable concurrent 
 training13–17. Early Transformer-based models for summarizing text were assessed using ROUGE scores, whereas 
newer models utilize  BERTScore18 for tasks like text  simplification19 and correcting grammatical  errors20. Lately, 
there has been a shift towards using reinforcement learning to optimize rewards based on various evaluation 
 criteria21,22, including the ROUGE-L  score23. The BERTSUM  model14, which utilizes the BERT  model24 for the 
Transformer encoder-decoder, has attained the highest performance on various datasets. Motivated by these 
developments, we have created an innovative method that merges unsupervised hierarchical agglomerative 
 clustering25,26 with Transformer models for the purpose of abstractive text summarization.

Our work focuses on providing an abstractive text summarization tool designed to extract key insights from 
medical and scientific research papers. In this paper, we introduce our solution MedicoVerse, a novel biomedical 
text summarizer developed to address the pressing need for effective information synthesis in the biomedical 
domain. Our approach harnesses NLP techniques and models to construct abstractive summaries that encap-
sulate the core knowledge embedded within the original text. Our approach has a multi-stage methodology, 
encompassing techniques such as word  embeddings27,28, hierarchical agglomerative  clustering29,30, abstractive 
summarization, and disease-chemical keyword annotation. We also introduce a novel scoring technique to 
evaluate the effectiveness of our approach, integrating four key metrics:  ROUGE31,  BERTScore18, Business Enti-
ties and the Flesch Reading  Ease32. This scoring technique ensures a comprehensive assessment on the quality 
of the summaries.

Results
Dataset
Our main dataset is in the domain of regulatory requirements, consisting of 227 parts of texts from publically 
available 38 regulatory  documents33, and parts of texts from 23 PubMed  documents34. These documents are 
primarily used for understanding the current regulatory landscape and proactively making project decisions 
based on recent regulatory activity. For example, this may be new U.S. Food and Drug Administration guidelines 
to include data from studies. Due to the size of these regulatory documents, it is helpful for regulatory teams to 
have their informative summaries. These informative summaries are also valuable for biologics license application 
reviewers because those reviewers can in turn provide better inputs if they know about the current regulatory 
trends. One benefit of informative summaries of regulatory documents is that they can reduce project timelines 
by decreasing the number of regulatory queries received from regulators, as each query is potentially a delay to 
the final approval date. There is also a cost-saving benefit as it could mean less work responding to regulators. 
The 227 parts of texts from the 38 regulatory documents is preprocessed and fed through the MedicoVerse 
system architecture. Finally, the summaries are evaluated and compared along with results from other models.

System architecture
Our approach addresses the challenge of condensing extensive regulatory documents into concise and informa-
tive abstractive summaries. The proposed summarizer, MedicoVerse, uses advanced NLP models, hierarchical 
clustering, summarization techniques, and disease-chemical keyword annotation. A comprehensive breakdown 
of the MedicoVerse architecture is shown in Fig. 1.

Data collection and pre‑processing
Our main dataset consists of 227 parts of texts from publically available 38 regulatory documents, and parts 
of texts from 23 PubMed documents. All documents are preprocessed through the elimination of unnecessary 
characters and newlines, text normalization, as well as ensuring a consistent format. Moreover, the text is seg-
mented into smaller units using a customized delimiter. This segmentation enhances the feasibility of subsequent 
analysis and processing.

sapBERT word embeddings
To capture the intricacies of the terminology and context, the preprocessed data is inputted into the cambridgeltl/
SapBERT-from-PubMedBERT-fulltext24,35 model to generate BERT embeddings. Instead of providing a fixed 
embedding for each word, BERT produces contextualized word embeddings, so that the representation of each 
word is influenced by its surrounding words in a given sentence. This model has been pre-trained on an extensive 
corpus of full-text biomedical articles from  PubMed36,37 and clinical text  data38, enabling it to capture intricate 
language patterns and domain-specific knowledge present in biomedical literature. This ensures that our sum-
marizer gains the capability to comprehend the specialized language inherent in documents. The resulting 
embeddings are extracted from the last hidden state of the model which generates the contextualized informa-
tion for each token in the sequence. The last hidden state of the model refers to the final internal representation 
generated by the encoder in a sequence-to-sequence model. It encapsulates the key information from the entire 
input sequence and serves as a condensed representation. This last hidden state is crucial in summarization tasks, 
as it is used as the initial context for the decoder to generate a concise and contextually informed summary of the 
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input text. This process effectively provides a good representation of the original text, allowing our summariza-
tion tool to create comprehensive summaries that capture the essence of the content.

Hierarchical clustering with agglomerative clustering
The resulting sentence embeddings from the cambridgeltl/SapBERT-from-PubMedBERT-fulltext24,35 model are 
put through a hierarchical agglomerative clustering  algorithm29,30 that works in a bottom-up approach. This 
process begins by treating each sentence as an individual cluster. It uses the cosine similarity metric to measure 
the similarity between sentences and employs the average linkage method to create a hierarchical structure. The 
output is a distance matrix that represents how sentences cluster together based on their similarity. Iteratively, 
a pair of closest clusters are merged, reducing the number of clusters by half. This merging process continues 
until all of the data points belong to one cluster, forming a hierarchical structure of clusters. Leveraging this 
technique, we are able to group semantically related sentences into clusters. The resulting dendrogram, shown 
in Fig. 2, can be cut at different levels to obtain various clusters. The number of clusters will be highly dependent 
on the complexity of the document.

We arrived at the optimal number of clusters empirically through experimentation. Our refined approach on 
the number of clusters is an integral part of n+1

3  , where n is the total number of sentences in the document. This 
formulation allowed us to achieve clusters each with coherent set of sentences. The heuristic n+1

3  is designed to 
balance over-segmentation and under-segmentation of text data.

Each resulting cluster is ranked based on the smallest index among the sentences within that cluster. The 
rankings of these clusters will be used to order the summaries coming from each cluster, yielding a final cohesive 
summary.

Summarization with bart‑large‑cnn‑samsum
The next step of the MedicoVerse solution focuses on the generation of concise summaries for a set of clustered 
texts, employing the large language model philschmid/bart-large-cnn-samsum40. This is a pre-trained sequence-
to-sequence model that adopts the Transformer model  architecture12, leveraging self-attention mechanisms to 
capture comprehensive dependencies between words within a sequence. The bart-large-cnn-samsum model is 
a Transformer-based text summarization model fine-tuned on the SamSum  dataset40, which includes general 
conversational text and their corresponding summaries. This dataset features interactions that also include 
conversations between doctors and patients, discussing diseases, symptoms, and healthcare. Models trained on 
the SamSum dataset are also known to perform well on MTSamples, a collection of transcribed medical sample 
reports, and the Medical Information Mart for Intensive Care (MIMIC)  dataset41.

Each cluster resulting from the agglomerative clustering technique is subsequently fed into the model. Sum-
marizing each of these clusters ensures our ability to capture the context present across the entire document. 
Finally, MedicoVerse merges the summaries of the clusters with respect to the order of the clusters based on the 
original sentence indices.

Disease and chemical keyword annotation with SciSpacy
Within the scope of the current task, one notable application of the  SciSpaCy42,43 model en_ner_bc5cdr_md lies 
in its capability to perform entity annotation by color-coding disease and chemical entities within each text. The 
value of this functionality is in the identification of relevant entities within the summarized text. By color-coding 
these entities, our summarization approach offers a visual cue, empowering users to swiftly discern and extract 
pertinent information concerning diseases and chemicals.

Fig. 1.  The MedicoVerse text summarization architecture.
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Quality of clusters and sumarries
The top left of Fig. 2 shows an example of a piece of regulatory document. Its color-coded form at the top right in 
Fig. 2 depicts the cluster of the corresponding sentences. The hierarchical clustering bins the sentences based on 
their semantic content. The color coding scheme and corresponding cluster number of Fig. 2 can be considered 
more carefully to understand what each cluster comprises.

• Cluster 0 sentences discuss the water deficit in DKA and HHS, showing a thematic focus on the conditions 
impact on hydration levels.

• Cluster 1 sentences cover the initial fluid therapy, its direction, and factors influencing the choice of fluid, 
indicating a focus on treatment steps.

• Cluster 2 sentences elaborate on the specifics of fluid therapy, such as the type of saline and rate of infusion.
• Cluster 3 sentences are the largest group and seems to discuss the management of the patients condition in 

a more comprehensive manner, covering various aspects of fluid therapy, insulin administration, and their 
effects.

• Cluster 4 has a single sentence that emphasizes the importance of considering urinary losses, a unique aspect 
not covered in other clusters.

• Cluster 5 contains a defining sentence about DKA and HHS, which is likely quite distinct from the operational 
treatment discussions in the other clusters.

Figure 3 shows the summary of a part of a regulatory  document39 from Fig. 2. This summary indicates that key 
themes such as volume depletion in DKA and HHS, fluid therapy protocols, and the consideration of electrolytes 

Fig. 2.  Hierarchical clustering of a piece of regulatory  document39. Top left: piece of regulatory document, 
top right: colored sentences corresponding to clusters, bottom left: dendrogram showing cluster heirarchy of 
sentences, and bottom right: key for colors corresponding to cluster ids.

Fig. 3.  MedicoVerse summary of a piece of regulatory document from Fig. 2 highlighting diseases and 
chemical entities.
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and hydration status have been maintained. Specific details such as the rate and type of saline administration, the 
goal of therapy, and precautions with insulin administration in hypotensive patients have also been preserved. The 
summary has reduced the text by almost 46%. This suggests that the clustering managed to eliminate redundant 
information while retaining the essence of the text. Over the 227 pieces of texts from 38 regulatory documents, 
an average of 37% reduction was seen in their summaries. The ability to condense content without sacrificing 
the quality or missing vital information showcases the effectiveness of the clustering approach.

The summarizer also retains a high level of readability and presents the information in a manner that is 
accessible to both medical professionals and readers less familiar with the domain. It demonstrates the potential 
of advanced natural language processing techniques to support researchers in distilling and communicating 
complex datasets effectively.

Evaluation metrics
A multifaceted approach was employed for a comprehensive evaluation of MedicoVerse. We utilized the ROUGE 
metrics (ROUGE-1, ROUGE-2, ROUGE-L) to assess the quality of the generated summaries.  ROUGE44–46 
(Recall-Oriented Understudy for Gisting Evaluation) is a set of metrics used for the automatic evaluation of text 
summarization and machine translation systems. The ROUGE metrics measure the quality of the generated 
summary or translation by comparing it to one or more reference summaries or translations. The scoring ranges 
from 0 to 1, with 1 being the best score. There are 3 main variants under ROUGE metrics: ROUGE-1, ROUGE-2, 
and ROUGE-L. The ROUGE-1 metric compares the unigrams between the generated summary and the refer-
ence summary while ROUGE-2 compares the bigrams. The ROUGE-L metric is used to compute the longest 
common subsequence between the machine-generated summary and the reference summary. By treating each 
summary as a sequence of words, ROUGE-L considers sequence matches of sentences that reflect sentence-level 
word order. The ROUGE metrics precision, recall, and F1 score are assessed by comparing the model-generated 
summaries in reference to the raw text, which serves as the ground truth for evaluation.

In our work, we employed the ROUGE F1 score as the primary evaluation metric for assessing the quality of 
summaries generated by multiple models, given the absence of ground truth references. We also incorporated 
BERTScore to evaluate the similarity between the generated summary and the reference summary by utilizing 
contextual embeddings from models such as BERT. BERTScore computes precision, recall, and F1 scores based 
on token-level matches within the embedding space. While the average BERT F1 score and ROUGE F1 score 
provides a balanced assessment, it is important to acknowledge its sensitivity to the choice of evaluation metric 
and the potential for bias inherent in automated evaluation methods. To mitigate these limitations and broaden 
the scope of the evaluation on our models, we used business key performance indicators (KPIs) where subject 
matter experts identified business entities that were used to measure the models capacity to capture domain-
specific entities. As a last measure, we considered the readability index that quantifies the ease with which a piece 
of text can be understood by its readers. This index provides a numerical value that reflects the complexity of the 
texts’ vocabulary, sentence structure, and overall readability. We employed the Flesch Reading  Ease32 readability 
metric to assess the text’s readability, which gauges how easily a document can be comprehended. This metric 
relies on both the average sentence length and the average number of syllables per word in order to calculate read-
ability. It evaluates the ease of comprehending a summary after the summarization process has been carried out.

Under these four metrics, we constructed a final score in Eq. (1), where Eq. (2) shows how to compute the 
ROUGE F1 Score Weighted Average term.

This final score of Eq. (1) was used to compare multiple summarization models such as bart-large-cnn-samsum, 
Facebook BART, Google  Pegasus47, T5, Mixtral 8 × 7b instruct, GPT 3.5, and Llama-2-70b in addition to our own 
approach. The weights of Eqs. (1) and (2) were determined empirically.

Evaluation
This paper’s primary objective is to assess the effectiveness of various summarization approaches and their 
ability to generate concise and coherent summaries for regulatory and PubMed documents. We introduced a 
novel scoring technique to evaluate the effectiveness of our approach, integrating four key metrics: ROUGE, 
BERTScore, Unique Business KPIs, and Flesch Reading Ease. A detailed analysis of the results from our evalu-
ation is illustrated through performance Tables 1 and 2, with discussions of key findings, and comparisons 
to existing approaches. We also delve into the implications of our findings and their potential applications in 
pharmaceutical and biomedical sciences.

(1)

Final Score

= 0.2× (ROUGE F1 Score Weighted Average)

+ 0.2× (BERT F1 Score Average)

+ 0.4× (Unique Business KPI)

+ 0.2× (Flesch Reading Ease).

(2)

ROUGE F1 Score Weighted Average

= 0.2× (ROUGE-1 F1 Score)

+ 0.2× (ROUGE-2 F1 Score)

+ 0.6× (ROUGE-L F1 Score).
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Table 1.  ROUGE scores for different models on summaries of a part of regulatory  document48.

Model Metrics Recall Precision F1-score

MedicoVerse

ROUGE - 1 0.57 0.86 0.69

ROUGE - 2 0.46 0.73 0.56

ROUGE - L 0.56 0.85 0.68

Bart-large-cnn-samsum without clustering

ROUGE - 1 0.18 0.89 0.30

ROUGE - 2 0.11 0.76 0.19

ROUGE - L 0.18 0.89 0.30

Facebook/bart-large-cnn without clustering

ROUGE - 1 0.12 0.93 0.21

ROUGE - 2 0.06 0.83 0.12

ROUGE - L 0.12 0.93 0.21

Google/Pegasus-xsum without clustering

ROUGE - 1 0.06 1.00 0.11

ROUGE - 2 0.03 0.91 0.05

ROUGE - L 0.06 1.00 0.11

T5 Model without clustering

ROUGE - 1 0.11 0.92 0.20

ROUGE - 2 0.06 0.66 0.10

ROUGE - L 0.11 0.88 0.19

Hierarchical clustering + Mixtral 8 × 7b instruct model

ROUGE - 1 0.52 0.92 0.66

ROUGE - 2 0.39 0.76 0.51

ROUGE - L 0.52 0.92 0.66

Mixtral 8 × 7b instruct model without clustering

ROUGE - 1 0.15 0.45 0.22

ROUGE - 2 0.04 0.19 0.07

ROUGE - L 0.14 0.44 0.22

Hierarchical clustering + GPT 3.5 Model ROUGE - 1 0.48 0.81 0.60

ROUGE - 2 0.23 0.48 0.31

ROUGE - L 0.43 0.73 0.54

GPT 3.5 model without clustering

ROUGE - 1 0.41 0.72 0.52

ROUGE - 2 0.20 0.45 0.28

ROUGE - L 0.40 0.71 0.51

Hierarchical clustering + Llama-2-70b Model

ROUGE - 1 0.54 0.76 0.63

ROUGE - 2 0.34 0.53 0.42

ROUGE - L 0.51 0.72 0.60

Llama-2-70b model without clustering

ROUGE - 1 0.45 0.77 0.57

ROUGE - 2 0.28 0.52 0.37

ROUGE - L 0.43 0.72 0.53

Table 2.  Average score across all the models for ten sampled data of regulatory documents.

Model ROUGE F1 score weighted average BERT F1 score average Flesch  Reading Ease average Business KPI Final Score

MedicoVerse 0.60 0.76 0.43 0.70 0.64

Hierarchical clustering + Llama-2-70b Model 0.61 0.76 0.29 0.72 0.62

Hierarchical clustering + Mixtral 8 × 7b instruct 
model 0.63 0.77 0.29 0.56 0.56

Hierarchical clustering + GPT 3.5 Model 0.54 0.76 0.24 0.63 0.55

Llama-2-70b without clustering 0.54 0.75 0.23 0.52 0.51

GPT 3.5 Model without clustering 0.49 0.75 0.22 0.54 0.51

Mixtral 8 × 7b instruct model without clustering 0.22 0.66 0.18 0.38 0.36

Bart-large-cnn-samsum without clustering 0.32 0.67 0.35 0.31 0.39

Facebook/bart-large-cnn without clustering 0.25 0.65 0.39 0.18 0.33

T5 Model without clustering 0.23 0.60 0.44 0.12 0.30

Google/Pegasus-xsum without clustering 0.12 0.55 0.33 0.06 0.22
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According to Table 1, the MedicoVerse model demonstrates robust performance across all ROUGE metrics, 
consistently achieving scores exceeding 0.4. The MedicoVerse model displays recall and precision scores of 
0.57, 0.46, 0.56, 0.86, 0.73, 0.85, exhibiting a balance between precision and recall scores compared to the other 
models. The ability to strike this balance ensures that the generated summaries contain essential information 
while avoiding excessive inclusion of irrelevant terms.

On the contrary, models such as philschmid/bart-large-cnn-samsum, Facebook/bart-large-cnn, Google/
pegasus-xsum, and T5 models without clustering demonstrate low recall scores and high precision, consistently 
surpassing 0.6. The high precision and low recall scores of these models suggest that the generated summaries 
fall short of capturing the most relevant words, phrases, or context from the reference text. Furthermore, the 
F1-scores associated with these models are notably low, residing within the range of 0.05–0.2, indicating a sub-
stantially lower overall performance compared to that of MedicoVerse.

To broaden the scope of our analysis and ensure a more exhaustive comparison, we explore the capabilities 
of MedicoVerse alongside large language models such as Mixtral 8 × 7b instruct, GPT 3.5, and Llama-2-70b, as 
illustrated in Table 1. We utilized MedicoVerse’s architecture but substituted the bart-large-cnn-samsum model 
with Large Language Models (LLM). The Mixtral 8 × 7b instruct exhibits notable F1-score performance, with 
values of (0.66, 0.51, 0.66) closely resembling those of MedicoVerse. Additionally, its recall scores (0.52, 0.39, 
0.52) and precision scores (0.92, 0.76, 0.92), surpassing the 0.4 threshold, position it as the second-best perform-
ing model in our evaluation.

On the other hand, models such as GPT 3.5 and Llama-2-70b demonstrate noteworthy F1-score performances 
with values of (0.60, 0.31, 0.54) and (0.63, 0.42, 0.60), respectively. Furthermore, the recall and precision scores 
for both models fall within the range of 0.23 to 0.54, with precision values consistently exceeding 0.4. This finding 
highlights a favorable balance between recall and precision, indicating that the generated summaries effectively 
capture only the relevant information from the reference text.

Table 1 shows that MedicoVerse performs better than other compared models consistently under the evalu-
ation metrics. MedicoVerse, a unique composition of hierarchical clustering combined with the philschmid/
bart-large-cnn-samsum model, demonstrates significant advantages. However, a limitation inherent in the phils-
chmid/bart-large-cnn-samsum model is the persistent inclusion of 1–2% noise in the generated summaries. This 
constraint is effectively mitigated by the Mixtral 8 × 7b instruct, where the summaries are concise and domain-
specific. Notably, models like GPT 3.5 and Llama-2-70b yield summaries that are lengthy, easy to comprehend, 
and tailored for a broader audience.

To assess the significance of the hierarchical clustering in the summarization process, we conducted evalua-
tions using Mixtral 8 × 7b instruct, GPT 3.5, and Llama-2-70b models as shown in the Table 1 to generate sum-
maries without the inclusion of clustering as an additional layer. Comparing the Mixtral 8 × 7b instruct without 
and with clustering, we observe an increase in ROUGE-1 scores from 0.15 to 0.52, ROUGE-2 from 0.04 to 0.39, 
and ROUGE-L from 0.14 to 0.52. This demonstrates the effectiveness of the supplementary clustering layer in 
capturing essential information and relationships within the raw text. Extending the analysis to the other models 
such as GPT 3.5 and Llama-2-70b, when going from not using hierarchical clustering to using it, the F1-scores 
have increased from (0.52, 0.28, 0.51) to (0.6, 0.31, 0.54) and (0.57, 0.37, 0.53) to (0.63, 0.42, 0.6), respectively. 
The application of hierarchical clustering consistently results in higher ROUGE scores across the models, rein-
forcing the general applicability of clustering techniques in the context of text summarization. The summaries 
of ten sampled data of regulatory documents across all these models are further reviewed by subject matter 
experts (SME’s), as depicted in Fig. 4. Notably, the x-axis in the graph represents the different models, while the 
y-axis indicates the score given by SME’s and computational scores. The graph illustrates a clear distinction in 
the scores assigned by SME’s between summaries generated with and without clustering. SME’s reviewed both 
the summaries and original text, assigned scores based on their expertise. Specifically, SME’s consistently rated 
the summaries generated by models with clustering higher compared to those without. This trend suggests that 
incorporating clustering techniques in the summarization process contributes to a deeper understanding of the 
input data, enabling the models to generate summaries of greater accuracy.

Table 2 provides an overview of the performance of eleven distinct models, with each metric averaged across 
ten sampled data of regulatory documents. We are using Eq. (1) for calculating the final score.

Table 2 shows that MedicoVerse emerges as the standout model with the highest final score of 0.64, demon-
strating its overall performance. A more granular analysis of each metric starting with ROUGE F1 score weighted 
average illustrates that MedicoVerse attained a score of 0.60, while Mixtral 8 × 7b instruct outperformed with a 
score of 0.63, followed closely by Llama-2-70b with a score of 0.61. Delving deeper into the ROUGE F1 score 
weighted average across ten sampled data of regulatory documents, it is evident that Mixtral 8 × 7b instruct sur-
passes MedicoVerse and Llama-2-70b, showcasing its ability in effectively capturing the most relevant context 
from the reference text. This highlights that using hierarchical clustering with Mixtral 8 × 7b instruct is a compel-
ling choice for regulatory document text summarization.

In addition to the ROUGE scores, BERT F1 scores provide another layer of evaluation for contextual under-
standing. Here, Hierarchical Clustering + Mixtral 8 × 7b instruct again leads with a score of 0.77, slightly ahead 
of both MedicoVerse and Hierarchical Clustering + Llama-2-70b, each scoring 0.76. The Hierarchical Clustering 
+ GPT 3.5 Model also performs well with a score of 0.76, indicating strong contextual relevance across these 
models.

With regards to the average Flesch Reading Ease scores, MedicoVerse achieves the second highest score of 
0.43, suggesting moderately easy-to-understand summaries suitable for a broader audience. However, it’s worth 
noting that the Flesch Reading ease scores for all the large language models such as Mixtral 8 × 7b instruct, Llama-
2-70b, and GPT 3.5, with and without clustering fall within the range of 0.18 to 0.29, reflecting highly concise 
and domain-specific summaries. In contrast, philschmid/bart-large-cnn-samsum, Facebook/bart-large-cnn, 
Google/Pegasus-xsum, and T5 models without clustering exhibit comparatively higher values of 0.35, 0.39, 0.33, 
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and 0.44 and average ROUGE scores ranging from 0.1 to 0.32. These scores indicate that while the summaries 
generated by these models are easy to understand, they lack capturing the key elements from the reference text.

Lastly, MedicoVerse attains a Business KPI score of 0.70 while Llama-2-70b with hierarchical clustering 
stands out as the top performer among all other models with a score of 0.72. Following closely, with hierarchi-
cal clustering, GPT 3.5 achieves a score of 0.63, and Mixtral 8 × 7b instruct achieves a score of 0.56. Conversely, 
models such as philschmid/bart-large-cnn-samsum, Facebook/BART-large-cnn, Google/Pegasus-xsum, and 
T5 models without clustering received significantly lower scores ranging from 0.06 to 0.31, indicating limited 
alignment with business objectives.

Tables 1 and 2 provide a clear analysis, indicating that MedicoVerse is the most effective model that meets 
all the business requirements. Its comprehensive performance, coupled with the advantage of being free-to-use, 
generating summaries with relevant context, positions it as a promising option. Among the other models evalu-
ated, Llama-2-70b outperforms most of the benchmarks demonstrating competitive performance. Despite its 
scores, the summaries generated by Llama-2-70b with clustering lack conciseness, thereby leading to lengthy 
summaries. As a result of this drawback, Mixtral 8 × 7b instruct with clustering emerges as a compelling option, 
positioned as the second-best performer.

Methods
Number of clusters
The determination of the optimal number of clusters in text clustering is a critical task that directly impacts the 
quality of results. Traditional methods such as the Elbow Method and Silhouette Score often fall short when 
applied to textual data which tends to be high-dimensional and  sparse49–51. In this study, we propose a novel 
heuristic, n+1

3  , where n represents the number of sentences, to determine the number of clusters in hierarchical 
agglomerative clustering. This heuristic emerged from extensive experimentation and was found to provide 
consistent and meaningful clustering results across the datasets. The heuristic n+1

3  is designed to balance over-
segmentation and under-segmentation of text data. By incorporating a constant adjustment factor, this formula 
adapts to varying corpus sizes while maintaining a manageable number of clusters for interpretability. Our 
comparative analysis, illustrated in Table 3, demonstrates that the Silhouette Score tends to under-segment, the 
Elbow Method tends to over-segment, and the heuristic n+1

3  offers an intermediate number of clusters, thereby 
achieving a more balanced segmentation.

Metrics
The performance of MedicoVerse is measured through metrics falling under four categories. The first is the 
ROUGE metric, which is commonly used for measuring text summarization models. The second is BERTScore, 
utilized to capture the semantic and contextual information of texts in both candidate and reference summaries. 
The third category is in business entity identification, where the capacity of MedicoVerse to accurately capture 
domain-specific business entities is measured. The final category is around measuring the readability of the 
summaries produced by MedicoVerse. After obtaining these four metrics, we constructed a weighted score.

Fig. 4.  Model evaluations by SME score and computational score.
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ROUGE metrics
ROUGE31,52 (Recall-Oriented Understudy for Gisting Evaluation) is a set of metrics used for the automatic evalu-
ation of text summarization and machine translation systems. ROUGE measures the quality of the generated 
summary by comparing it to one or more reference summaries. It ranges from 0-1, with 1 being a highest score.

ROUGE assesses the output summary of a model based on the reference summaries crafted by human evalua-
tors. Since the ground truth is unavailable in our study, we consider the raw text itself as the designated reference 
summary for evaluation purposes. There are 3 main variants of ROUGE on which models have been evaluated, 
ROUGE-1, ROUGE-2, and ROUGE-L.

The ROUGE-1 score measures the overlap of unigrams (single words) between the generated summary and 
the reference summary. It calculates the precision and recall of unigrams in the generated summary compared 
to the reference summary as

In general, ROUGE-1 F1-score around 0.3 to 0.4 may be considered low and ROUGE-1 F1-score around 0.4 to 
0.5 may be considered moderate, while ROUGE-1 F1-score above 0.5 is considered good.

The ROUGE-2 score evaluates the overlap of bigrams (pairs of adjacent words) between the generated sum-
mary and the reference summary. It calculates the precision and recall of bigrams in the generated summary 
compared to the reference summary as

In general, ROUGE-2 F1-score around 0.1 to 0.2 may be considered low and ROUGE-2 F1-score around 0.2 to 
0.4 may be considered moderate, while ROUGE-2 F1-score above 0.4 is considered good.

ROUGE-L measures the longest common subsequence between the generated summary and the reference 
summary. A subsequence is a sequence of words that appear in the same order, but not necessarily consecutively. 
ROUGE-L calculates the precision and recall of the longest common subsequence as

In general, ROUGE-L F1-score around 0.3 to 0.4 may be considered low and ROUGE-L F1-score around 0.4 
to 0.5 may be considered moderate, while ROUGE-L F1-score above 0.5 is generally considered good. ROUGE 
metrics assess the effectiveness of summarization models by considering both precision (the ability to produce 
relevant words) and recall (the ability to capture all relevant words). However, depending on the specific use 
case and the complexity of the text being summarized, it is possible to establish rough guidelines for evaluating 
the individual models performance.

Precision =
No. of overlapping unigrams

Total No. of unigrams in the generated summary
,

Recall =
No. of overlapping unigrams

Total No. of unigrams in the reference summary
.

Precision =
No. of overlapping bigrams

Total No. of bigrams in the generated summary
,

Recall =
No. of overlapping bigrams

Total No. of bigrams in the reference summary
.

Precision =
Length of longest common subsequence

Total No. of words in the generated summary
,

Recall =
Length of longest common subsequence

Total No. of words in the reference summary
.

Table 3.  Optimal number of clusters across 3 methods, over 10 sampled regulatory documents.

Sample Elbow method Silhouette score n+1

3

1 8 4 6

2 7 4 5

3 9 3 8

4 9 9 7

5 11 3 9

6 6 6 6

7 3 4 3

8 2 2 2

9 3 2 2

10 6 2 5
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BERTScore
Introduced  in53,54, BERTScore is a metric used in NLP workflows to measure the similarity between candidate 
texts and reference texts using contextual embeddings. It leverages pre-trained BERT embeddings to capture the 
semantic and contextual information of words and phrases in both the candidate and reference texts.

Given a reference sentence of words 〈x1, x2, . . . , xn〉 , and candidate sentence of words �x̂1, x̂2, . . . , x̂m� , we first 
use BERT to generate a sequence of word embeddings for both reference and candidate sentences as

Note that each xi and x̂j are vectors since they are word embeddings.
To measure the similarity between two individual embeddings, we will use the cosine similarity which is 

defined as

which simply reduces to x⊤i · x̂j since both xi and x̂j are normalized. With these definitions, we can now calculate 
the BERT-Precision, BERT-Recall, and BERT-F1.

BERTScore comprises of three metrics: BERT-Precision, BERT-Recall, and BERT-F1. BERT-Precision assesses 
how well the candidate texts avoid introducing irrelevant content, BERT-Recall evaluates how well the candidate 
texts retain relevant content, and BERT-F1 combines both precision and recall to measure the overall effective-
ness of the candidate texts in capturing and retaining relevant information from the reference texts. We recall 
the formulas found  in53,54 for BERT-Precision ( PBERT ), BERT-Recall ( RBERT ) and BERT-F1 ( FBERT ) as

where X = 〈x1, x2, . . . , xn〉 and X̂ = �x̂1, x̂2, . . . , x̂m�.
We employed the BERT-F1, FBERT , for a weighted average calculation, aiming to assess how well the candidate 

texts captured and retained relevant information from the reference texts in context. We assigned a weight of 0.2 
to BERT Score, 0.2 to ROUGE, 0.4 to business KPIs, and 0.2 to the readability index.

Business entity identification
In this research, subject matter experts play a crucial role in identifying essential business entities. Businesses 
provide a list of keywords, critical context, units, and other important details to ensure they are not missed in the 
text summaries. After generating a summary, we conduct an analysis to determine the occurrence of important 
business terminology in both the original text and the summary. We evaluate the algorithm’s performance by 
measuring the percentage of these significant business terms captured in the summary. This analysis is a key 
aspect of our research findings, offering valuable insights into the algorithm’s effectiveness in retaining critical 
business information.

Readability index
Readability index is a formula that quantifies the ease in which a piece of text can be understood by its readers. 
It provides a numerical value that reflects the complexity of the texts vocabulary, sentence structure, and overall 
readability.

To compute the readability of the summaries, the Flesch Reading Ease index is considered. The Flesch Read-
ing  Ease32,55,56 is a readability metric that measures how easy it is to read a given piece of text. It uses the average 
sentence length and the average number of syllables per word to calculate readability as

The Reading Ease score of Eq. (3) ranges from 0 to 100, with high values indicating easier readability.

Conclusion
The MedicoVerse text summarizer stands out as a pioneering solution in the field of pharmaceutical sciences, 
leveraging hierarchical agglomerative clustering with SapBERT embeddings and the philschmid/BART-large-
cnn-samsum model. Notably, it captures key business entities while maintaining a balance between precision 
and recall across various ROUGE metrics. Moreover, the summaries produced by MedicoVerse demonstrate a 
high readability index, falling within the moderate-to-easy range. This ensures that the conveyed information 

BERT(�x1, x2, . . . , xn�) = �x1, x2, . . . , xn�,

BERT(�x̂1, x̂2, . . . , x̂m�) = �x̂1, x̂2, . . . , x̂m�.

similarity(xi , x̂j) =
x⊤i · x̂j

�xi��x̂j�

PBERT =
1

|X̂|

∑

x̂j∈x̂

max
xi∈X

(x⊤i x̂j),

RBERT =
1

|X|

∑

xi∈X

max
x̂j∈X̂

(x⊤i x̂j),

FBERT =2×
PBERT × RBERT

PBERT + RBERT
,

(3)
Reading Ease = 206.835− 1.015×

(

total words

total sentences

)

− 84.6×

(

total syllables

total words

)

.
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is accessible and understandable to a broad audience. An advantage of MedicoVerse is in its performance, cou-
pled with the accessibility of free-to-use, easy-to-understand summaries enriched with relevant context. Such 
attributes position MedicoVerse as a promising option for both researchers and practitioners in pharmaceutical 
sciences. In comparison to other models evaluated in our analysis, hierarchical clustering with Mixtral 8 × 7b 
emerges as the second-best performer, offering concise and domain-specific summaries. However, it is important 
to note that models such as GPT 3.5 with hierarchical clustering produces text summaries which will be useful 
for a broader audience. The model Llama-2-70b produces lengthy summaries that may lack the precision and 
relevance required within the pharmaceutical science domain. Therefore, by leveraging MedicoVerse or similar 
state-of-the-art models integrated with hierarchical clustering, researchers and practitioners can efficiently distill 
vast amounts of information into concise and insightful summaries.

As the landscape of large language models is rapidly evolving, there is a need to consider more recent models. 
One of the advantages of the architecture of MedicoVerse is that the model for the text summarization can be 
interchanged. One possible area of research is to see how the architecture of MedicoVerse would behave with 
the recent large language models such as GPT and Google Gemini models. One can also consider the archi-
tecture change by varying the models for embeddings. Another possible area of research is to vary the number 
of clusters for the hierarchical clustering over newer models of choice. Finally, we find that the architecture of 
MedicoVerse around a large language model performs better than just using the same large language model for 
text summarization. This may have to do with the embedding model or more so with the hierarchical clustering. 
It would be interesting to see if this can be shown to be true in general or to find a large language model that can 
perform better than with the MedicoVerse architecture for text summarization tasks.

Data availability
The data analyzed in this study may be made available upon request. Contact contributing author Sumit Ranjan 
for requests around the data.

Code availability
The code used in this study may be made available upon request. Contact contributing author Sumit Ranjan for 
requests around the code.
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