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The importance of 3D reconstruction of coronary arteries using multiple coronary angiography 
(CAG) images has been increasingly recognized in the field of cardiovascular disease management. 
This process relies on the camera matrix’s optimization, needing correspondence info for identical 
point positions across two images. Therefore, an automatic method for determining correspondence 
between two CAG images is highly desirable. Despite this need, there is a paucity of research 
focusing on image matching in the CAG images. Additionally, standard deep learning image matching 
techniques often degrade due to unique features and noise in CAG images. This study aims to fill 
this gap by applying a deep learning‑based image matching method specifically tailored for the 
CAG images. We have improved the structure of our point detector and redesigned loss function 
to better handle sparse labeling and indistinct local features specific to CAG images. Our method 
include changes to training loss and introduction of a multi‑head descriptor structure leading to 
an approximate 6% improvement. We anticipate that our work will provide valuable insights into 
adapting techniques from general domains to more specialized ones like medical imaging and serve as 
an improved benchmark for future endeavors in X‑ray image‑based correspondence matching.

Coronary angiography (CAG) is an invasive technique for evaluation of coronary arteries. A small catheter is 
inserted via the radial or femoral artery and selectively cannulated into the coronary artery ostium. Radiocontrast 
dye is injected into the lumen, which is visualized by the X-ray cine system. Cardiac anatomy is complex and 
thus interpreting CAG images is notoriously difficult even for trained specialists. One of the factors is projec-
tion of complicated 3-dimensional (3D) structures into 2-dimensional (2D) images. Coronary artery travels in 
a tortuous rather than a straight way.

The coronary artery system, which originates from the two aortic ostia, has numerous branches in order to 
supply blood flow to every corner of myocardium. Therefore, some segments may thus be displayed shortened, 
overlapped, or superimposed on a 2D image. In addition, coronary artery stenosis, which causes myocardial 
ischemia, is not always concentric. Eccentric stenosis, which does not involve the entire artery circumference, 
may be under- or over-estimated when assessed with a single 2D image. In order to overcome such limitations, 
CAG images are acquired from many different angles ranging from three to nine for each coronary artery 
depending on the complexity of the anatomy, cranial or caudal and left anterior oblique, anteroposterior, or 
right anterior oblique. It is still challenging to human operators to reconstruct 3D coronary system from many 
different 2D images in their own mind. Beginners often find it frustrating to identify each vessel or to recognize 
the sense of forward versus backward direction of the arterial course. A Solution that enable automatic 3D 
reconstruction would help operators understand coronary anatomy and perform coronary intervention more 
efficiently and  safely1–3.

Currently, software that performs 3D reconstruction based on 2D CAG images requires user input for 
 operation4–7. However, in real-time surgical environments like the cath lab, manual data input by the operator 
poses practical challenges. This highlights the importance of eliminating the need for user input for automating 
the 3D reconstruction process. Moreover, handling intra- and inter- operator variability in medical environment 
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is a noteworthy concern, and automation is expected to help address these issues. However, at present, there is 
no known software or equipment capable of performing 3D reconstruction without requiring user input. When 
performing 3D reconstruction through triangulation from multiple projected 2D images, it is essential to have 
accurate calibration parameter information of the cameras used to during image capture. In the case of CAG 
images captured with a C-Arm, the calibration parameter information can be obtained based on the metadata 
stored in the DICOM files. However, due to mechanical noise and errors caused by gravity acting on the equip-
ment, obtaining the accurate values of the camera matrix is practically impossible. Hence, to achieve reliable 
3D reconstruction, the camera matrix correction process is crucial to obtain precise  values8,9. This process 
typically forces users to input the locations of corresponding points on two images, as it relies on triangulation 
using matching information from those two  images10,11. If a method that automatically detects and matches the 
same points in two images can be applied, the camera matrix correction process can be performed without user 
input. The field of image matching has been significant evolution with the advancement of deep learning. It now 
encompasses both descriptor-based models and descriptor-free models, each being explored through various 
research approaches. A descriptor-based model typically consists of components such as a point detector, descrip-
tor extractor, and feature matcher. These functions can be addressed using relatively classical  algorithms12–14. 
Nevertheless, recent research efforts have been directed towards enhancing these components through deep 
 learning15–19. Furthermore, one-stage descriptor-free models are gaining significant  attention20–22. These models 
are appealing because they enable end-to-end learning without separately training point detectors or descriptor 
extractors. Yet there is a downside: since there is no feature point extraction process in these models, they require 
matching across the entire image which results in a higher computational  workload23. Furthermore, it’s been 
reported that in cases with significant spatial distortion these models may even perform  worse24.

Image matching tasks are receiving significant attention in the field of deep learning, but their primary appli-
cability is often found in more general domains. Research efforts in this area aren’t as actively pursued within 
specific domains that exhibit atypical characteristics. This is particularly true in CAG iamges, where research 
has predominantly focused on vessel classification and vessel  segmentation25–27. The field of feature matching 
remains relatively underexplored here. Unlike general domains, images within the CAG images exhibit significant 
morphological variations and are characterized by noisy X-ray images. Therefore, methods that work well in gen-
eral domains may not guarantee similar performance when applied to CAG due to these unique characteristics. 
Therefore, it’s essential to consider these domain-specific characteristics when applying deep learning methods 
to tasks within the CAG images. This principle holds true for research into deep learning-based image matching.

This study aims to establish a baseline for future research on image matching within the CAG images. Descrip-
tor-free models may not be suitable for the CAG images because images in this field often depict target objects 
like blood vessels, which undergo significant morphological distortions due to cardiac motion. Furthermore, 
there are typically very limited numbers of feature points available for image matching in these cases. Therefore, 
in this study, we focus on image matching using SuperPoint and  SuperGlue28,29. Both of these are known for 
their high performance in descriptor-based model applications. Our aim is to improve them so they become 
more suitable for use with CAG images.

Related works
Feature detector and descriptor
A feature descriptor is a high-dimensional vector that effectively represents the visual characteristics of a specific 
part of an image. Traditionally, methods such as the SIFT algorithm have been widely used for detecting feature 
points and extracting feature  descriptors13. More recently, a method known as SuperPoint has been introduced. 
This approach utilizes deep learning models based on self-supervised learning to generate feature  descriptors28. 
SuperPoint is renowned for its exceptional matching performance, both when used independently and in com-
bination with various feature matchers.

SuperPoint utilizes a model known as the base detector for training the point detector through self-supervised 
learning. The base detector is trained on a dataset composed of synthetic images with distinct feature points, 
termed as Synthetic Shapes. Examples of Synthetic Shapes images can be seen in Fig. 1a. The trained base detector 
is capable of detecting high-frequency components in images, identifying them as feature points. This allows the 
assignment of pseudo feature point labels to unlabeled images. However, CAG images comprises X-ray images 
that have high-frequency components distributed throughout the entire image. Furthermore, the target feature 
points are primarily located within central regions of blood vessels where local features may not be clearly dis-
cernible. For instance, within the red box shown in Fig. 1b, the local feature lacks distinctiveness. Consequently, 
the base detector does not perform optimally within this domain. In SuperPoint, to train a descriptor extractor 
using self-supervised learning, it is necessary to generate pseudo image pairs for each image. Essentially, a single 
image with pseudo feature points labeled by the base detector is subjected to a homographic transformation to 
create a pseudo image pair. The descriptor extractor is trained to bring descriptors closer for the same point pair 
in two images and push them further apart for different point pairs in those images. Homographic transforma-
tions are generally effective when two images are taken from different angles, as they simulate various viewpoints 
of an object, as illustrated in Fig. 2a. However, the inherent dynamics of the heart and the unique characteristics 
of X-ray imaging render homographic transformation unsuitable for CAG images. This domain is character-
ized by X-ray images with significant overlap and foreshortening. The comparison between Fig. 2b and c clearly 
illustrates the challenges in creating a feasible image pair using homographic transformations. Furthermore, 
it’s common within CAG images for points at identical locations to exhibit significant differences in their local 
features as shown in Fig. 3. This further emphasizes that images transformed using homographic transformations 
do not accurately represent actual image pairs within this specific domain.
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Figure 1.  The base detector is trained on the Synthetic Shapes dataset as shown in (a). This dataset, proposed in 
the paper that introduced the SuperPoint, consists of artificially generated shapes with distinct feature  points28. 
However, real-world CAG images, like those in our labeled dataset shown in (b), often contain anatomical 
landmarks that are not as prominently featured or distinctive.

Figure 2.  Figure (a) demonstrates that homographic transformation can generate images similar to those 
captured from various angles in a generic domain. However, Figure (b) and (c) demonstrate that images 
generated through homographic transformation can be significantly different from practical image pairs in the 
CAG images.

Figure 3.  The points marked in both images correspond to the same anatomical landmark. However, they have 
significantly different local features captured in each images.
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Feature matcher
A feature matcher is a model that takes both point location information and feature descriptor information as 
input, then outputs pair matching results. Recently, in the field of feature matching, a method known as Super-
Glue has achieved high performance. This success is attributed to its use of an advanced deep learning model 
called the Attentional Graph Neural  Network29. However, it’s important to note that a feature matcher on its own 
cannot generate feature point locations or feature descriptors from images. Therefore, it necessitates usage in 
combination with point detectors and descriptor extractors such as SuperPoint. Indeed, an image matcher that 
integrates SuperPoint and SuperGlue is steadily earning a reputation as one of the most potent descriptor-based 
models in this field.

SuperGlue, as a feature matcher, manipulates descriptor vectors and point locations instead of directly inter-
acting with the images themselves. Intriguingly, despite SuperGlue’s lack of direct engagement with these ele-
ments, the outcome of the matching process can vary greatly depending on the domain or unique characteristics 
of input images This underscores that SuperGlue’s performance is fundamentally tied to the quality of point 
detectors and descriptor extractors used in conjunction with it. As we mentioned before, if SuperGlue is utilized 
with point detectors or descriptor extractors that are designed for general domains, a significant deterioration 
in the quality of matches can occur when dealing with CAG images. This situation underlines the necessity 
of prioritizing advancements in the accuracy and efficiency of detection and extraction processes specifically 
tailored for unique domains like CAG images over just focusing on improving feature matching capabilities.

In this study, we utilize SuperPoint and SuperGlue for the image matching task within CAG images. As we 
mentioned, the CAG images consists of highly distorted spatial images, and there are very few potential match-
ing points compared to those in general domains. Our study primarily focuses on enhancing the performance 
of detector and descriptor extractors, while considering the limitations that arise when applying SuperPoint to 
the specific domain of CAG images.

Methods
This section outlines the primary methods and key findings of our study. We first provide an overview of the 
main contributions and activities, followed by detailed descriptions of data preparation and network structure. 
Figure 4 illustrates the architecture of our proposed model.

The key findings and activities in this study are summarized as follows:

• We annotated a set of CAG images for training point detectors and descriptor extractors using supervised 
learning. This approach was necessary because the self-supervised learning method used in SuperPoint is 
ineffective for detecting candidate points in CAG images.

• We employed the HigherHRNet architecture to train our point detector and integrated a Descriptor Head 
with a structure similar to SuperPoint for descriptor extraction. HigherHRNet, known for its high perfor-
mance in keypoint detection tasks like pose estimation, was particularly suitable for detecting sparse and 
indistinct local features in CAG images.

• We redesigned the loss function originally used in SuperPoint to better align with the characteristics of CAG 
images. The model was trained to bring descriptors closer for the same point pairs and push them further 
apart for different pairs, categorizing pairs into positive, sub-positive, negative, and hard-negative categories.

• We implemented a multi-head architecture for the descriptor head to better capture the unique characteristics 
of CAG images. Descriptors from smaller patches contained more detailed information, while those from 
larger patches provided broader context. The multi-head architecture utilized these varying scales effectively.

Data preparation
Feature points in CAG images are typically located at the center of blood vessels. However, these points often 
display non-distinguishing local features, This complicates the process of generating pseudo feature points with 
a feature-based detector, a commonly used in general domains other than CAG images. Additionally, pseudo 
pair images generated through homographic transformation cannot realistically represent actual pair images. 
Furthermore, feature points often exhibit highly different local features in the CAG images. For these reasons, 

Figure 4.  Illustrated here is the architecture of our proposed model. Two angiograms are processed through a 
multi-head descriptor feature extractor, generating features for each image. These features are then fed into an 
Attentional Graph Neural Network (AGNN), resulting in a score matrix that enables correspondence prediction.
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the self-supervised learning approach employed by the conventional SuperPoint does not work as intended in 
the CAG images. Consequently, in this study, we conducted research by creating a supervised learning dataset 
to effectively apply deep learning-based feature matching methods while considering the characteristics of CAG 
images. We annotated all images with the names and location information of anatomical landmarks. Examples 
of our annotation can be seen in Fig. 5. Moreover, we grouped these images by patient and target vessel type. 
Specifically, we categorized LAD (Left Anterior Descending artery), LCx (Left Circumflex artery), LM (Left Main 
artery) as the LCA (Left Coronary Artery) group and the remainng vessels as the RCA(Right Coronary Artery) 
group to create pairs for 3D reconstruction.

The network structure
Distinct from SuperPoint, our approach involved annotationg a dataset specifically designed for the super-
vised learning of extremely sparse anatomical landmarks. For the detectection of these anatomical landmark 
points, we employed the HigherHRNet, well-known for its high performance in keypoint detection such as 
pose  estimation30. The HigherHRNet is an enhanced model based on HRNet that previously demonstrated 
high performance in human pose estimation tasks by applying gaussian map to points to generate  heatmaps31. It 
reportedly maintain the performance of large-scale features while incorporating smaller-scale features, leading 
to significant performance improvements.

In this study, when training our keypoint detector with multi-head descriptor(Fig. 4, 6) for anatomical land-
marks, a single CAG image was utilized as the input to the model. After sufficient training, it can be expected 
that the feature map fed into the point detecting head will effectively represent the image. Therefore, for efficient 
descriptor extractor training, all parameters from the trained keypoint detector were frozen and descriptor 
extractor head was added to this network.

Redesigned loss function
In the original method to train descriptor detector, the input image was segmented into patches of 8× 8 pixels 
from which a single descriptor vector was extracted per patch. After obtaining descriptor vectors from all patches, 
interpolation was performed to ensure every pixel whithin these patches possessed an individual descriptor 
vector. Consider D and D′ be sets of descriptor vectors ( d, d′ ) extracted from all patches across each image, with 
S defined as a function returning 1 for positive pairs and 0 for negative pairs of these descriptor vectors. The 
original loss function utilized to train the Descriptor extractor is as  follows28:

d and d′ are normalized in advance, so dTd′ represents the cosine similarity between the two vectors. Essentially, 
(1) is devised to increase the cosine similarity for positive descriptor pairs while decrease it for negative descrip-
tor pairs. However, through our empirical studies, we found that directly applying the original loss function 
was inefficient for training within CAG images, which is characterized by limited labeling points per images 
and insufficient number of images. As such, modifications were made to this loss function in order to better 
leverage constructed data as well as adapt more effectively to training process for CAG images. each alteration 
is explained in detail below.

Exponential function and constant terms
The conventional loss function uses cosine similarity represented as dTd′ . However, through our experimental 
trials applying this function directly onto CAG images led us to observe that the model consistently converged 
towards a dysfunctional state. In such conditions it generated descriptor vectors only for two particular instances: 
when an candidate point existed and when there were none present. To tackle this problem, we incorporated 

(1)Loss(D,D′
, S) =

∑

d∈D

∑

d′∈D′

{� · S(d, d′) · (−dTd)+ (1− S(d, d′)) · (dTd)}

Figure 5.  An example showing landmark annotations in a CAG image.
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the convex exponential function into the cosine similarity. Additionally, we added a constant term to our loss 
function to ensure that its minimum value would always be zero; with increasing dot product values under theses 
adjustments we ensured that any resultant losses would converge progressively closer towards zero instead of 
increasing indefinitely. In other words, instead of dTd′ in the conventional SuperPoint loss function, we proposed 
an improved version denoted as similarity(dTd′) , and the corresponding formulation is provided as follows:

Focal loss for class imbalance
For CAG images specifically, extreme class imbalance can significantly undermine training efficiency. To tackle 
this challenge, we have incorporated the concept of FocalLoss into our  methodology32. FocalLoss is well-known 
for its effectiveness in mitigating performance degradation typically associated with training on imbalanced data 
sets. It achieves this by assigning less weight to easy samples, i.e., samples with smaller losses during training, 
to focus more on samples that do not achieve a sufficiently low loss. Essentially, FocalLoss is a modification of 
the cross-entropy loss, where the weight is scaled by an exponential term (1− p)γ . The specific formulation for 
this adjustment as follows:

The objective of FocalLoss is to ensure a sharper decline in loss fuction as the probability value p nears 1. 
When integrating FocalLoss to (2), we add a weight that encourages a steeper reduction in loss as cosine 
similarity approaches 1. In this study, instead of the previously proposed term similarity(dTd′) , we adopt 
FocalSimilarity(dTd′) as follows:

Sub‑positive pairs
Feature points may be located on the boundaries of a patch or at the center of a vessel that is wider than the patch 
size. In these situations, it can be challenging for descriptors to fully represent the features of the patch. However, 
in CAG images, where feature point labels are extremely sparse, efficient learning from these instances is essential. 
Despite this need, conventional SuperPoint loss, which designates pairs of patches containing the same points 
in two images as positive pairs to encourage their descriptors to become closer during training, finds it difficult 
to effectively learn from these scenarios. This is primarily due to the fact that conventional SuperPoint loss was 
originally designed for general domains in mind, and thus, it struggles to effectively address these unique chal-
lenges that are inherent in CAG images To address these issues, we propose the concept of sub-positive pairs, 
assuming that neighboring patches may share some characteristics. These sub-positive pairs are incorporated 
into the our loss function as follows:

(2)similarity(dTd′) = exp(−dTd′ − 1)− exp(−2)

(3)FocalLoss = −�(1− p)γ ln(p)

(4)FocalSimilarity(dTd′) = (1− dTd′)γ similarity(dTd′)

(5)
losspos(d, d

′
, spos) = �pos · spos · FocalSimilarity(dTd′)

losssub(d, d
′
, ssub) = �sub · ssub · FocalSimilarity(dTd′)

Figure 6.  Visual examples of three patch sizes. The blue patch is less useful for training due to vague features. 
The orange patch shows detail but may miss vascular shape. The red patch captures vascular shape but could 
include interfering info.
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Hard‑negative pairs
In conventional SuperPoint loss, all instances that are not positive pairs are deemed as negative pairs, and the 
descriptors are trained to diverge from each other. However, even among non-positive pairs, there is a difference 
in importance between patches where detected feature points and those without. If the point detector operates 
properly, descriptors of patches without feature points would less frequently serve as input for the feature matcher. 
Thus, we introduced hard-negative pairs to assign greater weight to descriptors of patches where feature points 
are detected in the loss calculation. In contrast to positive pairs where an increase in similarity is sought after, 
for hard-negative pairs we aim for a decrease in similarity. Hence, we invert the sign of dTd′ during similarity 
function computation as follows:

Combined
Finally, we trained the descriptor extractor utilizing a modified loss function that incorporates four types of 
image patches. These four types of image patches incorporated in the loss function are illustrated in Fig. 7. 
Here, Spos denotes a function that returns 1 for positive pairs and 0 otherwise. Functions Ssub , Sneg and Shard are 
defined analogously.

Multi‑head descriptor structure
The conventional SuperPoint employs a fixed patch size of 8× 8 for descriptor computation. However, in the 
CAG image dataset, as illustrated in Fig. 6, the features that an 8× 8 patch can represent are substantially limited. 
This necessitates adjusting the patch size used by descriptor head for better feature representation. As indicated 
by the red patch in Fig. 6, when a size of 32× 32 is used, it adequately captures surrounding blood vessels at a 
point, but it may also include unnecessary parts of the vascular shape or position the patch too close to patches 
associated with other points. Conversely, as shown by the orange patch in Fig. 6, using a size of 16× 16 enables 
more detailed feature representation within a single image, but may not completely capture features specific to 
an individual point. Moreover, determining appropriate patch size can fluctuate depending on factors such as 
image capture magnification or variations in vascular shape among individual patients. To mitigate this trade-
off, we designed our model with a multi-head structure that accommodates both 8× 8 and 16× 16 scales of 
patches. This structure yields two descriptors for each point as its final output. The similarity is then computed 
by summing up similarities obtained from each descriptor.

Results
Data
This study was approved by the Institutional Review Board of the Seoul National University Bundang Hospital 
(Seongnam-si, Republic of Korea), with written informed consent being waived due to its retrospective nature, 
and was conducted in compliance with the Declaration of Helsinki. A retrospective data collection was conducted 

(6)lossneg (d, d
′
, sneg ) = �neg · sneg · FocalSimilarity(dTd′)

(7)losshard(d, d
′
, shard) = �hard · shard · FocalSimilarity(dTd′)

(8)
Loss(D,D′

, Spos , Ssub, Sneg , Shard) =
∑

d∈D

∑

d′∈D′

{losspos(d, d
′
, Spos(d, d

′))+ losssub(d, d
′
, Ssub(d, d

′))

+ lossneg (d, d
′
, Sneg (d, d

′))+ losshard(d, d
′
, Shard(d, d

′))}

Figure 7.  Examples illustrating four types of pairs for the proposed loss. When considering the red patch on the 
left image as the reference, the red patch on the right image becomes a positive pair, the orange patch becomes a 
sub-positive pair, the blue patch becomes a hard-negative pair, and all unmarked patches become negative pairs.
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on a total of 920 cases sampled from consecutive patients who underwent CAG between 2017 and 2020 at Seoul 
National University Bundang Hospital in 2022. The necessary labeling procedures, such as selecting suitable 
frames for vascular analysis and annotating anatomical landmarks, were carried out by three radiologic technolo-
gists. These procedures were then confirmed by two cardiology specialists at Seoul National University Bundang 
Hospital. Our CAG image dataset comprises paired images captured at different angles, each pair targeting the 
same vessel within the single patient. This dataset was assembled from a total of 6,320 images gathered from 
920 patients. All images were initially categorized by patient and further categorized based on the target vessel, 
resulting in 4,981 pairs. Roughly 10% of the patients (90 individuals) were randomly chosen and their corre-
sponding 200 pairs were set aside as the test set. The remaining pairs were used for training. Each image includes 
labeled anatomical landmarks with their repective positions and names. On average, each pair of images contains 
approximately 3.67 pair labeled points. To establish a fair basis for comparision in future studies, we curated an 
additional test set using the publicly available Stenosis Detection  Dataset33. This dataset comprises CAG images 
sourced from 100 patients at various angles. We categorized theses images into LAD, LCx, RCA and LM groups, 
and selected frames with adequate radiocontrast dye filling. As a result, we assembled a public test dataset that 
includes 56 pairs of images taken at different angles, with each pair targeting the same vessel within a single 
patient, similar to our in-house dataset. The pair information of this test set is available for download at: https:// 
github. com/ medip ixel/ Angio graphy- Image- Pairs- for- Corre spond ence- Match ing

Training environments
We assigned to �pos , �sub, �neg , and �hard were determined experimentally and set to 0.2, 0.2, 0.8, and 0.8 respec-
tively. These values were found to optimize the model’s performance through experimentation. An Adam opti-
mizer was utilized with a learning rate of 5× 10−5 and a weight decay of 0.9, along with a cosine annealing 
scheduler for training acorss 200 epochs. The SuperGlue feature matcher was configured using identical settings 
as those in the original  paper29. All training procedures were conducted within an AWS EC2 g5.12xlarge instance 
environment.

Figure 8.  Figure illustrating cases of correspondence matching failure using a conventional method.

https://github.com/medipixel/Angiography-Image-Pairs-for-Correspondence-Matching
https://github.com/medipixel/Angiography-Image-Pairs-for-Correspondence-Matching
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Evaluation and discussions
In this study, we enhanced the SuperPoint method for both point detection and descriptor extraction. However, 
as independent evaluation of the point detector and descriptor extractor is unfeasible, we trained the Super-
Glue model as a feature matcher and established an image matcher for the final evaluation. This image matcher 
model takes image pairs as input and generates multiple matching point pairs along with their corresponding 
confidences levels. Nonetheless, since correcting the camera matrix can be achieved with just one pair, it is not 
unnecessary to evaluate whether all output pairs match in 3D  reconstruction10,11. Consequently, we conducted 
a binary evaluation to ascertain whether the matching point pair with the highest confidence from the model’s 
output was the correct. Moreover, due to practical impossibility of having dense labels for all pixel points in an 
image there could be instances where the model’s output point pairs are evaluated as incorrect due to a lack of 
corresponding labels. Therefore, manual evaluation was carried out by radiologic technologists specializing in 
CAG domain knowledge because automated evaluation was not feasible.

In order to evaluate the effectiveness of our proposed methods, we conducted an ablation study and trained 
SuperPoint and SuperGlue using several different approaches as outlined in Table 1. The table summarizes the 
impact of incrementally adding each proposed method, including annotation with specific loss terms ( �pos and 
�neg ), the multi-head descriptor structure, and the additional loss terms ( �sub and �hard ). In the initial experiment, 
self-supervised training was conducted utilizing SuperPoint and SuperGlue on the CAG images, followed by an 
evaluation of the outcomes. It was observed that the majority of the predictions were unsuccessful due to several 
issues discussed earlier, such as the model erroneously matching background regions or local features that are 
not related to blood vessels. This typically occurs because the background and unrelated features can sometimes 
have similar visual characteristics to the target features, leading to incorrect correspondences. Furthermore, the 
inherent noise and variations in X-ray images can exacerbate this problem, causing the model to misidentify the 
correct matching points. Figure 8 provides visual instances of the model’s failure in predicting correspondence 
matching, illustrating how these errors manifest in practical scenarios. In the second experiment, supervised 
learning was implemented based on SuperPoint and SuperGlue using our annotated in-house dataset. Notably, 
we did not employ our proposed methods in this experiment, such as a redesigned loss function or multi-head 
descriptor, during this training. It was found that the matching pair with the highest confidence was correct in 
66.5% of the pairs. In the final experiment, we trained the correspondence matching model using supervised 
learning, similar to the second experiment. However, we also applied our proposed methods such as the multi-
head descriptor structure and the redesigned loss function. As a result, the matching pairs with the highest 
confidence score were found to be correct in approximately 73% of the cases. Figure 9 offers visual examples 
where the model accurately identified the matching pair with highest confidence from test data set. This held 
true even when there were significant differences in overall vessel appearance between image pairs or drastic 
disparities in shape and angle of anatomical landmarks. Following these initial experiments conducted on our 
in-house dataset, we sought to further validate our methods using a public dataset. This additional dataset was 
constructed based on the public Stenosis Detection Dataset. We executed the same three experiments on this 
public dataset. However, consistent with our experiencewith the in-house dataset, the first experiment failed 
to yield any meaningful results. As outlined in Table 1, the matching pair with the highest confidence was cor-
rect in 64.3% of the cases for the second experiment, and 73.2% for the third experiment, where our proposed 
methods were integrated with the conventional approach. These results further underscore the effectiveness of 
our proposed methods in enhancing correspondence matching accuracy.

Figure 9 showcases visual instances where the model accurately identified the matching pair with the highest 
confidence, taken from both the in-house and public test datasets. The successful outcomes from these experi-
ment underscore the robustness of our proposed methods, demonstrating their effectiveness diverse data sources. 
These results suggest that our methods wide applicability across various sets of coronary angiography images, 
further reinforcing their practical utility in the field.

Conclusion
CAG images, unlike typical image domains, pose significant challenges for image matching due to their extreme 
label sparsity, the presence of morphological variations and high-frequency components in X-ray images. These 
factors made it challenging to apply image matching methods that are commonly studied in the field of deep 
learning. To overcome these challenges, this study proposed several enhancements including modifications to 
the point detector architecture, enhanced loss functions, and the implementation of a multi-head architecture for 
descriptor. The proposed enhancements resulted in a matching success rate approximately 6% higher than that 
of conventional method. However, a limitation of our study is the lack of comparative analysis of the proposed 
method’s effectiveness in natural domains with sparse ground truth data. Future research could benefit from 
including such comparisons to further explore the robustness and applicability of our method across different 
image domains. This demonstrates that our approaches effectively enhance image matching method for CAG 
images by better accommodating its unique characteristics. This research represents an inaugural attempt to apply 
deep learning for image matching within CAG images and is anticipated to establish a new baseline in this field.
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Figure 9.  Examples of inference results from the test set are displayed, where red dotted lines indicate the 
highest confidence matching point pairs for corresponding anatomical landmarks, while lime-colored dotted 
lines represent the output of our proposed model. The top 4 figures represent results from the in-house test set, 
and the bottom 6 figures represent results from the public dataset.
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Data availability
The In-house datasets for training and testing during the current study are not publicly available due to the 
protection of patient’s personal information as per the opinion of the Institutional Review Board of the hospital 
that provided the data, but are available from the corresponding author on reasonable request. The additional 
test datasets for analysed during the current study are available in the medipixel github repository, https:// github. 
com/ medip ixel/ Angio graphy- Image- Pairs- for- Corre spond ence- Match ing.
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