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Source‑credibility information 
and social norms improve 
truth discernment and reduce 
engagement with misinformation 
online
Toby Prike  1,2*, Lucy H. Butler  1 & Ullrich K. H. Ecker  1

Misinformation on social media is a pervasive challenge. In this study (N = 415) a social-media 
simulation was used to test two potential interventions for countering misinformation: a credibility 
badge and a social norm. The credibility badge was implemented by associating accounts, 
including participants’, with a credibility score. Participants’ credibility score was dynamically 
updated depending on their engagement with true and false posts. To implement the social-norm 
intervention, participants were provided with both a descriptive norm (i.e., most people do not share 
misinformation) and an injunctive norm (i.e., sharing misinformation is the wrong thing to do). Both 
interventions were effective. The social-norm intervention led to reduced belief in false claims and 
improved discrimination between true and false claims. It also had some positive impact on social-
media engagement, although some effects were not robust to alternative analysis specifications. 
The presence of credibility badges led to greater belief in true claims, lower belief in false claims, and 
improved discrimination. The credibility-badge intervention also had robust positive impacts on social-
media engagement, leading to increased flagging and decreased liking and sharing of false posts. 
Cumulatively, the results suggest that both interventions have potential to combat misinformation 
and improve the social-media information landscape.

Source‑credibility information and social norms improve truth discernment 
and reduce engagement with misinformation online
The proliferation of misinformation on online social-media platforms is an issue of contemporary concern1–3. 
A substantial amount of research has thus explored ways to reduce the formation and maintenance of misinfor-
mation-driven false beliefs, and the dissemination of misinformation [4–11; for reviews, see12,13]. In this study, we 
used a realistic social-media simulation to explore the impact of two potentially scalable interventions to reduce 
people’s inclination to share dubious content: source-credibility information and the provision of a social norm. 
The common feature of these interventions is that they use the desire to avoid reputational damage to motivate 
better engagement with information. In the case of source-credibility information, people may avoid sharing 
misinformation because doing so could lead to a reduction in their perceived credibility. In the case of a social 
norm against spreading misinformation, people may be motivated to not share misinformation because there is 
a desire to avoid the reputational harm that comes from violating norms.

The first factor examined in the present study is source-credibility information. It is well-known that the 
credibility of a source can influence perceptions of a message14–17, including misleading messages18–20 and misin-
formation corrections21–23. However, this body of research has generally examined the role of source credibility by 
providing specific information about why (or why not) the source should be trusted, for example by comparing 
the effect of information from a real news source and a made-up news source19 or by manipulating whether the 
source has a potential conflict of interest21. There is less research into how people interpret source-credibility 
information that is presented as a standalone rating. Kim et al.24 examined the impact of a standalone numerical 
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source-credibility rating on belief in articles, with mixed results, finding a significant effect on belief in only one 
of the two experiments. Additionally, the study found that credibility ratings did not impact liking, sharing, or 
commenting on the articles. However, unlike news articles, for which people may generally have pre-existing 
beliefs about the credibility of sources, on social-media platforms people regularly encounter information from 
unknown sources. Therefore, given the difficulty of gauging source credibility on social media, it may be an 
environment in which source-credibility information is particularly salient and influential.

A potentially even more influential facet of source-credibility information, which has yet to be examined, 
is how people respond when their own credibility is being monitored and updated in response to their online 
behavior. In addition to the important role that credibility plays in persuading others, credibility also influences 
the evaluation of others when deciding who to interact with25. In a social-media environment, there is thus a 
risk that sharing false information can lead to reputational damage that decreases others’ willingness to engage26. 
Currently, the risk involved in sharing or otherwise positively interacting with misinformation in social-media 
environments is low because the only way that reputational damage can be incurred is through fact-checkers or 
other users directly engaging and disputing or correcting the misinformation. Additionally, even if disputations or 
corrections do occur, they may be limited to one specific post or comment thread, meaning that other users may 
remain unaware that the account had spread misinformation. However, by directly linking a credibility rating to 
an account, and making it visible to other users, the risk that spreading misinformation will lead to reputational 
damage is greatly increased. In such an environment, social-media users should therefore be motivated to avoid 
actions that could substantively reduce their perceived credibility online, and should thus reduce their sharing 
of misinformation24,26,27.

A second factor investigated in the present study is the provision of a social norm. Social norms are known to 
have a measurable impact on people’s attitudes and behaviors28–30. Kaplan and Miller31 argued that social-norm 
impacts can be due to informational influence (i.e., norm information provides potentially persuasive evidence 
about the world) or normative influence (i.e., people fear social exclusion resulting from norm violations). In the 
misinformation realm, the normative signal associated with the endorsement of social-media messages has been 
found to influence false-message belief both before and after correction32–34, and a social-norming intervention 
has been found to reduce belief in equivocal claims35.

As far as interactions with misinformation on social media are concerned, there is some tentative evidence 
that the provision of social norms may improve social-media engagement. Specifically, Andı and Akesson36 and 
Gimpel et al.37 found that presenting a social norm led to reduced sharing and increased flagging of false news 
articles, respectively. However, efficacy seems to depend on the type of social-norm information presented: 
Gimpel et al.37 found that presenting a descriptive norm alone (i.e., without an injunctive norm) did not signifi-
cantly increase flagging of misinformation. Similarly, Epstein et al.38 found a descriptive-norm intervention was 
ineffective in isolation but effective when combined with digital-literacy tips or a question asking how important 
it was to only share accurate information. In general, an important limitation of social-norm interventions in 
this context is that even if presenting a social norm increases participants’ intention to improve their engagement 
with true and false information, the intervention’s effectiveness may be limited by a person’s ability to distinguish 
between true and false posts. Thus, to be fully effective social-norm interventions may benefit from the labeling 
of false or misleading content39.

The present study
The present study simulated a social-media network in an experimental survey, using a social-media simulation40. 
Participants were presented with social-media posts containing either true or false claims, and were asked to 
engage with the posts (i.e., “like” or “share” them, or “flag” them as misleading) as they would on social media in 
order to grow their following. Posts were fact-checked (i.e., false claims were refuted; true claims affirmed) in the 
comment section of each post. Participants’ follower number changed dynamically depending on their engage-
ment with individual posts. The main dependent variable was a composite score of participant engagement with 
the posts. Claim belief was included as an additional dependent variable, measured at the end of the experiment.

Two factors were manipulated: (1) the presence of source-credibility information, and (2) provision of a social 
norm against sharing of false information. Regarding (1), in conditions with source-credibility information, all 
post sources and the participant had a credibility score. This means that the profiles of both the participant and 
other virtual network members featured a badge that indicated source credibility, thereby identifying accounts as 
more or less reliable sources of information. Participants’ credibility was progressively mapped through dynamic, 
trial-by-trial changes that depended on participants’ engagements with the posts (e.g., liking or sharing a false 
post tended to reduce credibility, liking or sharing a true post tended to increase credibility). The credibility score 
of virtual sources did not change because each source was only associated with one post. No explicit instruc-
tions regarding credibility were given; however, it is reasonable to assume that presence of source-credibility 
information would implicitly alter participants’ motivations. Thus, the participants’ aim in these conditions was 
arguably to achieve a growing number of followers while maintaining some self-determined level of acceptable 
credibility. Regarding (2), in social-norm conditions, instructions provided a social norm against the spreading 
of falsehoods, comprising both a descriptive norm (i.e., that most people do not share misinformation) and an 
injunctive norm (i.e., that sharing misinformation is the wrong thing to do). It is known that the combination 
of descriptive and injunctive elements tends to achieve greater efficacy than either element in isolation29,41,42.

Consistent with prior research, we expected the social norm to improve engagement behavior (specifically, less 
liking/sharing, and more flagging of false posts), particularly because fact-checks were provided, which enabled 
participants to discern true from false posts. We also expected that our novel credibility-badge intervention and 
the dynamic credibility feedback provided to participants would lead to improved engagement behavior. The 
combination of both interventions was expected to be particularly effective, either due to the norm reducing 
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participants’ willingness to sacrifice credibility to achieve a greater social-media following or the credibility 
information making norm violations more salient. An additional research question was whether the interven-
tions would reduce belief in false claims, and particularly whether the interventions would improve participants’ 
ability to discriminate between true and false posts.

Method
Participants
An a-priori power analysis suggested a minimum sample size of 100 per cell to detect an effect of f = 0.20 (α = 0.05; 
1 – β = 0.80) between two conditions. To account for potential exclusions, we recruited 426 adult, U.S.-based 
participants via Prolific (minimum approval rating: 95%). Participants were excluded based on preregistered 
exclusion criteria if they (1) self-reported their English language proficiency as only “fair” or “poor” (< 2 on 0–4 
scale; n = 0); reported that they reside outside of the U.S. (n = 0), responded uniformly to the belief question-
naire (> 80% identical ratings; n = 1), or suggested that their data should be excluded due to low effort (n = 0). 
Additionally, eleven participants who completed the study reported technical problems (e.g., images not dis-
playing correctly) and were also excluded. Final sample size was thus N = 415. This study was approved by the 
Human Research Ethics Office at the University of Western Australia (reference number: 2019/RA/4/20/6423) 
and complied with all relevant guidelines and the Declaration of Helsinki. Informed consent was obtained from 
all participants included in the study.

Materials
Social‑media posts
A set of 80 claims was used, 40 of which were objectively true (e.g., “The unicorn is the national animal of Scot-
land”) and 40 of which were objectively false (e.g., “Most people only use between 10 and 50% of their brains”). 
Each claim was presented as a social-media post. Each post was associated with a unique account handle (i.e., a 
source name) and a source icon (the first letter of the handle in a randomly colored circle, similar to a Google-
account icon). Each post also featured an image thematically related to the claim. Additionally, information on 
the number of alleged previous likes, shares, and flags was included. These were determined probabilistically (see 
Table 1 for parameters of the zero-truncated normal distributions from which numbers were sampled); param-
eters were identical for true and false posts with the exception that, for the sake of realism, false posts were more 
likely to have been flagged previously (note that there was a notable difference between parameter and imple-
mented values due to the truncation at zero; descriptive statistics across conditions are provided in Table S1).

Each claim was fact-checked (i.e., corrected or affirmed) via 1–3 comments from other alleged users. Approxi-
mately a third of the posts had only one comment; this was a strong fact-check, that is, either a strong refutation 
(e.g., “MYTH”) or a strong affirmation (e.g., “I know this is true”). A third of posts had two comments, namely a 
strong fact-check paired with either a weak fact-check (i.e., a weak refutation such as “…not sure about that”, or a 
weak affirmation such as “Sounds possible”) or a neutral comment, which was typically humorous and themati-
cally related to the post claim without relating to its veracity (e.g., “my ancestors were unicor…I mean Scottish”). 
A third of posts had three comments, comprising one comment of each type. If multiple fact-check comments 
were given, they were always compatible (i.e., either both refutational or both affirmative) and fact-checks were 
valid (i.e., accurate to the best of our knowledge). For posts with multiple comments, the order of comment types 
was identical across participants, however, roughly counterbalanced across claims. The comments associated with 
each claim were identical for all participants. The number of comment likes was drawn from normal distribution 
N(M = 1, SD = 1.5); negative values were replaced with 0, and some minor adjustments were made such that earlier 
comments (i.e., comments displayed higher up) tended to have more likes and every strong fact-check had at 
least 1 like to avoid participants interpreting the absence of endorsement as a signal not to trust the fact-check. 
An example false post is provided in Fig. 1. All posts including comments are available at https://​osf.​io/​whq2v.

Sources had fictional handles; a mixture was used of realistic names (either full names such as “carterrenee” 
or “DaveChang1997”, or part names such as “RhondaJL” or “anderson_c”), fun names (e.g., “DogPerson”; “poco-
loco060”), and meaningless or cryptic handles (e.g., “smhsmhsmh”; “wlihd#”). The same was done with comment 
sources. Handles were carefully reviewed to ensure the distribution of different handle types was comparable 
across true and false posts, as well as the different types of comments (i.e., neutral comments as well as weak and 
strong refutations and affirmations). All handles can be found at https://​osf.​io/​whq2v. Sources’ follower numbers 
were randomly drawn from N(300,500), truncated at 0. Sources’ credibility scores were drawn from N(40,30) for 
false posts and N(60,30) for true posts, truncated at 0 and 100. To ensure consistency between conditions, source 
and post pairings were fixed (implemented source credibility for false claims, M = 42.28, SD = 22.30; true claims, 
M = 54.93, SD = 22.47). This meant that there was a weak relationship between source credibility and veracity of 
the claims, for the sake of realism.

Table 1.   Parameters determining the number of displayed post likes, shares, and flags.

Likes Shares Flags

M SD M SD M SD

True posts 5 10 1 3 0 0.25

False posts 5 10 1 3 0.5 1

https://osf.io/whq2v
https://osf.io/whq2v
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Manipulation information
Regarding the source-credibility intervention, participants received the information that their credibility rating 
would indicate how credible they are perceived to be on a scale from 0 to 100. Credibility badges were color-coded 
using the simulator’s default setting (see Fig. 2); scores in the lower deciles were displayed using colors ranging 
from dark red (0–10) to gold (40–50) and scores in the upper deciles were displayed using colors ranging from 
turquoise (50–60) to dark blue (90–100).

Regarding the social norm, participants in the relevant conditions were given the following information43,44: 
“It is widely accepted that spreading misinformation is wrong and can have a variety of negative outcomes for 
both individuals and societies. Indeed, a recent study found that more than 80% of U.S. adults think it’s very 
important to only share accurate content online.” This message thus combined descriptive and injunctive norm 
elements29,41,42.

Dynamic changes
Depending on participant choices, their follower count and credibility score changed dynamically. Changes were 
determined in a probabilistic fashion (see Table 2 for parameters of the normal distributions from which changes 
were sampled; note that the simulation always rounded displayed change values to integers; descriptive statistics 

Figure 1.   An example false post. The example is from a source-credibility condition (i.e., credibility 
information is provided for both the post source [27 out of 100] and the participant [71 out of 100]); the 
participant’s response in this case was to flag the post; information on the dynamic changes (“ + 1” increasing 
follower number from 21 to 22; “ + 2” increasing credibility from 69 to 71) was only displayed briefly. In the 
example, the first comment represents a strong refutation; the second comment is a weak refutation. The post 
image contained within the figure was created by user j4p4n for openclipart.org (https://​openc​lipart.​org/​detail/​
336394/​brain-​hemis​pheres) and is available under a Creative Commons Zero 1.0 Public Domain License.

Figure 2.   Color-coding of source-credibility badges. Examples represent decile midpoints; actual credibility 
scores used all integers from 0 to 100.

https://openclipart.org/detail/336394/brain-hemispheres
https://openclipart.org/detail/336394/brain-hemispheres
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per condition are displayed in Table S2). Engagements with true versus false posts had the same (average) impact 
on follower numbers except that flagging of false posts was more likely to result in a follower increase than flag-
ging of true posts. Credibility changes were symmetrical, meaning that for true posts, positive engagements 
(likes, shares) on average improved credibility and negative engagements (flagging) decreased credibility, and 
vice versa for false posts.

Procedure
Participants initially received an ethics-approved information sheet and provided informed consent and basic 
demographic information. They were then given task instructions; instructions mentioned the presence of com-
ments, and included information on the source-credibility badge and the social norm in the relevant conditions. 
Participants then started the social-media simulation, which began with a prompt to “Engage as you would on 
social media and try to maximize your follower count!”. All participants initially had a follower count of zero. 
In source-credibility conditions, participants’ initial credibility was set to 50. Participants were then presented 
with all claims on separate pages and in a random order. For each post, participants decided whether to “like” it, 
“share” it, or “flag” it (as misleading); they were also able to skip posts, which had no impact on follower count 
or credibility score. Comments could also be added or liked if desired; this also had no impact on follower num-
ber or credibility score. Participants were only able to continue to the next post after 3 s. After the simulation, 
all claims were presented again, in a plain written format with no images or social-media context features, and 
belief in each claim was measured on a 0–10 rating scale (from “Certainly false” to “Certainly true”); minimum 
display time was again 3 s per claim. Participants were then asked whether they could generally see the com-
ments below each post (without scrolling down). Only approximately 7% of participants indicated they did not 
see the comments; see the supplementary information for results with these participants excluded (Table S3). 
Finally, participants were asked whether they believed their data should be excluded due to low effort before 
being fully debriefed. The debriefing sheet included information on why participants were exposed to false 
claims, and contained a link to a spreadsheet that listed all claims and indicated which were true and which 
were false45. The experiment took approximately 25 min to complete; participants were compensated with GBP 
3.75 (approx. USD 4.25).

Results
Analyses reported below were preregistered at https://​osf.​io/​y4kj5 unless stated otherwise. This study had two 
between-subjects factors: credibility badge (no badge, badge) and social norm (no norm, norm). Each depend-
ent variable was analyzed using a 2 × 2 between-subjects ANOVA with credibility badge, social norm, and their 
interaction as predictors. The only exception was the analysis of final achieved credibility; because participants 
only received credibility scores when credibility badges were present, achieved credibility was analyzed using 
an independent samples t-test with social norm as the between-subjects factor. All analyses were conducted 
in R statistical software version 4.3.046 and analysis scripts are available at https://​osf.​io/​rbse8/. ANOVAs were 
conducted using the aov_ez function from the package afex47, follow up t-tests were conducted using the pack-
age rstatix48, assumption checks were conducted using performance49, and plots were created using ggplot250. 
For all reported analyses, the assumption of homoscedasticity was met (p ≥ 0.077) and no outliers were detected 
using Cook’s distance (all Cook’s D ≤ 0.02). Additionally, visual inspection of quantile–quantile plots revealed 
the residuals were sufficiently normal to justify conducting parametric analyses, particularly given the relatively 
large sample size (see51 for more details).

Engagement with social‑media posts
Each participant’s engagement with the various posts was first condensed into compound scores for true and false 
claims. To this end, responses to each post was coded using the following values: flag = − 1; skip = 0; like =  + 1; and 
share =  + 2 (following8). Additional analyses using cumulative-link mixed-effects modelling can be found in the 
supplementary information. Results are shown in Fig. 3. For true claims, there were no significant main effects of 
credibility badge or social norm, and no significant interaction, Fs ≤ 1.91, ps ≥ 0.17, ηp

2 ≤ 0.005. For false claims, 
there were significant main effects of credibility badge, F(1, 411) = 40.51, p < 0.001, ηp

2 = 0.09, 95% CI [0.04, 0.15], 
and social norm, F(1, 411) = 4.08, p = 0.044, ηp

2 = 0.01, 95% CI [0.00, 0.04], with less positive engagements (i.e., 
less liking/sharing) when credibility badges and a social norm were included, respectively. There was no signifi-
cant interaction between credibility badge and social norm, F(1,411) = 0.02, p = 0.898, ηp

2 < 0.001, 95% CI [0.00, 
0.01]. Figure 4 shows each engagement type (i.e., flag, skip, like, share) graphed separately (see supplementary 
information for full analyses separated by engagement type).

Finally, we also analyzed whether credibility badges and social norms impacted the final follower counts of 
participants and their final achieved credibility (the latter only for the credibility-badge conditions). For final 

Table 2.   Parameters determining changes to follower counts and credibility scores.

Changes to Followers Changes to Credibility

Likes Shares Flags Likes Shares Flags

M SD M SD M SD M SD M SD M SD

True Posts 1 0.75 2 1 0 0.25 0.5 0.5 1 0.5 − 1.5 0.5

False Posts 1 0.75 2 1 0.5 0.25 -0.5 0.5 − 1 0.5 1.5 0.5

https://osf.io/y4kj5
https://osf.io/rbse8/
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follower counts, there were no significant main effects of credibility badge or social norm, and no significant 
interaction, Fs ≤ 3.30, ps ≥ 0.070, ηp

2 ≤ 0.008. Additionally, the presence of a social norm did not significantly 
impact the final credibility achieved by participants, t(206) = 1.51, p = 0.133, d = 0.21.

Belief
Beliefs in true and false claims were analyzed in separate ANOVAs (see Fig. 5). For false claims, we found that 
the presence of a credibility badge led to significantly reduced belief, F(1, 411) = 12.34, p < 0.001, ηp

2 = 0.03, 95% 
CI [0.01, 0.07]. The social-norm intervention also significantly reduced belief in false claims, F(1, 411) = 7.37, 
p = 0.007, ηp

2 = 0.02, 95% CI [0.00, 0.05]. However, the interaction between credibility badge and social norm 
was not significant, F(1, 411) = 0.08, p = 0.780, ηp

2 < 0.001, 95% CI [0.00, 0.01]. For true claims, we found that the 
presence of a credibility badge led to significantly greater belief than when there was no credibility badge, F(1, 
411) = 23.89, p < 0.001, ηp

2 = 0.05, 95% CI [0.02, 0.10]. There was no significant main effect of social norm, F(1, 
411) = 2.91, p = 0.089, ηp

2 = 0.007, 95% CI [0.00, 0.03]. However, there was also a significant credibility badge by 
social norm interaction, F(1, 411) = 4.79, p = 0.029, ηp

2 = 0.01, 95% CI [0.00, 0.04]. Follow-up independent sample 
t-tests revealed that the credibility-badge intervention significantly increased belief in true claims in both the 

Figure 3.   Engagement with posts containing true and false claims for each condition. Error bars represent 95% 
CIs. Composite scores were calculated by summing the following values for each engagement type across all 
posts: flag = − 1; skip = 0; like =  + 1; share =  + 2. The possible range of the overall engagement score was thus -40 
to 80, with 0 representing a no-engagement baseline.

Figure 4.   Specific engagements with posts containing true and false claims for each condition. Error bars 
represent 95% CIs.
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social-norm, t(202) = 4,67, p < 0.001, d = 0.65, 95% CI [0.39, 0.93], and no-social-norm conditions, t(205) = 2.07, 
p = 0.040, d = 0.29, 95% CI [0.04, 0.58]. However, the interaction occurred because the effect of credibility badges 
was stronger when a social norm was given.

The effectiveness of the interventions was additionally examined using signal detection theory (for detailed 
discussions of applying signal detection theory to the study of fake news and misinformation, see52–54). Specifi-
cally, we used receiver operating characteristic (ROC) analysis55, which enables differentiation of discrimination 
ability (i.e., ability to distinguish between true and false claims) from response bias (i.e., the general tendency to 
rate claims as true or false). To construct ROC curves, we calculated hit and false alarm rates for each individual 
participant at each level of the belief measure (i.e., from 0 to 10; see Fig. 6). The plot reflects cumulative rates, 
that is, each level of the belief measure was treated as a cut-off point56. For example, if 5 is the cut-off point, 
then any true claim rated at 5 or above would be classified as a hit and any false claim rated 5 or above would 
be classified as a false alarm. In this way, ten hit rates and ten alarm rates were calculated for each participant. 
We then used the trapezoidal rule57 to calculate area under the curve (AUC) for each participant. For AUC, 0.5 
represents chance performance (i.e., no ability to discriminate between true and false claims) and 1 represents 
perfect discrimination ability (i.e., classifying all true claims as true and all false claims as false).

The analysis of discrimination ability (as indexed by AUC) revealed significant main effects of both credibility 
badge, F(1, 411) = 28.95, p < 0.001, ηp

2 = 0.07, 95% CI [0.03, 0.12], and social norm, F(1, 411) = 8.13, p = 0.005, 
ηp

2 = 0.02., 95% CI [0.00, 0.05]. However, there was no significant credibility badge by social norm interaction, 
F(1, 411) = 1.29, p = 0.256, ηp

2 = 0.003. Thus, participants were better able to discriminate between true and false 
headlines when credibility badges were present and when the social norm was presented.

Discussion
Cumulatively, the results suggest that credibility badges and social norms can be effective interventions for 
counteracting online misinformation. However, credibility badges appear to be the more promising of the two 
interventions. Credibility badges were associated with larger effect sizes and more consistent results across the 
alternative analysis specifications (see supplementary information). Additionally, only the credibility-badge 
intervention significantly reduced the sharing of false claims. Incorporating such interventions into social-
media platforms may have considerable benefits for the information ecosystem, reducing the extent to which 
misinformation is believed, amplified, and spread, thereby shifting the overall information balance in favor of 
more reliable information. Even if such shifts are small, they may be useful given the need for social coordina-
tion and a shared factual understanding to tackle public-health challenges like vaccine uptake and sociopolitical 
challenges like climate action58.

Our findings for belief were also promising. Specifically, the presence of credibility badges led to partici-
pants having greater belief in true claims and lower belief in false claims. For true beliefs, credibility badges also 
interacted with the social-norm intervention, with the presence of a social norm enhancing the effectiveness of 
the credibility-badge intervention (although this interaction was not robust to changes in exclusion criteria, see 
supplementary information). In part, the effect of credibility badges may have been driven by the relationship 
between source-credibility scores and post veracity; however, this relationship was arguably too weak to fully 
explain the results, and as such it is likely that presence of the credibility badges led participants to more deeply 
consider the veracity of each post, in a manner similar to accuracy nudges10,43. The social-norm intervention 
did not significantly influence belief for true claims, but it did reduce belief in false claims. Additionally, both 
credibility badges and social norms led to better discernment between true and false claims, that is, both inter-
ventions enhanced discernment (see53,54). Given the potential negative impacts of misinformation1,3,8, these are 
promising findings because they suggest that these interventions can help people form more accurate beliefs and 
avoid falling for misinformation online.

Although this study demonstrates that credibility badges may be a useful intervention for reducing misin-
formation belief and engagement, there are several potential challenges with implementation. For one, within 
the study all claims came with accurate fact-checks (i.e., corrections of false information, and affirmations of 
true information). As such, in situations where corrective information is not provided, the effectiveness of these 
interventions may be weakened. Additionally, within a controlled experimental environment, researchers have 

Figure 5.   Level of belief in true and false claims for each condition. Errors bars represent 95% CIs.
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a priori knowledge about which claims are true and false. However, in the real world assessing the truthfulness 
of claims is a difficult and resource-intensive task, and many claims are not amenable to fact-checking59. Due 
to these difficulties, the objective veracity of most claims on social media is unknown or indeterminable. It fol-
lows that for most content engagements (e.g., liking, sharing, flagging, etc.), it may not be possible to objectively 
determine the appropriate impact on the user’s credibility, which may limit the real-world applicability of the 
intervention. However, even if only a subset of engagements were to impact credibility, the intervention may 
still be effective. Moreover, even though a claim may not have been fact-checked at the time a user interacts with 
it, the user’s credibility could still be updated retrospectively (accompanied by feedback) if they had interacted 
with a post that was later fact-checked. The mere knowledge that social-media engagements may subsequently 
impact perceived credibility, either immediately or at some point in the future, may be sufficient to motivate 
users to be more careful when sharing or liking information that may be false. Additionally, as mentioned earlier, 
the presence of a credibility badge in and of itself may serve as an ongoing prompt to consider the accuracy of 
information prior to liking or sharing it, which previous research has shown to be an effective intervention to 
reduce misinformation sharing10,43.

There are also several ongoing developments that have the potential to greatly increase the proportion of 
online claims that can be fact-checked, which would have the flow-on effect of increasing the viability and 
potential impact of credibility badges. One approach is to take advantage of developments in natural language 
processing and artificial intelligence to automate fact-checking60,61. There have also been recent advances in 
crowd-sourcing of fact-checks, such as the Birdwatch program (now called “Community Notes”) implemented 
by Twitter/X62–64. Both approaches have the potential to increase the proportion of social-media claims that could 
be used to calculate and update credibility scores. Whereas the main mechanism investigated in this study was 
the impact of a credibility score on the user’s own reputation, naturally the more reliable a credibility score, the 
more it could also serve as a guide in a user’s assessment of source credibility on social media.

In contrast to a credibility badge, informing users of a social norm is relatively straightforward and simple 
to implement—it would only require presenting social-media users with a simple prompt, either when they first 
log into the site or when they decide to interact with a post. Providing a prompt at first login may improve the 

Figure 6.   Receiver operating characteristic curves for each condition. Hit rates plotted against false alarm 
rates at each level of the belief scale (0–10). The diagonal line represents an AUC of 0.5, which indicates chance 
performance (i.e., no discrimination ability). Hit rates are the proportion of true claims with belief scores ≥ the 
respective level of the belief scale, and false alarm rates are the analogous proportion for false claims. Note that 
the highest scale values (i.e., belief score of 10) are displayed in the bottom-left portion of the curves (e.g., in the 
badge/norm condition, approx. 23% of true claims received a score of 10, but only approx. 8% of false claims); 
moving rightward along the curves, each successive point represents the next lowest belief-scale value. The point 
at which the curves all meet at the top right corner can thus be interpreted as each curve’s 11th data point (i.e., 
100% of claims had belief ratings ≥ 0).
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accuracy of the beliefs users form during their time on the platform. Providing the prompt at the point of post 
engagement may, however, prove more beneficial for reducing sharing and liking of false or misleading posts 
due to the introduced friction65 and the increased salience and proximity of the prompt, memory for which will 
fade over time. Additionally, a social-norm prompt could easily be combined with an accuracy nudge10,43, which 
may have additive effects. On the negative side, frequent prompts may be ignored by users after some time due 
to habituation66, or may negatively affect the user experience. Finally, the fact that much online content is of 
unclear veracity or not amenable to fact-checks also means that in some situations users may find it difficult 
to adhere to the social norm even if they intend to (e.g., when they encounter a piece of misinformation that 
appears plausible to them).

An additional potential limitation of the interventions we propose is that people can have a diverse set of 
motivations for sharing information online, some of which may be unrelated to the accuracy of the information. 
For example, people may share misinformation due to identity-performative motivations (e.g., to feel a sense of 
group belonging or elicit an emotional reaction from others)67, or because a piece of news would be interesting-
if-true68. These motivations may play a greater role in a real-world social-media environment than the confines 
of a simulation and may be more prevalent for some types of misinformation (e.g., political misinformation). 
By shifting users’ attention toward the accuracy of the information they are engaging with, the proposed inter-
ventions may limit the impact of these other motivations, which may or may not be desirable. Additionally, as 
credibility badges would draw attention to a user’s regular sharing of false or misleading information regardless 
of the underlying motivation for doing so, they may be inappropriate in certain cases (e.g., satirical accounts). 
The credibility-badge intervention would also not be effective, and may even backfire, in cases where a source 
that is usually credible, such as a reputable news or scientific organization, spreads misinformation. Because 
the bulk of information put out by these organizations is accurate, and therefore they would be assigned a high 
credibility rating, it may mean that any misinformation they produce (whether accidental or otherwise) may be 
more easily believed and more difficult to be corrected. Indeed, if people came to focus solely on overall source 
credibility, without considering the veracity of the specific claim or news story, that would be an undesirable 
outcome (although the risk of this seems low given there is evidence that people generally focus more on story 
plausibility than the source e.g.,69). Future research should also examine whether intervention effectiveness is 
impacted by post characteristics, such as length, language, and visuals (e.g., images, gifs, video etc.), and/or 
individual characteristics, such as political ideology and trust in institutions.

Overall, the results from this study highlight that both credibility-badge and social-norm interventions have 
the potential to improve the information landscape on social media65. Both a credibility badge and a social norm 
led to reduced belief in false claims, and improvements in people’s ability to discriminate between true and false 
information. Additionally, credibility badges improved the way participants engaged with information, lead-
ing to increased flagging and decreased liking and sharing of false posts. Our main preregistered analyses also 
showed that social norms increased flagging and decreased liking of false posts, but these results were less robust. 
Credibility badges would also have the additional benefit of providing social-media users with usually opaque 
information about the credibility of other users, allowing them to more easily assess the likelihood that the 
source is reliable. Cumulatively, the findings of this study suggest that both credibility badges and the provision of 
social norms are promising potential additions to the growing suite of tools used to fight misinformation online.

Data availability
Data and materials from the empirical studies are available at on the Open Science Framework at https://​osf.​io/​
rbse8/. The study was preregistered at https://​osf.​io/​y4kj5.
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