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Time-Frequency Based Phase-
Amplitude Coupling Measure For 
Neuronal Oscillations
Tamanna T. K. Munia & Selin Aviyente

Oscillatory activity in the brain has been associated with a wide variety of cognitive processes including 
decision making, feedback processing, and working memory. The high temporal resolution provided 
by electroencephalography (EEG) enables the study of variation of oscillatory power and coupling 
across time. Various forms of neural synchrony across frequency bands have been suggested as the 
mechanism underlying neural binding. Recently, a considerable amount of work has focused on phase-
amplitude coupling (PAC)– a form of cross-frequency coupling where the amplitude of a high frequency 
signal is modulated by the phase of low frequency oscillations. The existing methods for assessing 
PAC have some limitations including limited frequency resolution and sensitivity to noise, data length 
and sampling rate due to the inherent dependence on bandpass filtering. In this paper, we propose a 
new time-frequency based PAC (t-f PAC) measure that can address these issues. The proposed method 
relies on a complex time-frequency distribution, known as the Reduced Interference Distribution 
(RID)-Rihaczek distribution, to estimate both the phase and the envelope of low and high frequency 
oscillations, respectively. As such, it does not rely on bandpass filtering and possesses some of the 
desirable properties of time-frequency distributions such as high frequency resolution. The proposed 
technique is first evaluated for simulated data and then applied to an EEG speeded reaction task 
dataset. The results illustrate that the proposed time-frequency based PAC is more robust to varying 
signal parameters and provides a more accurate measure of coupling strength.

The human brain has been modeled as a complex network with distributed topology. This distributed topology 
results in parallel and specialized information processing. Therefore, there is a need for a neural mechanism that 
enables information integration across specialized brain regions. Various forms of neural synchrony between 
oscillations across different frequency bands have been suggested as the major mechanism of neural integration. 
Previous studies based on electrophysiological measurement of neural activity suggest that different frequency 
bands are responsible for distinct computational roles1 as oscillations are thought to create synchronization across 
specialized brain regions to corroborate cognitive processing2,3. The power and/or the synchronization measured 
across different frequency bands have been related to various cognitive and neuronal functions4–6. For exam-
ple, the gamma band neuronal activity in the human brain has been demonstrated to play an important role in 
visual perception7,8, whereas alpha band oscillations in the occipital region were interpreted to be an indicator 
of reduced visual attention1. Most recently, emerging evidence from various studies suggests that oscillations 
from different frequency bands are not isolated and independent; consequently, they can interact with each other 
in the form of modulation9,10. This interaction of oscillations across different frequency bands is referred to as 
“cross-frequency coupling”11–14. Multiple forms of cross-frequency coupling have been analyzed including phase/
amplitude12,15–17; phase/phase18–21; amplitude-to-amplitude22,23; and phase-frequency11,14. Phase-amplitude cou-
pling (PAC) is the most-studied type of cross-frequency coupling and is thought to be responsible for integration 
across populations of neurons24,25. Low frequency brain activity controls the information exchange between brain 
regions by modulating the amplitude of the high frequency oscillations. PAC thus quantifies the modulation 
of the amplitude of high frequency oscillation, typically 30–100 Hz, with the phase of slow rhythm, typically 
5–12 Hz26,27.

Phase-amplitude coupling has been detected in different species including EEG, MEG and ECoG recordings 
of the human brain15,22,24,28, LFP of mice29,30, rats26, sheep31, monkeys32 and within various brain regions such as 
the hippocampus28–30,32, the neocortex10,32,33, and basal ganglia15. The neural information processing and cognitive 
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functioning, particularly sensory signal detection34, attention16, visual perception35,36 and memory processing17,28 
have also been shown to exhibit dynamic PAC. More recently, disruption in PAC patterns has been linked to 
various neurological disorders, such as, autism spectrum disorder37, schizophrenia38, and Parkinson’s Disease39.

Conventional methods for computing PAC rely on the Hilbert transform of the bandpass filtered neurophys-
iological data for extracting the analytic signal with the instantaneous amplitude and phase components. The 
conventional approach to PAC computation is composed of the following three steps27,40,41: (1) bandpass filtering 
the input data into bands of interest, e.g., theta and gamma; (2) applying Hilbert transform to extract amplitude 
and phase time series from each frequency band of interest; and (3) quantifying the relationship between the 
phase and the amplitude time series. However, Hilbert transform based amplitude and phase estimations suffer 
from some shortcomings which can influence the final PAC estimates and the subsequent neuroscientific find-
ings40,42,43. Most of these limitations arise from the first step of the processing pipeline, i.e. bandpass filtering. It 
is well-known that the use of Hilbert transform based amplitude and phase estimation relies on the assumption 
that the signals are narrowband, i.e., nearly sinusoidal40,44. The narrowband assumption is questionable for high 
frequency oscillations. Therefore, using the Hilbert transform for extracting amplitude time series may result 
in non-meaningful amplitude estimates for PAC computation45–47. To extract narrowband signals from neural 
oscillations, Hilbert transform based methods rely on bandpass filtering the signals before estimating amplitude 
and phase. Moreover, it is advisable to use a wideband filter for high frequency oscillations and a narrowband 
filter for low frequency oscillations48. Therefore, in conventional PAC computation, a systematic bias arises due to 
the selection of the various bandpass filter parameters, including the bandwidth, order of the filter, and transition 
band. Prior research indicates that the bandwidth for the high frequency component should be at least twice as 
high as the low frequency component in order to capture the amplitude modulation effect45,48. Therefore, the 
bandwidth is proportional to the center frequency, and this choice can lead to a systematic bias. Moreover, Hyafil 
et al.46 also showed that certain bandwidth choices might mistakenly compute phase-frequency coupling as PAC 
or produce erroneous amplitude-amplitude coupling. More recently, generalized Morse wavelet (GMW) has been 
proposed as an alternative to Hilbert transform for extracting the amplitude and phase components49,50 to address 
these limitations. GMWs are analytic wavelets, thus convolving the wavelet with the signal converts the signal to 
its analytic representation and is equivalent to bandpass filtering with a filter whose bandwidth scales with fre-
quency. In this manner, the wavelet transform based PAC measure avoids the problem of designing the best filter 
as the filter bandwidth is automatically controlled by the wavelet scale. Estimating PAC from GMWs proceeds in 
the same way after the instantaneous amplitude and phase are extracted from the wavelet transform. Even though 
the wavelet transform addresses the problem of bandpass filtering, it suffers from a number of other problems 
including the choice of different design parameters in GMW50. Moreover, the lower and upper frequency and 
the scale parameters need to be chosen carefully to make sure that the peaks of the wavelet’s frequency spectrum 
occur at the frequency of interest. Therefore, if the user does not choose the input frequency range or the number 
of scales appropriately, the ridges may not be as apparent. Consequently, PAC estimation may suffer from this.

For the last step in the pipeline for quantifying PAC, various indices quantifying the modulation between the 
phase and amplitude time series have been proposed. This relationship has been studied by mean vector length 
(MVL) which quantifies the circular variances through the magnitude of the mean of the complex composite 
signal10, modulation index (MI) which quantifies the deviation of the phase-amplitude distribution from the 
uniform distribution through Kullback-Leibler divergence27, and phase locking value (PLV) which computes the 
circular variance of the consistency of the phase differences between the phase of the low frequency signal and the 
phase of the amplitude of the high frequency signal51. Extensive evaluation of these metrics shows that while MI 
is robust against noise and short data epochs, MVL performs better at high SNR41.

In this article, we present a novel method for assessing PAC based on a high resolution complex 
time-frequency distribution. First, we introduce an instantaneous phase and amplitude estimation method based 
on RID-Rihaczek distribution52,53. The properties of this quadratic time-frequency distribution, such as time 
marginal and energy preservation, are used to estimate both the envelope of the high frequency oscillation and 
the phase of the low frequency oscillation. This approach replaces the Hilbert transform and the analytical wave-
let transform for extracting the amplitude and phase. Unlike Hilbert transform based methods, the proposed 
method obtains the analytic signal without any bandpass filtering. Unlike the wavelet transform, this approach 
results in uniformly high resolution across time and frequency and does not depend on the choice of different 
input parameters. We then compute MVL based on the extracted amplitude and phase time series to quantify 
PAC. It is important to note that even though the current paper focuses on MVL to quantify the PAC, it is possible 
to combine the amplitude and phase estimates obtained from RID-Rihaczek distribution with other metrics such 
as MI or PLV. The proposed method is first tested on simulated data and evaluated in terms of its resolution, accu-
racy of estimating the coupling strength and robustness against varying signal parameters. Finally, the method is 
applied to multi-channel EEG data recorded during a cognitive control study to determine differences between 
response types and to identify brain regions and frequency bands that show increased PAC.

Materials and Methods
Experimental data.  To investigate the validity of the proposed PAC approach, experiments were first con-
ducted on two sets of synthesized data, and then on a human EEG dataset collected from a cognitive control study 
published earlier54.

Synthesized dataset 1.  In the first simulation, the sum of two sinusoids with known coupling parameters was 
generated to assess the accuracy of the proposed method. These two sinusoids referred to as phase and amplitude 
signals, are generated following Tort et al. as follows27,55:
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π=x t K f tPhase signal: ( ) sin(2 ), (1)f f pp p

π=x t A t f tAmplitude signal: ( ) ( )sin(2 ), (2)f f aa a

where, =
χ π φ χ− − + +

A t K( )f f
f t(1 )sin(2 ) 1

2a a

p c , χ ∈ [0, 1], K fp
 and K fa

 are constants that determine the amplitude of 
the phase frequency (fp) and amplitude frequency (fa), respectively. φc is the phase of the low frequency phase 
providing signal at the time point where the magnitude of the amplitude signal bursts is maximum. χ is the frac-
tion of amplitude signal that is not modulated by the phase signal, thus the coupling strength is given by (1 − χ). 
To generate the synthesized dataset 1, these two components were added:

ε= + +x t x t x t t( ) ( ) ( ) ( ), (3)f fa p

where ε(t) is additive noise and was generated with a combination of random samples created through power law 
and white Gaussian noise. The power law samples simulate the background brain activity, and the white Gaussian 
samples simulate measurement noise55. The strength of the white Gaussian noise parameters was set to half of the 
strength of the power law samples.

The synthesized dataset was generated with the low frequency signal at 5 Hz, high frequency signal in the 
range of 50–70 Hz, sampling frequency of 1000 Hz, SNR levels ranging from −5 to 10 dB, coupling intensity in 
the range of 0.1 to 1.0, and data length in the range of 0.4 to 6 seconds. Finally, to test the effect of coupled high 
frequency, a 10 second signal was generated with SNR = 3 dB, sampling frequency = 1000 Hz, coupling inten-
sity = 0.9, low frequency = 5 Hz, and changing the coupled high frequency from 10 Hz to 70 Hz with an increment 
of 5 Hz.

Synthesized dataset 2.  The second synthesized dataset was generated using the fact that the spectrum of EEG 
data follows the power law, i.e., higher the frequency, weaker the amplitude 






β~ ( )P f( )

f
1 . The strength of the 

amplitude decrease is defined by the parameter β with β = 0, 1, and 2 indicating white noise, pink noise, and 
Brownian (red) noise, respectively41. The spectrum of EEG data is reported to be related to Brownian noise56,57, 
thus, the synthesized data was generated from Brownian noise. First, 10 seconds of Brownian noise data was gen-
erated at a sampling frequency of 1000 Hz following the method developed by Zhivomirov58. Next, the signal was 
bandpass filtered at low phase providing frequency with a bandwidth of 2 Hz for generating the phase signal. The 
same simulated signal was then bandpass filtered at high amplitude providing frequency to create the amplitude 
signal. The low frequency phase signal bandwidth was set to 8–10 Hz, and the high frequency amplitude signal 
bandwidth was set to 50–70 Hz. The coupling between phase and amplitude signals was generated using the pro-
cedure described by Kramer and Eden59. The time locations of relative maxima and minima of the phase signal 
were detected. At each maxima, a DC shifted Hanning window with a duration of 42 ms, i.e., the amplitude of the 
Hanning window is shifted by 1, was multiplied with the amplitude time series. The monophasic coupling was 
generated by multiplying the Hanning window with the amplitude time series centered at the relative maxima of 
the phase time series. The intensity of the phase-amplitude coupling is controlled by multiplying the Hanning 
window with a constant I, where I = 1 indicates full coupling and I = 0 indicates no phase-amplitude coupling. An 
additional frequency modulated noise was generated by generating Brownian noise of the same length, bandpass 
filtering the noise signal at similar low and high frequency bands and adding them to the phase and amplitude 
signals, respectively.

Synthesized data were generated with low frequency signal at 10 Hz, high frequency signal in the range of 
50–70 Hz, sampling frequency of 1000 Hz, SNR levels ranging from −5 dB to 17 dB, coupling intensity in the 
range of 0.1 to 1.0, and data length in the range of 0.4 to 6 seconds. To test the effect of coupled high frequency, 
a 10 second signal was generated with SNR = 6 dB, sampling frequency = 1000 Hz, coupling intensity = 0.9, low 
frequency = 10 Hz, and changing the coupled high frequency from 15 Hz to 70 Hz with an increment of 5 Hz. 
Finally for visualizing the broadband vs narrow-band coupling effect, 10 second signals (SNR = 6 dB, sampling 
frequency = 1000 Hz, coupling intensity = 0.85) were generated with the fp frequency fixed at 5 Hz and varying 
the fa frequency range as [65–75], [60–80], [55–85], [50–90], [45–95] and [40–100] to generate 10 Hz to 60 Hz 
coupling bandwidths.

Examples from the two synthesized data sets shown in Fig. 1.

EEG data.  The proposed PAC measure was evaluated on an EEG dataset from a previously published cognitive 
control-related error processing study54. A letter version of the speeded-reaction Flanker task60 was designed 
following the experimental protocol approved by the Institutional Review Board (IRB) of the Michigan State 
University. The data collection was performed in accordance with the guidelines and regulation established by 
this protocol. Written and informed consent was collected from each participant before data collection. In this 
paper, data from 19 participants were considered. A string of five letters, which could be congruent (e.g., SSSSS) 
or incongruent (e.g., SSTSS), was visually presented to each participant for each trial. The participants have to 
choose the center letter with a standard mouse with respect to the Flanker letters. The trials began with a 35 ms 
of flanking stimuli (e.g., SS SS). The target stimuli were then embedded in the center of the flankers (e.g., SSSSS/
SSTSS) and remained for 100 ms (total presentation time is 135 ms) followed by an inter-trial interval of varying 
duration ranging from 1200 to 1700 ms. The trials were conducted to study the Error-Related Negativity (ERN) 
after an error response and the Correct-Related Negativity (CRN) after a correct response. Total number of tri-
als was 480 in which the total number of error trials in different participants varied from 20 to 61. To keep the 
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comparison between ERN/CRN consistent, the same number of correct responses was chosen randomly from 
the correct trials. Continuous EEG responses were recorded using the ActiveTwo system (BioSemi, Amsterdam, 
The Netherlands) by placing the 64 Ag–AgCl electrodes in accordance with the international 10/20 system. All 
EEG signals were sampled at 512 Hz. The trials with artifacts were removed, and the volume conduction was 
minimized using the Current Source Density (CSD) Toolbox61. The artifact removed data averaged over all trials 
were considered for the analysis in this paper.

Time-frequency phase amplitude coupling using MVL (tf-MVL).  Let x(t) be the signal of interest and 
fa be the high frequency, and fp be the low frequency of interest. PAC is defined as the modulation of the high 
frequency amplitude, A t( )fa

, with the phase, φ t( )fp
, of the low frequency components. The first step is to extract 

the envelope of the high frequency amplitude signal and the phase of the low frequency signal. In this paper, we 
will use a recently introduced complex time frequency distribution, named Reduced Interference Rihaczek 
(RID-Rihaczek) time-frequency distribution53, to extract both the phase and amplitude components of x(t) 
within the frequency bands of interest.

Rihaczek defined the signal energy distribution in time and frequency using complex signal formulation. This 
definition results in a complex energy distribution based on the interaction energy at a frequency of interest, f, 
within some frequency band and at a given time, t, within an infinitesimal time interval as62:

= −⁎C t f x t X f e( , ) ( ) ( ) , (4)j pft2

where x(t) is the signal and X(f) is its Fourier transform. The complex energy density function provides a better 
description of the properties of phase-modulated signals that are not available from conventional time-frequency 
distributions. While the time-frequency resolution of the wavelet transform is determined by the wavelet func-
tion, for the Rihaczek distribution, this is determined by the rate of change of the instantaneous frequency which 
provides better localization for phase-modulated signals53. The Rihaczek distribution is a bilinear, time and 
frequency shift covariant time-frequency distribution that satisfies the marginals, preserves the energy of the 
signal with strong time and frequency support properties62. Therefore, the Rihaczek distribution is a complex 
time-frequency distribution that provides both a time-varying energy spectrum and a phase spectrum with good 
time-frequency localization.

As the Rihaczek distribution is bilinear, it suffers from cross-terms for multicomponent signals. This problem 
can be addressed by introducing the RID-Rihaczek distribution. RID-Rihaczek distribution is a modified version 
of the Rihaczek distribution that uses the Choi-Williams kernel to filter out the cross-terms and is given by52:

θτ
σ

θτ
σ

θ τ τ θ=




−














θ π τ− +∬C t f j A e d d( , ) exp ( ) exp ( , ) ,
(5)

j t f
2

( 2 )

where θτ
σ( )jexp  corresponds to the kernel function for the Rihaczek distribution62, − θτ

σ( )exp ( )2
 corresponds to 

the Choi-Williams kernel, A(θ, τ) is the ambiguity function of the given signal x(t) defined as:

∫θ τ τ τ
=



 +







 −



 .θ⁎A x u x u e du( , )

2 2 (6)
j u

This distribution still belongs to Cohen’s class of distributions and reflects both the time-varying energy and 
the phase of the signal52. The kernel functions can be thought of as two-dimensional lowpass filters that act on the 
ambiguity function that captures the time-varying autocorrelation of the signal. Through the kernel function, it is 
possible to reduce the effect of the cross-terms and localize the energy and phase estimates.

RID-Rihaczek distribution has been previously employed for estimating phase and computing phase syn-
chrony within a frequency band52,53. It has been shown that RID-Rihaczek based phase synchrony estimates have 

Figure 1.  Representation of the synthesized data generated for the analysis; (a) Simulated signal generated 
through the method described in Synthesized Dataset 1 subsection; (b) Simulated signal generated through 
the method described in Synthesized Dataset 2 subsection. Both signals were generated for 2 seconds with a 
sampling frequency = 1000 Hz, fp = 5 Hz, fa = 70 Hz, SNR = 3 dB and coupling intensity = 0.7.
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a lower bias, better robustness to noise and higher time-frequency resolution compared to conventional methods 
including the Hilbert and wavelet transforms52,53. In the case of PAC, RID-Rihaczek can be used to extract both 
the envelope of the high frequency amplitude component, A t( )fa

, and the low frequency phase component, φ t( )fp
. 

In the following, we will provide analytical expressions for A t( )fa
 and φ t( )fp

 extracted from the Rihaczek distribu-
tion. These results can be easily extended to RID-Rihaczek distribution through a convolution with the kernel 
function.

To extract A t( )fa
, we propose a frequency constrained time marginal as follows:

∫=A t C t f df( ) ( , ) ,
(7)

f
f

f

a
a

a

1

2

where fa1
 and fa2

 define the bandwidth around the high frequency of interest, fa. As RID-Rihaczek distribution 
preserves the total energy and satisfies the time marginal, i.e. ∫ = | |

−∞

∞ C t f df x t( , ) ( ) 2, (7) yields an accurate esti-
mate of the signal envelope in the given frequency band. For an analytic signal, x(t) = A(t)ejφ(t) with Fourier 
transform X(f) = B(f)ejθ(f ), the instantaneous amplitude estimate based on the Rihaczek distribution can be 
derived as52:

∫=

= −

φ θ π

φ φ

− −

−
+

⁎

A t A t e B f e e df

A t e A t e sinc f f t e

( ) ( ) ( ) ,
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where the second equality is obtained using the multiplication property of Fourier transform, i.e. multiplication 
in the frequency domain is equivalent to convolution in the time domain. As −f fa a2 1

 increases, the sinc function 
becomes a Dirac delta function, δ(t), and = | |A t A t( ) ( )f

2
a

. Therefore, the amplitude estimate obtained from 
Rihaczek distribution is a smoothed version of |A(t)|2 around fa. In (8), fa is any frequency and does not have to be 
known a priori. The amplitude estimate is automatically computed for all frequencies as part of the time-frequency 
distribution computation. Similar to GMW, the frequencies of interest will have higher amplitude estimates. It 
should be noted that, unlike Hilbert and wavelet based methods, the envelope estimate based on time-frequency 
distribution is a quadratic function of the signal.

If the high frequency amplitude of the signal is coupled to the phase of a low frequency oscillation at fp, then 
this time marginal A t( )fa

 is expected to generate a peak at fp. This detected frequency is selected as the low fre-
quency that is coupled with the amplitude of the high frequency component and the phase information at that 
frequency is extracted from the complex time-frequency distribution as follows:

φ =

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

 | |








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f

p

p
p

For an analytical signal, x(t) = A(t)ejφ(t) with Fourier transform X(f) = B(f)ejθ(f ), the time-varying phase esti-
mate based on the Rihaczek distribution can be derived as52:
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where φ(t) and θ(f) refer to the phase in the time and the frequency domains, respectively.
After detecting the amplitude and phase, we can use any existing method such as mean vector length (MVL)10, 

modulation index (MI)27 or phase locking value (PLV)51. As Hülsemann et al. suggested, MVL is more suitable for 
high SNR data as it is more sensitive to coupling strength and width compared to other two methods41. Therefore, 
in this paper, the coupling between fp and fa is quantified by using MVL method. This approach estimates PAC 
from a signal of length N, by mapping phase time series φ t( )fp

 given by (9) and amplitude time series A t( )fa
 given 

by (8) to a complex-valued vector at each time point, t10. To quantify the coupling between fp and fa, MVL method 
measures the length of the average vector and computes PAC10 as follows:

∑= .
φ

=
MVL f f

N
A t e( , ) 1 ( )

(11)a p
t

N

f
j t

1

( )

a

fp

A graphical representation of the proposed approach is given in Fig. 2. The Matlab scripts for implementing 
the tf-MVL are available online (https://github.com/muntam/TF-PAC).

Significance testing.  The statistical significance of the tf-MVL measure was determined by generating sur-
rogate datasets. Following the guidelines in Aru et al.42, we generated surrogate datasets using a block swapping 
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approach. This method ensures that phase distortion is minimized, reducing the false-positive rate. A permutted 
signal was generated by splitting the envelope of the high frequency oscillation, A t( )fa

 at a random time point and 
then swapping the two resulting time series. MVL values are then computed by associating the permuted A t( )fa

 
with the original phase of the low frequency oscillation φ t( )fp

. This procedure of block swapping the amplitude 
time series and matching it with the original phase time series was performed 200 times to obtain the surrogate 
MVL values. This approach is known to produce relatively conservative evaluations of statistical significance of 
PAC measures42. This procedure preserves the global statistical characteristics of the data while disordering the 
correspondence between phase and amplitude time series and generating a sequence of MVLs observed under 
the null hypothesis that phase-amplitude coupling is due to chance. The observed tf-MVL value was deemed to 
be significant only when it is larger than 95% of the surrogate tf-MVL values.

As the proposed time-frequency measure uses a quadratic distribution, the phase and amplitude estimates 
may be non-local causing a bias in the MVL estimates. However, these non-localities are minimized through the 
Choi-Williams kernel used in the definition of RID-Rihaczek distribution in (5). Moreover, Cohen et al.44 assert 
that the bias in MVL estimates due to non-stationarities in the signals can be mitigated by applying shuffling 
based permutation or debiasing terms63,64.

Results
Comparison of tf-MVL comodulogram with conventional Hilbert-MVL and Wavelet-MVL 
comodulogram.  First, we compare the performance of three different approaches, i.e. Hilbert transform, 
wavelet transform and the proposed time-frequency approach, for computing PAC as reflected by the MVL 
comodulograms. The comparison of these three methods was performed in terms of both comodulograms and 
Shannon entropy. Comodulogram is a 2-D map that indicates the strength of coupling, as measured by (11), 
between different oscillation frequencies, with the fp values along the x-axis, and fa values along the y-axis27. As the 
coupling strength is plotted as a function of low and high frequency, comodulogram maps the coupling strength 
for (fa and fp) and exhibits highest value for the combination with highest PAC. In all these cases, the comodu-
lograms were constructed by considering a frequency step size of 1 Hz for fa and 1 Hz for fp. For the comparison, 

Figure 2.  Illustration of the computation of phase-amplitude coupling on synthesized data. This synthesized 
data was generated by modulating the amplitude of an 80 Hz high frequency signal with the phase of a 6 Hz 
low frequency signal. (a) The synthesized signal; (b) Time-frequency component at high frequency; (c) Time 
marginal of the high frequency signal; (d) Time-frequency component at low frequency; (e) Illustration of 
detection of peak at coupled frequency from power spectral density of high frequency time marginal; (f) Phase 
component of the detected coupled low frequency component; (g) PAC measurement using the MVL metric.
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a synthesized signal was generated following the synthesized dataset 1 method described above with high fre-
quency fa = 60 Hz, low frequency fp = 10 Hz, coupling coefficient = 0.8, and SNR = 6 dB.

The proposed method is first compared with the conventional Hilbert transform based method41,63,65,66. The 
filter designed for the Hilbert transform based approach was a fourth order bandpass Butterworth filter. The 
bandwidth of the bandpass filter is selected to be variable as discussed in42. The filters that extract the envelope 
of the high frequency oscillation, fa, should be wide enough to accomodate the center frequency ± the mod-
ulating fp. If this condition is not met, The PAC cannot be identified without fulfilling this condition even if 
present45. As a result, a variable bandwidth defined as ±0.4 times the amplitude frequency (e.g. for fa = 40 Hz, 
the chosen bandwidth was 40 ± 0.4 × fa = [24, 56]) was chosen, which has been shown to improve the detecta-
bility of PAC in literature for Hilbert transform48,66. The bandwidth for fp was kept narrow (fp ± 1 Hz) to extract 
the sinusoidal waveforms66. After filtering, Hilbert transform was performed to extract the instantaneous phase 
and amplitude components and finally PAC was calculated by computing the MVL for the Hilbert method 
(Hilbert-MVL).

Generalised Morse wavelet (GMW) based PAC49 was also computed for comparisons. This method generates 
complex valued time series through analytic wavelet transform from where phase and amplitude components can 
be extracted using this complex valued signal. As described in49, the PAC measure using generalised Morse wave-
let largely depends on the value of the selected parameters such as β and γ. In this paper, we set the values of these 
parameters as β = 6 and γ = 3 as suggested in Nakhnikian et al.49. After extracting phase and amplitude compo-
nents, we compute the MVL for generalized Morse wavelet (Wavelet-MVL) similar to tf-MVL and Hilbert-MVL.

The resulting comodulograms are illustrated in Fig. 3(a–c). As it can be seen from this figure, the tf-MVL method 
provides higher resolution estimates of the two frequencies that are coupled with each other compared to Hilbert 
transform and generalized Morse wavelet transform based methods. It can also be seen that GMW based method 
has better localization of the frequencies compared to the Hilbert transform. After computing the comodulograms, 
the three methods were also compared quantitatively using Shannon entropy to quantify the concentration of the 
comodulograms. The Shannon entropy for a comodulogram is defined in the same way that entropy is quantified for 

Figure 3.  Comparison of proposed tf-MVL method with conventional PAC measures through comodulograms 
and Shannon entropy measure: (a) Hilbert transform based PAC (Hilbert-MVL) measure; (b) Generalized 
Morse Transform based PAC (Wavelet-MVL) measure and (c) Proposed time-frequency based PAC (tf-MVL) 
measure; (d) Comparison of Entropy Measure for Hilbert-MVL, Wavelet-MVL and tf-MVL comodulograms 
for varying SNR levels. A low entropy value corresponds to a comodulogram that is well-localized, while a 
high entropy value corresponds to a comodulogram that is distributed across a wide range of frequencies. The 
entropy for the tf-MVL method stays constant across different SNRs indicating the robustness of the method to 
noise.
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gram surface is first normalized to obtain a two-dimensional distribution similar to a probability density function 
and then the definition of Shannon entropy is applied to this surface. In information theory, a maximum value of 
entropy is obtained for a uniform distribution, whereas the minimum value is achieved for a Dirac delta function, 
i.e. when there is no uncertainty about the value of the random variable. In a similar fashion, for a comodulogram a 
high entropy value corresponds to a surface that is equally distributed across different frequency values while a low 
entropy value corresponds to a surface that is well-localized. Therefore, in this paper, entropy is used as a quantitative 
measure of concentration of the comodulogram surface similar to the way it has been applied to time-frequency 
distributions in prior work67,68. For different SNR values, the Shannon entropy of the comodulograms is given in 
Fig. 3(d). The lower Shannon entropy value for tf-MVL indicates that the MVL modulation index is more concen-
trated, i.e., has a higher resolution, and thus leads to more accurate PAC detection. Moreover, the entropy for the 
tf-MVL method stays constant across different SNRs indicating the robustness of the method to noise. In compari-
son, wavelet and Hilbert transform based methods have higher entropy, with Hilbert transform yielding the highest 
entropy, i.e. the worst localization. Moreover, both the wavelet and Hilbert transform based methods show a fluctu-
ation of the entropy values across SNRs, indicating less robustness compared to time-frequency based method.

As the wavelet based method is fairly new and depends largely on the selection of the wavelet design param-
eters and the range of input frequencies, further research is required for the correct quantification of PAC using 
this approach. On the other hand, Hilbert transform based method is well-established. For these reasons, in the 
following sections, the proposed tf-MVL measure is compared to the conventional Hilbert-MVL approach in 
terms of the resolution of the comodulogram, accuracy of the estimated PAC value and robustness to varying 
signal parameters for both simulated and real data.

Comparison of phase amplitude coupling indices (tf-MVL, tf-PLV and tf-MI).  To quantify the 
PAC, our proposed time-frequency based method can be used with any of the existing PAC indices such as 
MVL, PLV or MI, where the amplitude and phase are extracted using the proposed time-frequency method. To 
compare the performance of different PAC measures, tf-MVL, tf-PLV and tf-MI were computed as a function of 
varying coupling strength. The model described in synthesized dataset 1 was used for this comparison. Data was 
generated with fp = 5 Hz, fa = 70 Hz, SNR = 6 dB with a sampling frequency of 1000 Hz. Five different coupling 
strengths ranging from 0.1 to 1 with a stepsize of 0.2 were considered. In all of these cases, RID-Rihaczek has been 
used to extract the amplitude and the phase of the high and low frequency components, respectively, but different 
metrics have been employed to quantify the PAC. As shown in Fig. 4, the PAC values of all methods increase with 
increasing coupling strength.

In accordance with existing literature41, MVL is found to be more sensitive to the varying coupling strength, 
followed by MI and PLV. Despite small quantitative differences in these three measures, the same trend is 
observed for all three methods in the simulation. For this reason, all of the following analysis was performed 
using tf-MVL method.

Comparison of accuracy of tf-MVL with Hilbert-MVL.  Synthesized dataset 1 was used for this com-
parison as the ground truth for coupling strength is known. The data was generated with fp = 5 Hz and fa = 70 Hz 
with a sampling frequency of 1000 Hz. The range of interest for the high frequency was set to [40, 90] Hz whereas 
the low frequency range was chosen to be [2, 12] Hz. The two methods were compared by calculating the relative 
error rate of the estimated coupling strength using the following equation:

Figure 4.  Performance comparison of the Phase Amplitude Coupling Measures tf-MVL, tf-PLV and tf-MI as 
a function of varying coupling strength. PAC values of all methods increased with increasing coupling strength 
and MVL differentiates best between different levels of coupling strengths.
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Figure 5 shows the comparison of the proposed method with Hilbert transform in terms of quantification of 
coupling coefficient under four different conditions: varying SNR from −5 to 10 dB, varying coupling strength of 
0.1 to 1, varying data length of 0.4 to 6 seconds and varying the high frequency of 10 Hz to 70 Hz.

For varying SNR levels, it can be seen in Fig. 5(a) that the proposed method is more robust against noise 
with smaller errors in estimating the coupling parameter (Mean Error < 10%). Even at high noise levels, e.g., 
SNR = −5 dB, the error rate is as low as 28% for tf-MVL compared to 63% relative error exhibited by Hilbert 
transform based method.

For varying degrees of coupling strength, ten different coupling strengths ranging from 0.1 to 1 were consid-
ered. The relative errors in coupling strength estimation are depicted in Fig. 5(b). The proposed method is better 
at quantifying the true coupling strength compared to Hilbert transform based PAC. As tf-MVL does not depend 
on bandpass filtering, the performance of tf-MVL (Mean Error: 2.62 ± 3.27%) is much better at detecting the 
coupling strength compared to Hilbert Transform (Mean Error: 21.94 ± 11.36%).

The sensitivity of PAC to data length is evaluated in Fig. 5(c). Different signal lengths from 0.4 to 6 seconds 
were considered. For both methods, the accuracy of detecting the coupling strength improved with increasing 
signal length, although at different rates. Overall, for signal durations longer than one second, tf-MVL produced 
the best coupling strength estimates.

Finally, the two methods were compared with respect to the difference between the two frequencies by chang-
ing the high frequency amplitude providing signal. The fa value was varied from 10 Hz to 70 Hz with an increment 
of 5 Hz by keeping the fp value constant at 5 Hz. As shown in Fig. 5(d), the change of frequency has no effect on the 
proposed t-f based PAC measure resulting in consistently low error rates, whereas Hilbert transform performed 
better as the difference between the two frequencies got larger.

Comparison of the robustness of tf-MVL with Hilbert-MVL.  tf-MVL and Hilbert-MVL were com-
pared for synthesized dataset 2 for different signal parameters including varying SNR levels, coupling strength, 
data length, high frequency component and narrowband vs. broadband coupling. In this case, as there is no 
ground truth for the coupling strength, instead of the relative error, the two methods were compared using the 

Figure 5.  Performance comparison of tf-MVL measure with Hilbert Transform method for synthesized dataset 
1; (a) Relative error for various SNR levels; (b) Relative error for various coupling strengths; (c) Relative error 
for different data lengths; (d) Relative error for coupled high frequency.
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MVL values. Moreover, the PAC values computed from the surrogate data for both the tf-MVL and Hilbert-MVL 
methods were compared with the respective observed MVL values to determine the significance of the results.

As shown in Fig. 6(a), the tf-MVL method was more robust than the Hilbert-MVL for different noise levels. 
The tf-MVL method reached the actual PAC value at 1 dB whereas the Hilbert-MVL method showed a high MVL 
value only at high SNR levels. Both tf-MVL and Hilbert-mvl showed an increase in MVL with an increase in cou-
pling intensity. As shown in Fig. 6(b), tf-MVL method was more sensitive to the coupling strength compared to 
Hilbert-MVL. The effect of data length is shown in Fig. 6(c). The tf-MVL is more robust and reaches the level of 
acceptable PAC at 1.2 seconds compared to Hilbert-MVL which provides acceptable PAC only at 3.2 seconds, thus 
indicating that tf-MVL method is still effective when data length is very small. As shown in Fig. 6(d), the high 

Figure 6.  The robustness comparison of proposed tf-MVL measure with Hilbert-MVL method for synthesized 
dataset 2. The broken lines indicate the critical threshold for PAC (MVL value at relative cut off 5%) among 200 
surrogate data. (a) MVL for various SNR levels; (b) MVL for various coupling strengths; (c) MVL for various 
data lengths; (d) MVL for different coupled high frequency components; (e) MVL for various bandwidths of 
coupled high frequency. Synthesized signals were generated with the low-frequency phase component at 5 Hz 
and a varying frequency range for the high-frequency component as [65–75], [60–80], [55–85], [50–90], [45–
95] and [40–100] to create PAC with 10 Hz to 60 Hz amplitude bandwidth.
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frequency that the low frequency is coupled to has no effect on the tf-MVL method. As no filtering is required 
for tf-MVL, this method can detect PAC even when the frequency difference between high and low frequency 
is as low as 5 Hz. On the other hand, due to the required filtering in the implementation of the Hilbert-MVL 
method, this method can only start to detect the true coupling when the high frequency is at 40 Hz. In Fig. 6(e), 
we evaluated the effect of narrowband vs. broadband coupling. For this comparison, the fp frequency was fixed at 
5 Hz whereas the fa frequency range was varied as [65–75], [60–80], [55–85], [50–90], [45–95] and [40–100] to 
generate coupling bandwidth ranging from 10 Hz to 60 Hz. The SNR was fixed at 6 dB with coupling strength fixed 
at 0.9. The variation of tf-MVL is low compared to Hilbert-MVL with varying coupling bandwidth. As expected, 
an increase in Hilbert-MVL was found with an increase in coupling bandwidth.

The threshold values obtained through surrogate data testing (MVL threshold for 95% confidence interval) 
are also shown in Fig. 6. As reflected in Fig. 6(a–e), for both tf-MVL and Hilbert-MVL cases the observed MVL 
was significantly higher (one tail Wilcoxon Signed Rank Sum Test, p < 0.05) than the threshold, thus rejecting 
the null hypothesis.

tf-MVL for EEG data.  The time-frequency based PAC measure was applied to EEG data collected during a 
cognitive control study where ERN and CRN were compared after error and correct responses, respectively. As 
previous studies indicate increased synchronization associated with the ERN in the time window 25–75 ms53,54, 
all analysis was performed for the 25–75 ms time window of the EEG data. For each electrode, PAC was computed 
between a band of low frequency oscillations (fp) in the [2, 13] Hz range, and high frequency oscillations (fa) in 
the [34, 100] Hz range. The average coupling strength was calculated for 66 frequencies distributed linearly in 
the fa range of interest with an increment of 1 Hz. The topoplots showing the computed tf-MVL value for all 64 
electrodes for both ERN and CRN are given in Fig. 7. From this figure, it can be seen that the PAC averaged across 
subjects is higher for ERN compared to CRN and that the high PAC values for ERN are concentrated around FCz 
and central-parietal regions.

A Wilcoxon Signed Rank Sum Test is conducted to determine the statistical significance of the difference 
between ERN and CRN PAC values across all electrodes. tf-MVL value is significantly higher (p = 0.00381) for 
ERN compared to CRN. A p-value topoplot that shows the channels with significant difference between ERN 
and CRN is given in Fig. 8. The most significant difference was found for FCz with p = 0.000367 after Bonferroni 
correction.

As FCz provided the highest tf-MVL value and the highest significant difference between the two response 
types, the coupling strength at FCz is depicted as a comodulogram in terms of fa vs. fp, for both error and correct 
responses in Fig. 9. The overall strongest PAC index was found between the phase of alpha (9–12 Hz) and the 
amplitude of slow gamma (40–60 Hz) oscillations (Fig. 9). Though both ERN and CRN responses exhibited high 
PAC for these ranges of frequencies, the coupling coefficient for ERN (MVL = 0.22424 ± 0.1039) was significantly 
greater compared to the coupling coefficient for CRN (MVL = 0.0.06758 ± 0.03579) with a p = 0.0031 determined 
by a Wilcoxon Signed Rank Sum Test.

Discussion
Human brain is known to route information through multiple networks operating in parallel. Oscillatory cou-
pling across frequency bands provides the temporal and spatial dynamics necessary to enable these networks. 
One prominent type of cross-frequency coupling known as phase-amplitude coupling may reflect integration 
processes across populations of neurons. PAC has been reported to control the long-distance communication 
considering that the slow oscillations of the neuronal signal can propagate at larger scales compared to the fast 
ones9,11,14 and thus was proposed as “canonical mechanism for neural syntax”40. Although there is a growing 
literature on measures to quantify PAC from neurological data, the best approach to detect and quantify the phe-
nomena is still difficult to settle on.

Figure 7.  Topo plots of tf-MVL values for (a) ERN and (b) CRN response types.
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In this paper, we proposed a time-frequency based PAC as a novel method for estimating cross-frequency 
phase-amplitude coupling and illustrate that the proposed method offers higher accuracy and robustness com-
pared to existing methods through simulations. We first tested the model on two different sets of simulated 
signals, allowing us to generate a fully controlled comparison of models and parameters and then applied the 
proposed tf-MVL model to estimate the PAC from neurophysiological signals. The results from synthesized 
data showed that the proposed time-frequency based PAC method provides several advantages over exist-
ing Hilbert and Wavelet-MVL methods. First, the proposed method estimates both the amplitude of the high 
frequency signal component and the phase of the low frequency component directly from a high resolution 
complex time-frequency distribution. Using properties of Cohen’s class of distributions, the proposed method 
can extract high resolution estimates of both the envelope and the phase of the oscillations resulting in high 
resolution comodulograms. Unlike Hilbert transform based methods, the proposed method does not require 
bandpass filtering of the signals, and thus overcomes the problems of misidentification of the frequencies due to 
the selection of the bandwidth and the transition band of the bandpass filter. While analytic wavelet transform 
based PAC methods address some of the shortcomings of Hilbert transform based PAC estimates, they are highly 
dependent on the selected wavelet parameters and the user provided range of frequencies. Unlike wavelet based 
PAC measures, the proposed approach does not depend on any design parameters and offers uniform frequency 

Figure 8.  p-value topo-plots for ERN and CRN after error and correct response types respectively. The 
channels marked in pink showed significant difference between ERN and CRN (Wilcoxon Signed Rank Sum 
Test with p < 0.05).

Figure 9.  Comodulograms show the PAC between low and high frequency bands for (a) CRN and (b) ERN of 
EEG data for FCz channel.
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resolution thus the estimated PAC comodulograms do not change with the range of frequencies considered. 
Second, the proposed PAC measure is more robust to varying signal conditions such as noise level, signal length, 
coupling strength and the separation between the coupled frequencies. In all of these cases, tf-MVL is more 
accurate at estimating the true coupling value. Finally, the proposed measure has been shown to be effective in 
detecting significantly higher alpha-gamma PAC for ERN compared to CRN. This finding is consistent with the 
results from previous studies66,69,70, where an error related MEG study showed significant alpha gamma cou-
pling. Dynamic coupling between alpha phase (8–13 Hz) and slower gamma amplitude (<40 Hz) has also been 
reported during visual processing in prior research63,70,71. It is hypothesized that during a visual task, the ongoing 
gamma-band activity in the visual cortex becomes temporally segmented by different phases of alpha-band activ-
ity63,70. Moreover, the coupling strength was found to be higher for ERN compared to CRN, which is in line with 
the finding reported by Cohen et al.72. This can be explained by the fact that large-scale functional integration 
across different frequency bands supports flexible behavior adaption to improve the performance after an error73. 
The difference between ERN and CRN was most prominent at FCz, which is centered around the medial frontal 
cortex. This region was reported to be active during error processing and negative feedback72 as it is hypothe-
sized that error initiates the medial frontal based top-down control mechanisms to improve the performance74,75. 
Botvinick et al. also reported that medial frontal cortex could detect error and conflicts and send signals to the 
lateral prefrontal cortex that behavioral adaptation is needed76. Thus, our findings are consistent with previous 
literature implicating higher alpha-gamma PAC in the medial frontal cortex and relating this with error-related 
performance.

Some of the limitations of the proposed time-frequency based amplitude and phase estimation are as follows. 
First, the proposed method is based on a nonlinear quadratic transform of the signal as opposed to the Hilbert or 
wavelet transform based methods which are linear. As such, the computational complexity of the proposed 
method is  N N( log )2  compared to Hilbert transform which has a complexity of N N( log ) . Recently, it has 
been shown that quadratic time-frequency distributions can be approximated using linear transforms such as the 
short-time Fourier transform, thus obtaining computational complexity close to N N( log ) 77. It is also worth 
mentioning that this computational complexity comes with the benefit that the proposed method does not 
depend on the choice of any parameters. The only parameter that can be tuned in the computation of 
RID-Rihaczek distribution is σ which controls the trade-off between resolution and cross-terms. In this paper, 
σ = 0.001 was selected for all simulated and real data examples as it was observed that σ did not have a significant 
effect on the PAC values. In comparison, the Hilbert transform requires the choice of the filter parameters and the 
wavelet transform requires the choice of the parameters, β and γ, which greatly affect the amplitude and phase 
estimates. Second, the proposed method is more memory intensive compared to linear methods as a complete 
time-frequency surface needs to be stored for extracting the amplitude and phase components at frequencies of 
interest. Due to this increased memory requirement and high computationally complexity, the proposed method 
can be applied to long epochs of neurophysiological recordings through a sliding window approach. Third, the 
proposed method similar to existing PAC metrics is sensitive to data length. Simulation results indicate that the 
accuracy of the PAC value improves after 1000 samples. This is very similar to the behavior of the Hilbert trans-
form based method. As such, the proposed method does not require more data samples than Hilbert transform 
to obtain accurate PAC estimates. Finally, the method presented in this paper focuses on PAC within a signal, thus 
computing univariate PAC. However, most neurophysiological recordings involve data from multiple channels. 
Moreover, as indicated by de Cheveigne et al., a recording at a single electrode does not necessarily correspond to 
a single brain dynamic78. Therefore, a multivariate analysis is necessary to determine the cross-frequency interac-
tions across channels as well as to separate the PAC within a channel from the nearby neural activity. Cohen44 
suggested a generalized eigenvalue decomposition based approach to address the latter. However, a complete 
bivariate PAC functional connectivity network analysis similar to bivariate PLV based connectivity networks54 is 
still missing. The proposed univariate tf-MVL method can be easily extended to the bivariate case by computing 
PAC between all possible electrode and frequency pairs. This would result in a complete representation of the 
multi-frequency functional connectivity networks of the brain79,80. The proposed tf-MVL measure can also be 
extended to consider different modes of coupling such as a biphasic coupling.

Data Availability
The datasets generated during and/or analysed during the current study are available from the corresponding 
author on reasonable request.

References
	 1.	 da Silva, F. L. Eeg and meg: relevance to neuroscience. Neuron 80, 1112–1128 (2013).
	 2.	 Engel, A. K., Gerloff, C., Hilgetag, C. C. & Nolte, G. Intrinsic coupling modes: multiscale interactions in ongoing brain activity. 

Neuron 80, 867–886 (2013).
	 3.	 Hall, E. L., Robson, S. E., Morris, P. G. & Brookes, M. J. The relationship between meg and fmri. Neuroimage 102, 80–91 (2014).
	 4.	 Schölvinck, M. L., Leopold, D. A., Brookes, M. J. & Khader, P. H. The contribution of electrophysiology to functional connectivity 

mapping. Neuroimage 80, 297–306 (2013).
	 5.	 Tewarie, P. et al. Functional brain networks: linking thalamic atrophy to clinical disability in multiple sclerosis, a multimodal fmri 

and meg study. Hum. Brain Mapp. 36, 603–618 (2015).
	 6.	 Stam, C. J. Modern network science of neurological disorders. Nat. Rev. Neurosci. 15, 683 (2014).
	 7.	 Rodriguez, E. et al. Perception’s shadow: long-distance synchronization of human brain activity. Nat. 397, 430 (1999).
	 8.	 Trujillo, L. T., Peterson, M. A., Kaszniak, A. W. & Allen, J. J. Eeg phase synchrony differences across visual perception conditions may 

depend on recording and analysis methods. Clin. Neurophysiol. 116, 172–189 (2005).
	 9.	 Lisman, J. E. & Jensen, O. The theta-gamma neural code. Neuron 77, 1002–1016 (2013).
	10.	 Canolty, R. T. et al. High gamma power is phase-locked to theta oscillations in human neocortex. Sci. 313, 1626–1628 (2006).
	11.	 Jensen, O. & Colgin, L. L. Cross-frequency coupling between neuronal oscillations. Trends Cogn. Sci. 11, 267–269 (2007).
	12.	 Canolty, R. T. & Knight, R. T. The functional role of cross-frequency coupling. Trends Cogn. Sci. 14, 506–515 (2010).

https://doi.org/10.1038/s41598-019-48870-2


1 4Scientific Reports |         (2019) 9:12441  | https://doi.org/10.1038/s41598-019-48870-2

www.nature.com/scientificreportswww.nature.com/scientificreports/

	13.	 Jirsa, V. & Müller, V. Cross-frequency coupling in real and virtual brain networks. Front. computational neuroscience 7, 78 (2013).
	14.	 Hyafil, A., Giraud, A.-L., Fontolan, L. & Gutkin, B. Neural cross-frequency coupling: connecting architectures, mechanisms, and 

functions. Trends Neurosci. 38, 725–740 (2015).
	15.	 Cohen, M. X. et al. Good vibrations: cross-frequency coupling in the human nucleus accumbens during reward processing. J. Cogn. 

Neurosci. 21, 875–889 (2009).
	16.	 Lakatos, P., Karmos, G., Mehta, A. D., Ulbert, I. & Schroeder, C. E. Entrainment of neuronal oscillations as a mechanism of 

attentional selection. Sci. 320, 110–113 (2008).
	17.	 Tort, A. B., Komorowski, R. W., Manns, J. R., Kopell, N. J. & Eichenbaum, H. Theta–gamma coupling increases during the learning 

of item–context associations. Proc. Natl. Acad. Sci. 106, 20942–20947 (2009).
	18.	 Weule, J. et al. Detection of n: m phase locking from noisy data: application to magnetoencephalography. Phys. Rev. Lett 81, 

3291–3294 (1998).
	19.	 Palva, J. M., Palva, S. & Kaila, K. Phase synchrony among neuronal oscillations in the human cortex. J. Neurosci. 25, 3962–3972 

(2005).
	20.	 Canolty, R. T. et al. Spatiotemporal dynamics of word processing in the human brain. Front. Neurosci. 1, 14 (2007).
	21.	 Darvas, F., Miller, K. J., Rao, R. P. & Ojemann, J. G. Nonlinear phase–phase cross-frequency coupling mediates communication 

between distant sites in human neocortex. J. Neurosci. 29, 426–435 (2009).
	22.	 Bruns, A. & Eckhorn, R. Task-related coupling from high-to low-frequency signals among visual cortical areas in human subdural 

recordings. Int. J. Psychophysiol. 51, 97–116 (2004).
	23.	 Voytek, B. et al. Hemicraniectomy: a new model for human electrophysiology with high spatio-temporal resolution. J. Cogn. 

Neurosci. 22, 2491–2502 (2010).
	24.	 Vanhatalo, S. et al. Infras low oscillations modulate excitability and interictal epileptic activity in the human cortex during sleep. 

Proc. Natl. Acad. Sci. 101, 5053–5057 (2004).
	25.	 Fries, P. A mechanism for cognitive dynamics: neuronal communication through neuronal coherence. Trends Cogn. Sci. 9, 474–480 

(2005).
	26.	 Bragin, A. et al. Gamma (40–100 hz) oscillation in the hippocampus of the behaving rat. J. Neurosci. 15, 47–60 (1995).
	27.	 Tort, A. B., Komorowski, R., Eichenbaum, H. & Kopell, N. Measuring phase-amplitude coupling between neuronal oscillations of 

different frequencies. J. Neurophysiol. 104, 1195–1210 (2010).
	28.	 Axmacher, N. et al. Cross-frequency coupling supports multi-item working memory in the human hippocampus. Proc. Natl. Acad. 

Sci. 107, 3228–3233, https://doi.org/10.1073/pnas.0911531107, http://www.pnas.org/content/107/7/3228.full.pdf (2010).
	29.	 Buzsáki, G. et al. Hippocampal network patterns of activity in the mouse. Neurosci. 116, 201–211 (2003).
	30.	 Hentschke, H., Perkins, M. G., Pearce, R. A. & Banks, M. I. Muscarinic blockade weakens interaction of gamma with theta rhythms 

in mouse hippocampus. Eur. J. Neurosci. 26, 1642–1656 (2007).
	31.	 Kendrick, K. M. et al. Learning alters theta amplitude, theta-gamma coupling and neuronal synchronization in inferotemporal 

cortex. BMC Neurosci. 12, 55, https://doi.org/10.1186/1471-2202-12-55 (2011).
	32.	 Lakatos, P. et al. An oscillatory hierarchy controlling neuronal excitability and stimulus processing in the auditory cortex. J. 

Neurophysiol. 94, 1904–1911, https://doi.org/10.1152/jn.00263.2005 PMID: 15901760 (2005).
	33.	 Cohen, M. X., Elger, C. E. & Fell, J. Oscillatory activity and phase–amplitude coupling in the human medial frontal cortex during 

decision making. J. Cogn. Neurosci. 21, 390–402 (2008).
	34.	 Schroeder, C. E. & Lakatos, P. Low-frequency neuronal oscillations as instruments of sensory selection. Trends Neurosci. 32, 9–18, 

https://doi.org/10.1016/j.tins.2008.09.012 (2009).
	35.	 Händel, B. & Haarmeier, T. Cross-frequency coupling of brain oscillations indicates the success in visual motion discrimination. 

Neuroimage 45, 1040–1046 (2009).
	36.	 Demiralp, T. et al. Gamma amplitudes are coupled to theta phase in human eeg during visual perception. Int. J. Psychophysiol. 64, 

24–30, https://doi.org/10.1016/j.ijpsycho.2006.07.005 Brain Oscillations:Cutting Edges (2007).
	37.	 Khan, S. et al. Local and long-range functional connectivity is reduced in concert in autism spectrum disorders. Proc. Natl. Acad. Sci. 

110, 3107–3112, https://doi.org/10.1073/pnas.1214533110, http://www.pnas.org/content/110/8/3107.full.pdf (2013).
	38.	 Kirihara, K., Rissling, A. J., Swerdlow, N. R., Braff, D. L. & Light, G. A. Hierarchical organization of gamma and theta oscillatory 

dynamics in schizophrenia. Biol. Psychiatry 71, 873–880, https://doi.org/10.1016/j.biopsych.2012.01.016 Altered Functional 
Connectivity in Schizophrenia (2012).

	39.	 de Hemptinne, C. et al. Exaggerated phase–amplitude coupling in the primary motor cortex in parkinson disease. Proc. Natl. Acad. 
Sci. 110, 4780–4785, https://doi.org/10.1073/pnas.1214546110,http://www.pnas.org/content/110/12/4780.full.pdf (2013).

	40.	 Dupré la Tour, T. et al. Non-linear auto-regressive models for cross-frequency coupling in neural time series. PLOS Comput. Biol. 13, 
1–32, https://doi.org/10.1371/journal.pcbi.1005893 (2017).

	41.	 Huelsemann, M. J., Naumann, E. & Rasch, B. Quantification of phase-amplitude coupling in neuronal oscillations: Comparison of 
phase-locking value, mean vector length, and modulation index. BioRxiv, https://doi.org/10.1101/290361, https://www.biorxiv.org/
content/early/2018/03/28/290361.full.pdf (2018).

	42.	 Aru, J. et al. Untangling cross-frequency coupling in neuroscience. Curr. Opin. Neurobiol. 31, 51–61, https://doi.org/10.1016/j.
conb.2014.08.002 SI: Brain rhythms and dynamic coordination (2015).

	43.	 van Wijk, B., Jha, A., Penny, W. & Litvak, V. Parametric estimation of cross-frequency coupling. J. Neurosci. Methods 243, 94–102, 
https://doi.org/10.1016/j.jneumeth.2015.01.032 (2015).

	44.	 Cohen, M. X. Multivariate cross-frequency coupling via generalized eigendecomposition. eLife 6, e21792, https://doi.org/10.7554/
eLife.21792 (2017).

	45.	 Dvorak, D. & Fenton, A. A. Toward a proper estimation of phase–amplitude coupling in neural oscillations. J. Neurosci. Methods 
225, 42–56, https://doi.org/10.1016/j.jneumeth.2014.01.002 (2014).

	46.	 Hyafil, A. Misidentifications of specific forms of cross-frequency coupling: three warnings. Front. Neurosci. 9, 370, https://doi.
org/10.3389/fnins.2015.00370 (2015).

	47.	 Kramer, M. A., Tort, A. B. & Kopell, N. J. Sharp edge artifacts and spurious coupling in eeg frequency comodulation measures. J. 
Neurosci. Methods 170, 352–357, https://doi.org/10.1016/j.jneumeth.2008.01.020 (2008).

	48.	 Berman, J. I. et al. Variable bandwidth filtering for improved sensitivity of cross-frequency coupling metrics. Brain Connect. 2, 
155–163, https://doi.org/10.1089/brain.2012.0085 PMID: 22577870 (2012).

	49.	 Nakhnikian, A. et al. A novel cross-frequency coupling detection method using the generalized morse wavelets. J. neuroscience 
methods 269, 61–73 (2016).

	50.	 Zerouali, Y. et al. A time-frequency analysis of the dynamics of cortical networks of sleep spindles from meg-eeg recordings. Front. 
neuroscience 8, 310 (2014).

	51.	 Mormann, F. et al. Phase/amplitude reset and theta–gamma interaction in the human medial temporal lobe during a continuous 
word recognition memory task. Hippocampus 15, 890–900, https://doi.org/10.1002/hipo.20117 (2011).

	52.	 Aviyente, S. & Mutlu, A. Y. A time-frequency-based approach to phase and phase synchrony estimation. IEEE Transactions on Signal 
Process. 59, 3086–3098, https://doi.org/10.1109/TSP.2011.2144589 (2011).

	53.	 Aviyente, S., Bernat, E. M., Evans, W. S. & Sponheim, S. R. A phase synchrony measure for quantifying dynamic functional 
integration in the brain. Hum. Brain Mapp. 32, 80–93, https://doi.org/10.1002/hbm.21000 (2011).

https://doi.org/10.1038/s41598-019-48870-2
https://doi.org/10.1073/pnas.0911531107
http://www.pnas.org/content/107/7/3228.full.pdf
https://doi.org/10.1186/1471-2202-12-55
https://doi.org/10.1152/jn.00263.2005
https://doi.org/10.1016/j.tins.2008.09.012
https://doi.org/10.1016/j.ijpsycho.2006.07.005
https://doi.org/10.1073/pnas.1214533110
http://www.pnas.org/content/110/8/3107.full.pdf
https://doi.org/10.1016/j.biopsych.2012.01.016
https://doi.org/10.1073/pnas.1214546110,
http://www.pnas.org/content/110/12/4780.full.pdf
https://doi.org/10.1371/journal.pcbi.1005893
https://doi.org/10.1101/290361
https://www.biorxiv.org/content/early/2018/03/28/290361.full.pdf
https://www.biorxiv.org/content/early/2018/03/28/290361.full.pdf
https://doi.org/10.1016/j.conb.2014.08.002
https://doi.org/10.1016/j.conb.2014.08.002
https://doi.org/10.1016/j.jneumeth.2015.01.032
https://doi.org/10.7554/eLife.21792
https://doi.org/10.7554/eLife.21792
https://doi.org/10.1016/j.jneumeth.2014.01.002
https://doi.org/10.3389/fnins.2015.00370
https://doi.org/10.3389/fnins.2015.00370
https://doi.org/10.1016/j.jneumeth.2008.01.020
https://doi.org/10.1089/brain.2012.0085
https://doi.org/10.1002/hipo.20117
https://doi.org/10.1109/TSP.2011.2144589
https://doi.org/10.1002/hbm.21000


1 5Scientific Reports |         (2019) 9:12441  | https://doi.org/10.1038/s41598-019-48870-2

www.nature.com/scientificreportswww.nature.com/scientificreports/

	54.	 Moran, T. P., Bernat, E. M., Aviyente, S., Schroder, H. S. & Moser, J. S. Sending mixed signals: worry is associated with enhanced 
initial error processing but reduced call for subsequent cognitive control. Soc. Cogn. Affect. neuroscience 10, 1548–1556 (2015).

	55.	 Samiee, S. & Baillet, S. Time-resolved phase-amplitude coupling in neural oscillations. NeuroImage 159, 270–279 (2017).
	56.	 Miller, K. J., Sorensen, L. B., Ojemann, J. G. & den Nijs, M. Power-law scaling in the brain surface electric potential. PLOS Comput. 

Biol. 5, 1–10, https://doi.org/10.1371/journal.pcbi.1000609 (2009).
	57.	 He, B. J., Zempel, J. M., Snyder, A. Z. & Raichle, M. E. The temporal structures and functional significance of scale-free brain activity. 

Neuron 66, 353–369, https://doi.org/10.1016/j.neuron.2010.04.020 (2010).
	58.	 Zhivomirov, H. et al. A Method for Colored Noise Generation. Romanian. J. Acoust. Vib. 15, 14–19 (2018).
	59.	 Kramer, M. & Eden, U. Assessment of cross-frequency coupling with confidence using generalized linear models. J. Neurosci. 

Methods 220, 64–74, https://doi.org/10.1016/j.jneumeth.2013.08.006 (2013).
	60.	 Eriksen, B. A. & Eriksen, C. W. Effects of noise letters upon the identification of a target letter in a nonsearch task. Percept. & 

Psychophys. 16, 143–149, https://doi.org/10.3758/BF03203267 (1974).
	61.	 Kayser, J. & Tenke, C. E. Principal components analysis of laplacian waveforms as a generic method for identifying erp generator 

patterns: I. evaluation with auditory oddball tasks. Clin. neurophysiology 117, 348–368 (2006).
	62.	 Rihaczek, A. Signal energy distribution in time and frequency. IEEE Transactions on Inf. Theory 14, 369–374, https://doi.

org/10.1109/TIT.1968.1054157 (1968).
	63.	 Voytek, B., D’Esposito, M., Crone, N. & Knight, R. T. A method for event-related phase/amplitude coupling. NeuroImage 64, 

416–424, https://doi.org/10.1016/j.neuroimage.2012.09.023 (2013).
	64.	 Pittman-Polletta, B., Hsieh, W.-H., Kaur, S., Lo, M.-T. & Hu, K. Detecting phase-amplitude coupling with high frequency resolution 

using adaptive decompositions. J. neuroscience methods 226, 15–32 (2014).
	65.	 Quyen, M. L. V. et al. Comparison of hilbert transform and wavelet methods for the analysis of neuronal synchrony. J. Neurosci. 

Methods 111, 83–98, https://doi.org/10.1016/S0165-0270(01)00372-7 (2001).
	66.	 Seymour, R. A., Rippon, G. & Kessler, K. The detection of phase amplitude coupling during sensory processing. Front. Neurosci. 11, 

487, https://doi.org/10.3389/fnins.2017.00487 (2017).
	67.	 Stankovi´c, L. A measure of some time–frequency distributions concentration. Signal Process. 81, 621–631 (2001).
	68.	 Baraniuk, R. G., Flandrin, P., Janssen, A. J. & Michel, O. J. Measuring time-frequency information content using the rényi entropies. 

IEEE Transactions on Inf. Theory 47, 1391–1409 (2001).
	69.	 Voytek, B. et al. Shifts in gamma phase–amplitude coupling frequency from theta to alpha over posterior cortex during visual tasks. 

Front. Hum. Neurosci. 4, 191, https://doi.org/10.3389/fnhum.2010.00191 (2010).
	70.	 Bonnefond, M. & Jensen, O. Gamma activity coupled to alpha phase as a mechanism for top-down controlled gating. PLOS ONE 10, 

1–11, https://doi.org/10.1371/journal.pone.0128667 (2015).
	71.	 Spaak, E., Bonnefond, M., Maier, A., Leopold, D. A. & Jensen, O. Layer-specific entrainment of gamma-band neural activity by the 

alpha rhythm in monkey visual cortex. Curr. Biol. 22, 2313–2318, https://doi.org/10.1016/j.cub.2012.10.020 (2012).
	72.	 Cohen, M. X. & van Gaal, S. Dynamic interactions between large-scale brain networks predict behavioral adaptation after perceptual 

errors. Cereb. Cortex 23, 1061–1072, https://doi.org/10.1093/cercor/bhs069, /oup/backfile/content_public/journal/
cercor/23/5/10.1093_cercor_bhs069/2/bhs069.pdf (2013).

	73.	 Trujillo, L. T. & Allen, J. J. Theta eeg dynamics of the error-related negativity. Clin. Neurophysiol. 118, 645–668, https://doi.
org/10.1016/j.clinph.2006.11.009 (2007).

	74.	 Holroyd, C. B. & Coles, M. G. The neural basis of human error processing: reinforcement learning, dopamine, and the error-related 
negativity. Psychol. Rev. 109, 679 (2002).

	75.	 Ridderinkhof, K. R., Ullsperger, M., Crone, E. A. & Nieuwenhuis, S. The role of the medial frontal cortex in cognitive control. Sci. 
306, 443–447 (2004).

	76.	 Botvinick, M. M., Braver, T. S., Barch, D. M., Carter, C. S. & Cohen, J. D. Conflict monitoring and cognitive control. Psychol. Rev. 
108, 624 (2001).

	77.	 Aviyente, S. & Williams, W. J. A centrosymmetric kernel decomposition for time-frequency distribution computation. IEEE 
Transactions on Signal Process. 52, 1574–1584 (2004).

	78.	 de Cheveigné, A. & Parra, L. C. Joint decorrelation, a versatile tool for multichannel data analysis. NeuroImage 98, 487–505, https://
doi.org/10.1016/j.neuroimage.2014.05.068 (2014).

	79.	 Tewarie, P. et al. Integrating cross-frequency and within band functional networks in resting-state meg: A multi-layer network 
approach. NeuroImage 142, 324–336, https://doi.org/10.1016/j.neuroimage.2016.07.057 (2016).

	80.	 Brookes, M. J. et al. A multi-layer network approach to meg connectivity analysis. NeuroImage 132, 425–438, https://doi.
org/10.1016/j.neuroimage.2016.02.045 (2016).

Author Contributions
S.A. conceptualized the research. T.T.K.M. and S.A. designed the experiment, conducted the formal analysis and 
wrote the original draft. All authors reviewed and edited the final manuscript.

Additional Information
Competing Interests: The authors declare no competing interests.
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2019

https://doi.org/10.1038/s41598-019-48870-2
https://doi.org/10.1371/journal.pcbi.1000609
https://doi.org/10.1016/j.neuron.2010.04.020
https://doi.org/10.1016/j.jneumeth.2013.08.006
https://doi.org/10.3758/BF03203267
https://doi.org/10.1109/TIT.1968.1054157
https://doi.org/10.1109/TIT.1968.1054157
https://doi.org/10.1016/j.neuroimage.2012.09.023
https://doi.org/10.1016/S0165-0270(01)00372-7
https://doi.org/10.3389/fnins.2017.00487
https://doi.org/10.3389/fnhum.2010.00191
https://doi.org/10.1371/journal.pone.0128667
https://doi.org/10.1016/j.cub.2012.10.020
https://doi.org/10.1093/cercor/bhs069
https://doi.org/10.1016/j.clinph.2006.11.009
https://doi.org/10.1016/j.clinph.2006.11.009
https://doi.org/10.1016/j.neuroimage.2014.05.068
https://doi.org/10.1016/j.neuroimage.2014.05.068
https://doi.org/10.1016/j.neuroimage.2016.07.057
https://doi.org/10.1016/j.neuroimage.2016.02.045
https://doi.org/10.1016/j.neuroimage.2016.02.045
http://creativecommons.org/licenses/by/4.0/

	Time-Frequency Based Phase-Amplitude Coupling Measure For Neuronal Oscillations

	Materials and Methods

	Experimental data. 
	Synthesized dataset 1. 
	Synthesized dataset 2. 
	EEG data. 

	Time-frequency phase amplitude coupling using MVL (tf-MVL). 
	Significance testing. 

	Results

	Comparison of tf-MVL comodulogram with conventional Hilbert-MVL and Wavelet-MVL comodulogram. 
	Comparison of phase amplitude coupling indices (tf-MVL, tf-PLV and tf-MI). 
	Comparison of accuracy of tf-MVL with Hilbert-MVL. 
	Comparison of the robustness of tf-MVL with Hilbert-MVL. 
	tf-MVL for EEG data. 

	Discussion

	Figure 1 Representation of the synthesized data generated for the analysis (a) Simulated signal generated through the method described in Synthesized Dataset 1 subsection (b) Simulated signal generated through the method described in Synthesized Dataset 2
	Figure 2 Illustration of the computation of phase-amplitude coupling on synthesized data.
	Figure 3 Comparison of proposed tf-MVL method with conventional PAC measures through comodulograms and Shannon entropy measure: (a) Hilbert transform based PAC (Hilbert-MVL) measure (b) Generalized Morse Transform based PAC (Wavelet-MVL) measure and (c) P
	Figure 4 Performance comparison of the Phase Amplitude Coupling Measures tf-MVL, tf-PLV and tf-MI as a function of varying coupling strength.
	Figure 5 Performance comparison of tf-MVL measure with Hilbert Transform method for synthesized dataset 1 (a) Relative error for various SNR levels (b) Relative error for various coupling strengths (c) Relative error for different data lengths (d) Relativ
	Figure 6 The robustness comparison of proposed tf-MVL measure with Hilbert-MVL method for synthesized dataset 2.
	Figure 7 Topo plots of tf-MVL values for (a) ERN and (b) CRN response types.
	Figure 8 p-value topo-plots for ERN and CRN after error and correct response types respectively.
	Figure 9 Comodulograms show the PAC between low and high frequency bands for (a) CRN and (b) ERN of EEG data for FCz channel.




