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Extensibility in complex compiler systems goes well beyond modularity of
design and it needs to be considered from the early stages of the design,
especially the design of the Intermediate Representation. One of the primary
barriers to compiler pass extensibility and modularity is interference between
passes caused by transformations that invalidate existing analysis information.
In this paper, we also present a callback system which is provided to auto-
matically track changes to the compiler’s internal representation (IR) allowing
full pass reordering and an easy-to-use interface for developing lazy update
incremental analysis passes. We present a new algorithm for incremental in-
terprocedural data flow analysis and demonstrate the benefits of our design
framework and our prototype compiler system. It is shown that compilation
time for multiple data flow analysis algorithms can be cut in half by incre-
mentally updating data flow analysis.
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1. INTRODUCTION

Compiler design concerns both the effectiveness of the analysis and code
optimization methods as well as the efficiency of the compilation process
itself. The latter has been the subject of research (along with compiler
optimization algorithms) primarily with respect to the complexity of indi-
vidual analysis or optimization algorithms. However, a global approach to
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compiler efficiency that considers the entire ensemble of analysis and opti-
mization passes is a considerably more complex subject that has attracted
much less attention by the research community.

The complexity of compiler systems, especially those that include pro-
gram restructuring and code optimization for microarchitectures that sup-
port instruction level parallelism (ILP), is such that their development
time and, correspondingly, their life-cycle far outlast the life-cycle of pro-
cessors and computer systems. Typical production compilers represent, at
a minimum, tens of man-years of development effort. It is typical to
expect a plethora of enhancements to a commercial compiler, including
new optimizations, revisions of existing modules, extensions to the internal
representation (IR), interfacing with DLLs and multithreading libraries,
extensions that are necessary to facilitate porting to various architectures,
etc. Leveraging powerful restructuring (and optimizing) compilers across
processor and system generations is the norm and the large life-cycle
of a compiler almost guarantees that the original developers are never
those performing the majority of modifications, extensions and mainte-
nance. Arguably the most commonly used and extended compiler is gcc,
which has been modified and ported to a variety of systems since 1987
(or presently 16 years).(1) The result of the various modifications and
re-adaptations of a typical compiler over the years is, more often than not,
patchwork code that reuses old modules in new contexts and adapts old
compilers to work with new language idioms and machine architectures.

In this paper, we present a compiler design framework that facilitates
three main goals: (1) extensibility, (2) compilation efficiency, and (3) code
optimization. We present our design approach and show that designing
for extensibility also improves code optimization and dramatically reduces
compilation time.

Our extensible compiler prototype is PROMIS(2) which is a multilin-
gual parallelizing compilation system targeting a host of RISC and CISC
architectures, including MIPS and x86 ISAs. One of the goals of the
PROMIS project is to develop a compiler framework that allows compiler
researchers to develop new analyses and transformations for new architec-
tures without deep knowledge of the underlying IR, data flow and com-
mon optimization passes. A library of common passes is provided that
the compiler developer can deploy in any order without any chance of
interference from new passes.4 In this paper, we present an overview of
our design methodology, describe the implementation of specific analy-
ses and optimization passes that take advantage of the extensibility fea-
tures, and discuss experiments that clearly demonstrate the advantages of

4The PROMIS source code can be downloaded at http://promis.csrd.uiuc.edu/.
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the proposed design framework. Eventhough many of the advantages and
benefits are of a qualitative nature, our experiments provide strong quan-
titative evidence about the benefits of our framework with respect to dra-
matic reduction in compilation time.

In Section 2, we will present background on incremental analysis and
the PROMIS IR. Next, in Section 3, we present the architecture of the
callback mechanism and the API for simplifying incremental algorithm
design. In Section 4, we describe our implementation of a self-maintain-
ing data flow analysis. In Section 5, we present quantitative evaluations of
the benefits of this technique in terms of compile time improvement and
ease of implementation. Finally, we present related work, future work, and
conclusions.

2. BACKGROUND AND OVERVIEW

Throughout the paper we use the terms pass, transformations, opti-
mization, and module interchangeably to indicate an implementation of
an analysis or optimization pass. In the case of our prototype compiler,
PROMIS, a pass can be any module that involves a total or partial walk
through the IR and results in either transforming the IR or gathering data
or control flow (CF) information about the target program.

We consider passes to be of one of two categories: analysis passes
or transformation/optimization passes. Many traditional compiler mod-
ules can be broken into an analysis pass and a transformation pass. For
instance, the common subexpression elimination (CSE) pass first calculates
which subexpressions are available at each point in the program. That part
of the original pass is called the available expression analysis pass. Next,
the CSE transformation pass uses the available expression analysis infor-
mation to replace the common subexpressions with copies.

Frequently, analysis information is used multiple times throughout a
complete compilation. For instance, CSE creates new copies that can be
copy propagated, which in turn creates more opportunities for CSE. How-
ever, any transformation pass that runs in-between the initial calculation
of the analysis information and a reuse of that analysis information, can
potentially modify the program, thereby invalidating the analysis. If this
occurs, it would be necessary to recalculate the analysis information or
modify the transformation to maintain the analysis information. Since it
would be impossible for the designers of the libraries in PROMIS to pre-
dict all possible orderings and new passes that could be added to the sys-
tem, it would be necessary for the user’s configuration of PROMIS to
either recalculate needed analysis every time a transformation pass occurs
or modify the library code to maintain the information. The former is
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inefficient and the latter requires the compiler writer to modify unfamiliar
code.

The Extensible Compiler Interface (ECI) feature of PROMIS attempts
to address these problems. It provides an API that allows passes to track
the changes in the IR transparently and independently from the transfor-
mation passes using a callback mechanism. Analysis passes can update the
state of their analysis information using the changes recorded by the call
backs and incremental algorithms. Incremental algorithms are algorithms
where the state can be updated to reflect changes in the input. Order of
magnitude improvements in compile time have been observed(3) through
incremental compilation. In this paper, we present a novel organization for
a compiler that significantly improves the modularity and extensibility of a
compiler. In addition, the ECI framework provides novel support to ease
the job of designing incremental algorithms, which have been notoriously
difficult to implement and maintain.

2.1. PROMIS IR

The basics of the PROMIS IR are presented here to the extent nec-
essary to understand the algorithms below. The PROMIS IR is based on
a modified Hierarchical Task Graph (HTG).(2) The details of the IR can
be found at the PROMIS web site.(4) The HTG has two kinds of nodes,
Statement nodes and Compound nodes. Statement nodes are the simple
statements that make up the program like Call statements, Assignment
statements, Pointer statements and Branch statements. Compound nodes
are nodes that contain other nodes. For instance, Loop nodes contain
subnodes that represent the body of that loop. Each Loop node has an
implicit back edge that connects the end of the body with its beginning.
Hierarchical basic blocks are similar to basic blocks in that they contain
consecutive nodes without branches. However, the consecutive nodes can
be compound nodes that contain branches within them. Figure 1 depicts
an HTG. The outermost rectangle is the function block, which is the
“root” of the HTG. Ovals represent the loop nodes.

The HTG’s nodes are connected by two kinds of arcs: control flow
(CF) arcs and data dependence (DD) arcs. The CF arcs are always present
and the DD arcs can be constructed if desired. The HTG nodes and the
two types of arcs form the Core IR. All transformation passes are required
to maintain the Core IR structures.

In order to improve the extensibility of the PROMIS compiler, sev-
eral mechanisms are provided for adding new instructions, types, expres-
sions and analysis information. For this paper, we will focus on how to
add new analysis information to the IR. New analysis information called
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Fig. 1. Hierarchical task graph example.

External Data Structures (EDSs) can be attached to any data structure
in the IR. For example, data flow information can be attached to each
statement node. An EDS attached to a variable can describe whether that
variable is privatizable. They are equivalent to annotations in the SUIF
compiler.(5)

3. ARCHITECTURE

There are two layers to the ECI architecture in PROMIS. The lowest
level consists of the callbacks that are invoked on each modification to the
IR. This level provides maximum flexibility to developers of new passes. In
addition, there is an API built on top of the raw callback level that pro-
vides commonly needed functionality for incremental analysis described in
Sections 3.2 and 3.3. It improves ease-of-use at the cost of some generality.

3.1. Callbacks

Callback functions can be registered for a number of different events
in the IR. When an event occurs, all callbacks registered for that event
are invoked with all relevant parameters. For instance, when a new CF
arc is added, the “add Control Flow Arc” callbacks are invoked with the
new CF arc as a parameter. Since all modifications to the IR go through
a protected API, all transformations to the IR will transparently trigger
the appropriate callbacks.
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The minimum set of callbacks necessary to track changes to a pro-
gram in the PROMIS IR is node addition and removal, and CF arc addi-
tion and removal. The node addition and removal callbacks track not only
when new nodes are added or existing nodes are removed, but also when
existing nodes are modified. For instance, if a statement node contains the
expression x = 3 + 3 and it is transformed into x = 6 by constant fold-
ing, this modification triggers one node removal and one node addition
callback. Correctness is assured because any change to an existing node
is equivalent to the removal of that node and the addition of a new node
with the new expression.

However, tracking node addition and deletion is not sufficient to
track all meaningful changes to a program. In order to track so-called
structural changes, the control flow arcs must also be tracked. A struc-
tural change is any change to the IR that can potentially change basic
block boundaries or the program ordering of those basic blocks. Remov-
ing a branch with a constant branch condition would be one example of
a transformation that structurally modifies a program, as would function
inlining. The addition or removal of call statements is another example
(although these do not require CF arc tracking to detect).

The callbacks presented so far are sufficient to track any change in
the program, but a larger set of callbacks is provided to make incremen-
tal analysis more convenient and efficient. For instance, any new variables
added to the IR can be detected by examining new nodes and modifi-
cations of nodes, but we also provide a callback for variable creation to
make those events easier to track.

3.2. Event Queues

The callbacks are sufficient to maintain any type of analysis since
they can track any change to the IR, but there is a lot of overlap in
needed functionality for good incremental algorithms. For instance, it is
always best to postpone updating the analysis information until that infor-
mation is actually queried. This lazy update scheme ensures that valu-
able compilation time is not wasted updating analysis that will never be
used. In this subsection, we present the various APIs that are provided
to the compiler developer for managing the changes to the IR. Each of
these interfaces is implemented as a set of pre-written callbacks that can
be registered for a new analysis pass. When the developer instantiates one
of these structures, the callbacks are automatically registered, presenting a
simple interface to access change information.

The simplest interface is a dirty flag. The dirty flag is set if any
of a list of provided modification types occur (i.e., CF arcs, nodes, or
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combinations). This interface is useful if the developer of the new pass is
interested in whether or not the IR has been modified, but is not inter-
ested in how it was modified. A first step for a new analysis might be to
simply use the dirty flag to determine if the IR has changed since the ini-
tial calculation and then recalculate if necessary.

However, if a compiler developer wants to develop an incremen-
tal analysis pass, one available interface is the Event Queue. An Event
Queue is simply a list of recorded modifications to the IR in the order
in which they occurred. An event in our system is a triple of the form
{type,action,id}. type identifies what type of IR structure has been mod-
ified (i.e., CF arc, node, etc). action is either an add or a remove. id is a
unique identifier that indicates which instance of the type was modified.
The event data structure in PROMIS also stores a pointer to the actual
instance referred to by the id, although they must be treated with care (as
shown below). Events of the arc type also store a pointer to the sink and
source of the arc.

Event Queues provide a number of extra features. First, event prun-
ing is available to remove redundant and intermediate events. For exam-
ple, if a node is created by one transformation and then eliminated by
another between initial calculation and update, that node’s events can be
safely ignored. The pruning functions will remove these events from the
queue. Pruning solves the memory de-allocation problem as well. If a node
has been removed permanently, it is likely that its memory has also been
de-allocated and is, therefore, invalid. If the last event in a queue for a
given ID was a remove event, all events with that ID are marked to signal
that the instance is no longer available (and the pointer to it is invalid).
The pruning function also labels all source and sink nodes of an arc as
removed if the chronologically last event modifying those nodes was a
remove. One example of the use of these labels is that a CF arc whose sink
node was eventually deleted can be ignored in forward data flow problems
because data cannot flow to a node that no longer exists.

3.3. Hierarchical Event Queues

Hierarchical Event Queues (HEQs) are an enhancement to event
queues that also store the location in the IR where the modifications have
occurred. In HEQs, the event queue is distributed throughout the hierar-
chical structure of the IR. Each compound node in the IR (i.e., loops,
blocks) begins with an empty sub-queue. When an event occurs, the event
is placed in the sub-queue of the parent compound node where the event
occurred. The sub-queue is stored as an EDS attached to the compound
node. For instance, if a node is removed, the event for that removal is
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Fig. 2. Hierarchical event queue example.

stored in the sub-queue of the original parent node of the removed node.
For events of arc type, a copy of the event is placed in the parent of
the arc’s sink and source node. When a compound node is deleted, all
the events in that compound node are promoted to the parent node’s sub-
queue, so that no location information is lost.

An example of an HEQ can be seen in Fig. 2 Several new nodes
(shaded and numbered) have been added to the IR since the HEQ began
tracking. An event corresponding to each addition is stored in the parent
node of each new node, which is the rectangle immediately surrounding it.
When the HEQ is accessed a tree is constructed from the compound nodes
with non-empty sub-queues up to the root node (the outermost function
block). Each compound node can be queried for changes within it. For
instance, if queried, the loop node labelled “Node A” will return the four
events contained within it. This is useful for demand driven updates since
many parallelization analyses are only interested in modifications within
loops.

4. APPLICATION: DATA FLOW ANALYSIS

In this section, we give an overview of the data flow algorithms that
were developed to showcase the power of the ECI system for extensibility.
Several data flow analyses have been implemented in our data flow frame-
work including available constants and copies, and available expressions.
Both intraprocedural and interprocedural calculations were implemented.
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4.1. Initial Calculation

We chose a structural elimination based approach to data flow cal-
culation for our implementation to take advantage of the loop proper-
ties of the HTG. HTG construction restructures highly irregular loops
as described in Ref. 6. Our approach is an extension of the structured
approach to data flow presented in Ref. 7. First, gen and kill sets are cal-
culated. The gen set enumerates the expressions, constants or copies which
are generated (defined) by a statement or block. The kill set describes
which of these are killed (re-written) by the statement or within the block.
The gen and kill sets are calculated from the bottom statement levels of
the HTG up to the root of the HTG. The in and out sets, on the other
hand, are calculated from the root of the HTG down to the statement
level.

Figures 3 and 4 give the equations for available copies which are
straightforward applications of the standard data flow equations. One
technique for applying our technique in a more traditional IR based on
a pure CFG would be to extend the handling of loops in the call graph
presented below to irregular loops.

To extend our implementation to work interprocedurally, we first sort
the call graph into strongly connected components (SCCs). Then, the
SCCs are topologically sorted. The calculation is again split into two
phases: a bottom-up gen–kill calculation and a top-down in–out calcula-
tion. The first phase proceeds in reverse topological order of SCCs from
the functions with no call statements up to the main function. This order-
ing assures that the gen and kill set of all called functions (out of the
SCC) will already be evaluated.
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Fig. 4. Data flow equations (II).

The calculation of gen and kill for each function is similar to the
intra-procedural calculation except for call statements. When a call state-
ment is evaluated, the gen and kill sets are equal to the gen and kill sets
of the topmost node after they are masked to eliminate all the bits that
represent expression/copies that cannot be propagated between procedures.
For instance, copies of local variables cannot be propagated. We call the
masked versions of the topmost (root) node’s gen and kill sets the “func-
tion gen and kill sets.”

An SCC in the call graph with more than one function signifies recur-
sion. We use an iterative approach to determine the solution for each func-
tion in the SCC in these cases. An initial solution to the gen and kill sets is
determined by evaluating the functions intra-procedurally once with empty
gen and kill sets for the call statements to functions within the same SCC.
In a recursion cycle, it can be assumed that each function is called, so
the final estimate of the kill set for the intra-SCC call statements is the
union of the kill sets from the initial calculations. The gen and kill sets are
updated with the new estimates and the functions are re-evaluated until
the estimates are stable.

After all gen and kill sets are calculated, the in and out sets are
calculated in the forward topological order of SCCs (from the main func-
tion down to the functions with no call statements). The input to the main
function is empty, but the input set to all other functions is the intersec-
tion of the in sets to the call statements to that function. The intersec-
tion of those in sets is then masked to eliminate non-IP propagatable bits.
Like the gen and kill calculations, for SCCs with multiple functions (recur-
sion), the calculation starts with a conservative estimate and is iterated to
improve that estimate. In this case, the initial estimate is an empty in set.
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4.2. Update Phase

Pseudocode for the update algorithm is presented in Figs. 5 and 6,
but an overview is presented here. Our incremental update algorithm uses
a HEQ for lazy updates. The HEQ is set to track control flow arcs and
nodes. When the analysis information is accessed, the HEQ is pruned
and each remaining event is processed. This implementation propagates all
changes in a single batch for signi ficant performance gains over evaluat-
ing each change individually. For instance, two changes in a single basic
block will likely propagate their effect to many of the same nodes. If the
effects of two changes propagate together, each affected node will only be
re-evaluated once. The algorithm has three phases. In the first phase, the
nodes that have been potentially modified are determined from the HEQ.
In the second phase, the effects of these changes on the gen and kill sets
and finally, the in and out sets are updated.

A node stack is used to hold all modified nodes. It has a stack for
each level of the HTG up to the maximum depth of the HTG. When a
node is pushed on the node stack it is put at the level equivalent to its
depth in the HTG. Node stacks are useful because the top-down and bot-
tom-up nature of the computation means that all nodes must be processed
level by level.

There are two node stacks for each function, a gen–kill stack and an
in stack. The gen–kill stack contains all nodes that need to have their gen
and kill sets re-evaluated. The in stack contains the nodes whose inputs
have changed. Events in the HEQ are processed as follows.

Node Add events add to the gen–kill stack. If node is a new copy or
expression, add all the nodes that can kill that node to the gen–kill stack.

Node Remove events no action; handled by CF arc.
CF Arc Attach events add the sink node to the gen–kill stack.
CF Arc Remove events the sink node and the sink node’s parent

must be re-evaluated; add the sink node where the event is stored in the
HEQ to the gen–kill stack. If the sink was not removed, add it to the in
stack.

The second phase begins by starting at the deepest level of the
gen–kill stack and re-evaluating the gen and kill set for each node at that
level. If and only if the new gen and kill have changed, the parent com-
pound node is pushed on the node stack at the next higher stack level and
the node is pushed on the in stack. This process continues upwards until
the node stack is empty or the root node is reached.

The events in the in stack are processed from the top level down.
Each node is re-evaluated and the input changes propagate forward at that
level. If and only if a node is a compound node and its in set changes, the
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Fig. 5. Update interprocedural algorithm.



A Framework for Incremental Extensible Compiler Construction 301

Fig. 6. Update interprocedural algorithm (cont.).

in set of the child node is set to the new in set of its parent and the node
is pushed onto the next lower level of the in set.

In the interprocedural case, the SCC ordering is used to determine
ordering in which functions are re-evaluated. A change to a function root
node’s gen or kill set is reflected by pushing all call statements to that
function on the gen–kill stack that corresponds to the call statement’s
function. Changes to the in set of a call statement result in the function’s
root node being pushed on to the in stack. Reiteration of the functions
within the SCC is performed in the case of recursion until a stable solu-
tion is determined.
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5. RESULTS

Three key objectives of our design approach are to allow passes to be
reordered, to allow new passes to be added without invalidating existing
analyses, and to facilitate the development of incremental analyses. In this
section, the compile time improvement of incremental algorithms and ease
of implementation of incremental analyses are quantitatively evaluated.

5.1. Compile Time

We apply common transformations to several known benchmark
codes in order to quantify the compilation time benefits of our approach.
Previous quantitative evaluations of incremental algorithms have been
based on random call graphs and random modifications.(3) While those
results are interesting, we believe it is more important to determine the
actual reduction in compilation time in realistic situations for standard
benchmarks. The SPEC95 benchmarks were used for our experiments.

The PROMIS compiler was built using Microsoft Visual Studio ver-
sion 6. It was executed in a Windows XP environment on a dual proces-
sor system with 2.66 GHz Xeon processors with hyperthreading enabled.
The test system has 1.5 GB of RAM. A high resolution timer library
was implemented that uses the processor hardware counters. The PROMIS
pass console automatically uses these timers to determine the amount of
compile time passed between the start and completion of each compiler
pass.

The compile time overhead of executing the callbacks to push events
on to the queue was measured by comparing the runtime of the trans-
formation for CSE with and without the callbacks turned on. Callbacks
were turned off using a dynamic flag. The overhead never exceeded 2%
and was usually too small to be measurable. This was the expected result,
since HEQ callback functions were designed to be O(1) for node attach
and detach operations.

Figures 7 and 8 depict the speedup of incremental update versus.
recalculation for intraprocedural available copy analysis. The initial calcu-
lation of intraprocedural available copy analysis is performed. Next, the
copy propagation transformation is invoked, changing a certain number
of nodes. The number of nodes changed is equivalent to the number of
copies propagated because each propagation changes a single node. Then,
the available copy information is incrementally updated or cleaned and
re-evaluated. Speedup is calculated as the time to recalculate divided by
the time to update incrementally. The time to recalculate is the timer read-
ing for a second calculation of the available copies initial calculation after
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Fig. 8. Intraprocedural speedup — available copies.

the original data has been cleaned from the IR. The cleaning time was not
included in the speedup. The time to update is defined as the timer reading
for the data flow update pass, which processes the HEQ and then updates
the gen, kill, in, and out sets.
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The x axis depicts the number of changes, which is equivalent to
the number of nodes changed by the copy propagation pass. The y axis
is speedup as defined above. Each line in the graph represents a differ-
ent input benchmark from SPEC95. The data is broken up between large
benchmarks and smaller benchmarks so that the trend for small bench-
mark could be seen more clearly. A log–log graph was used because the
speedup for a small number of changes is orders of magnitude larger than
the speedup for larger numbers of changes.

As can be seen, it is always faster to incrementally update the avail-
able copy information after copy propagation rather than recalculate. It
is an order of magnitude faster to update for small numbers of changes.
Note that each benchmark’s data ends when there are no further copies
to propagate. It is also important to note that the code generated for the
incremental version and recalculation code were compared to confirm the
precision of our approach. The emitted code was identical for each bench-
mark as verified by the different application, which compares each line of
the two versions and reports whether or not they are identical.

Figures 9 and 10 depicts the same speedup comparison for interproce-
dural analysis. Changes in the interprocedural analysis can propagate fur-
ther than the intraprocedural case because, for example, a new copy that
is generated in the main function can be available in each function called
from main. Therefore, the speedup curves drop off faster than in intrapro-
cedural analysis. However, even in the interprocedural case, thousands of
changes can be tolerated.

The speedup graphs for intraprocedural and interprocedural incre-
mental available expression analysis are presented in Figs. 11–14. The
shapes of the curves are largely similar to the available copies analysis with
up to a thousand changes being quicker to incrementally update instead of
recalculating. One interesting data point in Fig. 14 is the crossover point
where recalculation becomes faster than update. This point is reached in
two large benchmarks, li and m88ksim. It is, therefore, determined that
for large benchmarks in the sample used here, the maximum number of
changes that should be updated instead of recalculated is approximately
1000 changes.

An optimization driver pass was written to repeatedly execute the
constant folding (CF), constant/copy propagation (CP), and CSE passes.
In the first half of this pass, CF and CP are run repeatedly until no fur-
ther changes are possible. In the second half, CSE and CP are run repeat-
edly until no further changes occur. The driver has two modes: recalculate
and update. In recalculation mode, the data flow information is cleaned
and recalculated after each pass that made changes to the IR. In update
mode, the data flow analysis is incrementally updated. Speedup results are
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Fig. 9. Interprocedural speedup — available copies.
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Fig. 10. Interprocedural speedup — available copies.

presented in Table I. Note that ipupdate and iprecalc represent the anal-
ysis time using interprocedural analysis. On average, incremental analysis
was about twice as fast as recalculation.
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Incremental vs Recalculation - Available Expressions (small) 
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Fig. 11. Intraprocedural speedup — available expressions.
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Fig. 12. Intraprocedural speedup — available expressions.

A graphical comparison of the compile time for the two modes in
intra procedural and inter procedural data flow drivers can be found in
Figs. 15–17. In these graphs, the x axis is now the benchmark. Each
benchmark has four bars representing the total analysis computation time
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Incremental vs Recalculation - Available Expressions (small) 
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Fig. 13. Interprocedural speedup — available expressions.

Incremental vs Recalculation - Available Expressions (large) 
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Fig. 14. Interprocedural speedup — available expressions.

for recalculation mode and update mode for both the standard intraproce-
dural mode and the interprocedural mode. The pass timing data for each
benchmark was generated by the timers, and the sum of execution time
spent in passes related to analysis (either calculation, update, or cleaning
of the data flow analyses during the driver) was calculated. The y axis is
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Table I. Total Analysis Speedup for Optimizations

Units Secs Secs Secs Secs
Benchmarks Update Recalc Speedup Ipupdate Iprecalc Ipspeedup

Tomcatv 0.892078 1.743996 1.95 0.99307 1.951276 1.96
Compress 0.290018 0.833402 2.87 0.600084 1.525409 2.54
Swim 1.654695 3.419882 2.07 2.316679 4.510543 1.95
Mgrid 2.155619 4.795379 2.22 5.171289 8.680112 1.68
Hydro2d 8.226787 17.65996 2.15 20.68031 35.97532 1.74
Su2cor 17.21337 50.09315 2.91 39.11354 88.97242 2.27
Applu 46.1024 136.0613 2.95 72.85377 184.3312 2.53
Fpppp 63.79205 127.8026 2.00 91.73171 179.6379 1.96
Apsi 53.8326 217.615 4.04 315.098 798.2923 2.53
Wave5 58.81569 162.2093 2.76 375.071 679.635 1.81
M88ksim 17.66136 110.161 6.24 375.867 931.7761 2.48
Li 3.29864 26.65209 8.08 116.3783 263.7807 2.27

Average 3.35 2.14
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Fig. 15. Incremental versus recalculation — data flow driver (small).

the number of seconds spent on this analysis. It can be seen clearly in the
graph that the length of the bars associated with recalculation mode are
much longer than the corresponding update bar.
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Incremental vs Recalculation - Data Flow  Driver (medium) 
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Fig. 16. Incremental versus recalculation — data flow driver (medium).

Incremental vs Recalculation - Data Flow Driver (large) 

0

100

200

300

400

500

600

700

800

900

1000

apsi wave5 m88ksim li

benchmark

se
co

n
d

s recalc
update
iprecalc
ipupdate

Fig. 17. Incremental versus recalculation — data flow driver (large).
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5.1.1. Effectiveness of Event Pruning

Tables II and III present the number of events pruned during the
execution of the data flow driver pass. The charts also list the number
of constants folded, constants propagated, copies propagated, common
subexpressions eliminated and finally the number of passes (CF, CP, CSE)
that were executed by the driver. First, it should be pointed out that the
number of events pruned is actually smaller in some cases for the inter-
procedural calculation. This reduction in the number of events pruned
is caused by the call graph pruning done by the interprocedural solver.
The call graph pruning function removes any function in the source code
that is not reachable via any call arc from the main function. Therefore,
the number of functions that are optimized is frequently smaller for the
interprocedural analysis when compared to the intraprocedural analysis.
The statistics concerning the number of changes made are presented for
two reasons. First, they provide outside researchers with data to gauge the
strength of the PROMIS optimizer compared to their own optimizers. Sec-
ond, the statistics demonstrate a general trend that the number of events
pruned increases as the number of changes increase.

Pruned events occur in the data flow driver in several situations. The
first cause of pruned events occurs in the first half of the data flow driver
when the CP and the CF transformations are being alternated. For the fol-
lowing block of code, the available copies are calculated, and it is deter-
mined that A = 4 at the beginning of statement 2

Table II. Event Pruning and Optimization Statistics (Intraprocedural)

Constants Constants Copies CSEs
Bench Folded Propagated Propagated Pruned # Events # Passes

Tomcatv 2 43 66 16 0 9
Compress 102 86 164 8 66 13
Swim 38 67 138 29 0 9
Mgrid 57 452 278 264 218 11
Turb3d 270 303 848 142 100 15
Su2cor 447 667 1009 260 160 11
Hydro2d 123 298 759 42 68 9
Applu 542 410 1671 144 178 11
Fppp 293 227 440 53 18 9
Apsi 449 2665 1675 1072 678 15
Wave5 417 2744 1552 1084 406 11
M88ksim 938 3237 1870 1302 1672 23

Li 90 1438 609 384 704 25
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Table III. Event Pruning and Optimization Statistics (Interprocedural)

Constants Constants Copies CSEs
Bench Folded Propagated Propagated Pruned # Events # Passes

Tomcatv 2 43 66 16 0 9
Compress 102 85 150 7 66 13
Swim 38 69 138 29 0 9
Mgrid 55 453 270 214 264 11
Turb3d 275 326 862 140 110 15
Su2cor 445 517 973 169 96 11
Hydro2d 123 293 756 42 68 9
Applu 548 410 1788 144 190 11
Fpppp 294 240 447 53 20 9
Apsi 445 2343 1607 915 592 15
Wave5 416 2832 1449 1053 448 13
M88ksim 931 3102 1803 1254 1604 23
Li 91 1428 611 378 698 25

1: A = 4;
2: X = 3 + A;

CP modifies statement 2. As discussed earlier, a modification is rep-
resented as a detach event on node 2 followed by an attach event on the
same node
1: A = 4;
2: X = 3 + 4;

Next, CF executes and again modifies node 2, creating 2 more nodes.
1: A = 4;
2: X = 7;

Since changes have occurred, the CP pass must be executed again,
and therefore available copy information must be updated and the event
pruning algorithm will prune the two extra events on node 2.

Another case where events will be pruned is when a node is copy
propagated, creating a new common subexpression which is then elimi-
nated. In the following sequence of code, note that statement 3 is modified
twice. The extra modification events will be pruned.
1: X = A + B;
2: Y = B;
3: Z = A + Y;

1: X = A + B;
2: Y = B;
3: Z = A + B;
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1: t1 = A + B;
4: X = t1;
2: Y = B;
3: Z = t1;

5.2. Ease of Implementation

One of the main reported disadvantages of incremental compilation
algorithms (according to other studies) is the complexity of implementa-
tion and maintenance.(8) We argue that our callback system addresses the
maintenance issue by making the incremental passes completely indepen-
dent of transformation passes. In this section, we address the issue of ease
of implementation. This is a notoriously difficult factor to evaluate quan-
titatively, and our approach relies on references to lines of C++ code. The
source files for general data flow, available copies, and available expres-
sions were divided into incremental and non-incremental parts. Approxi-
mately 2500 lines of code were related to incremental update out of a total
of approximately 8000 lines of code. Therefore, about 31% of the code
is related to incremental updates. The amount of time invested in devel-
oping an incremental update algorithm for the analysis passes was about
50–75% of the amount of time it took to develop the initial calcula-
tion pass thanks, in large part, to the extensive reuse of code between
initial calculation and update and the functionality provided by the HEQ.
Almost all of the code that was developed for the initial calculation was
reused for the update algorithm.

6. RELATED WORK

A comprehensive catalog of previous research in general incremental
analysis can be found in Ref. 9 By far the most wellresearched incremen-
tal compiler framework is abstract grammars. Attribute grammars became
very popular for incremental algorithms because of Reps’ optimal algo-
rithm for incremental attribute evaluation.(10) Our work is more flexible
than incremental attribute evaluation because analyses need not be based
on the attribute grammar formalism. This generality is necessary because
it is impossible to predict whether future analyses in PROMIS will be
implementable in the many types of attribute grammars. The incremental
evaluator algorithms implemented using the HEQs can be specialized for
each analysis. In addition, a circular attribute grammar would be neces-
sary to handle the interprocedural data flow analysis.(11)

Carle and Pollock(12) developed an incremental source to source paral-
lelizer framework. Like the PROMIS ECI system presented here, a compiler
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is broken into phases (passes) that communicate only through data attached
to the IR. Their approach is also based on an attribute grammar system.

SUIF(5,13) is one of the most commonly used extensible compilers in
the research community. It is designed to provide a library of passes that
can be used by the compiler designer. SUIF annotations are similar to the
PROMIS EDS because they can both be attached to structures in the IR
to give more information about them. However, SUIF lacks a system for
maintaining these annotations and they can be invalidated by transforma-
tion passes that do not understand them. We believe our system is consid-
erably more flexible than SUIF in terms of pass order flexibility and ease
of design of incremental analysis passes.

The Montana compiler(14) also has “observers” which is related to
our callback idea in that both of them dispatch events to registered
observers. However, the paper on the Montana extension mechanisms
makes no claims about using the callbacks to perform incremental com-
pilation. Also, the granularity of the Montana callbacks appears much
coarser grained than the PROMIS API.

An early framework for incremental data flow analysis information was
presented by Tan and Lemone.(15) Like PROMIS, all transformations are
required to go through a specially defined interface for moving nodes so that
the changes can be tracked. Pollock and Soffa(16) built a compiler re-opti-
mization framework that uses incremental data flow algorithms to trigger
when certain optimizations are safe after small edits to the source program.

Ryder et al. have produced a series of incremental data flow analy-
ses(17–22) exploring elimination algorithm, iterative algorithms and hybrid
elimination—iterative algorithms. Sreedhar et al.(23) presented an incremen-
tal data flow algorithm to fit the specifics of their “DJ” graph, much like
the algorithm in this paper is optimized for the HTG. Any of these algo-
rithms could be implemented in the ECI framework, but a custom algo-
rithm was developed to take advantage of the loop structures in the HTG.

Lerner et al.(24) proposed a way of combining separate data flow algo-
rithms into a single driver while maintaining modularity. Each component
analysis is extended to allow them to return “replacement graphs” that
reflect the improvements made by one module in addition to the out set
for the node. This technique improves the quality and runtime of data flow
analysis, but appears to be restricted to working only with other data flow
analyses, and therefore not suited to our more general purposes.

7. FUTURE WORK

We are developing several other analyses in the ECI framework to
prove it is sufficiently general, robust and easy to use. Analysis modules
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that drive automatic parallelization are being developed in order to dem-
onstrate that the ECI system is equally effective at high end analyses as it
is at low level analyses like data flow. Specifically, we will be developing an
incremental version of array privatization. We are also developing demand
driven versions that calculate partial updates of the analysis information at
certain regions of the program.

8. CONCLUSION

In this paper, we presented an extensible compiler design framework
which facilitates an easy unification of extensive analysis, restructuring and
code generation and optimization, resulting in substantial reduction of
compilation time as well as in fully modular design and development. We
demonstrated the viability of our approach by outlining our implementa-
tion of the PROMIS research prototype which was designed explicitly for
extensibility. The callback system allows passes to be reordered without
concern for invalidating the analysis information. We believe that the call-
back/event queue design could easily be transferred to improve the exten-
sibility of other compiler infrastructures.

Our design also addresses the difficulties commonly associated with
designing incremental algorithms by providing a simple interface for track-
ing changes. Our tracking system also postpones any incremental main-
tenance until the information is next accessed in a lazy fashion so that
valuable compile time will not be wasted updating analysis informa-
tion that will not be reused. In addition to the improved modularity
of passes and compiler extensibility, the incremental passes implemented
in our system also provide considerable compile-time speedups. A new
incremental data flow algorithm has been implemented in the incre-
mental framework that is capable of combining the effect of several
changes into a single update pass. Order of magnitude changes have
been demonstrated for small changes to the IR for data flow analysis.
Finally, this research work demonstrated a 100% improvement in com-
pilation time for updating data flow across repeated execution of the
CSE, CF, and constant/CP transformation passes on well-known bench-
marks instead of random graphs and random modifications like previous
works.(3)
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