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Abstract. With the growing popularity of the Internet, there is an increasing demand to deliver continuous media
(CM) streams over the Internet. However, packets may be damaged or lost during transmission over the current
Internet. In particular, periodic network overloads often result in bursty packet losses, degrading the perceptual
quality of CM streaming. In this paper, we focus on reducing the impact of this bursty loss behavior. We propose
a novel robust end-to-end transmission scheme, referred to as packet permutation (PP), to deliver pre-compressed
continuous media streams over the Internet. At the server side, PP permutes, prior to transmission, the normal
packet delivery sequence of CM streams in a specific way. The packets are then re-permuted at the receiver side
before they are presented to the application. In this way, the probability of losing a large number of packets within
each CM frame can be significantly reduced. To validate the effectiveness of PP, a series of trace-driven simulations
are conducted. Our results show that for a given quality of service (QoS) requirement of CM streaming, PP greatly
reduces the overhead required by traditional error control schemes, such as forward error correction (FEC) and
feedback/retransmission-based schemes.

Keywords: continuous media streaming, video-on-demand, robust delivery scheme, bursty packet losses, packet
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1. Introduction

1.1. Motivation

With the rising popularity of the Internet and the dramatic evolution in multimedia and
communications technologies, there is a growing demand to support continuous media
(CM) streaming over the Internet. With CM streaming [12, 27], CM data can be played
as soon as it is delivered to the client. Thus, the user does not have to wait for a complete
file to be downloaded before viewing (or listening to) it. In contrast to the conventional
“download and play” approach, the streaming approach has the advantages of displaying
CM files much sooner and not requiring a large amount of disk space on the client site. In
addition, copyright concerns are reduced since a complete copy does not need to reside on
the client’s hard disk drive.

However, the current Internet is unsuitable for supporting CM streaming since it offers
only a single class best effort service [6, 12, 16]. One of the main drawbacks of this simple
service model is that packets may be damaged or lost during transmission. In particular,
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successive packets are often dropped by routers when the network becomes congested, re-
sulting in bursty packet losses. Previous studies on packet loss on the Internet have indicated
that this behavior is primarily caused by the drop-tail queuing discipline employed by many
Internet routers [19]. Recently, the random early detection (RED) congestion avoidance
algorithm and its variants have been proposed, which may alleviate the bursty loss phe-
nomenon [8, 32]. A RED-based router can keep the average queue size low while allowing
occasional bursts of packets in the queue. Nevertheless, the RED algorithm is designed pri-
marily to accompany transport protocols that can respond to congestion indications, such
as TCP. It is unsuitable for transport protocols like UDP, although in practice most CM data
like video and audio employ UDP for its greater efficiency [12, 26, 27]. Another problem
with RED is that RED-based routers have not been broadly deployed in the Internet. As a
result, to date, bursty losses still remains a troublesome problem [2, 4, 20, 33].

Previous studies on CM viewing have shown that packet losses as well as other problems,
such as varying transmission delay and bandwidth, have annoying effect on the perceptual
quality of CM data. In particular, since numerous CM compression algorithms apply inter-
frame compression techniques [9], the effect caused by packet losses may be significant.
With inter-frame dependancy, losing any packet of an intraframe (also known as a reference
frame or an anchor frame) may result in the loss of all interframes related to that intraframe.
To overcome the deficiency of the Internet, two types of approaches have been proposed.
The first, known as the network layer reservation approach, augments the best-effort service
provided by the Internet with other services that offer various degrees of quality of service
(QoS) guarantees. This approach requires the implementation of specific resource allocation
and reservation mechanisms within the network. Much research has been devoted to this
issue over the past few years. Examples include the development of Asynchronous Transfer
Mode (ATM), Internet Stream Protocol Version 2 (ST-II), Resource ReSerVation Protocol
(RSVP), IP Version 6 (IPv6), and Differentiated Services (Diffserv) [12, 15, 16, 29]. Unlike
the first type of approach, which provides QoS at either the data link layer (such as with
an ATM) or at the network layer, the second type of approach, known as the application
layer framing approach, adds specific functions to applications to enable them to adapt
to the uncertainties of the best-effort service [5, 12]. For instance, applications can adapt
to varying available bandwidth by adjusting the frame rate or resolution of CM data [3,
12]. They can also adapt to varying transmission delay by employing a small buffer at the
receiver side to compensate for network delay jitter [12, 27]. Since the newly developed
resource reservation mechanisms have not been broadly deployed in the Internet, in the near
future, the second type of approach will be a quicker and more practical solution to deliver
CM streams over the Internet [5, 12].

In this paper, we focus on reducing the annoying effect caused by bursty packet losses. We
propose a novel robust end-to-end delivery scheme for pre-compressed CM streams over the
Internet. This delivery scheme, termed packet permutation (PP), is as an application layer
framing approach. At the server side, PP permutes the normal packet delivery sequence of
CM files prior to transmission. Specifically, PP interleaves the packets from distinct frames
prior to transmission. At the client side, PP re-permutes the received packets back to the
original delivery sequence before they are presented to the application. Therefore, as will be
explained in Section 3, when a bursty loss occurs, the probability that a frame loses a large
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number of packets is significantly reduced. This effect is important since it implies that the
overhead required to recover the lost packets of all reference frames of a CM stream to
achieve a predefined QoS can be greatly reduced by PP. The effectiveness of PP is validated
via a series of trace-driven simulation experiments, which we shall discuss in Section 4.

1.2. Related work

Conventional error control schemes employed by CM applications can be classified into
two categories: redundancy-based and non-redundancy-based. Redundancy-based schemes
include proactive and reactive schemes. Proactive schemes take some kind of action to
protect data in advance. A widely used proactive scheme is forward error correction (FEC),
which encodes repair packets from normal data packets and sends them together to the
receiver. Reactive schemes take action to recover damaged or lost data when a transmission
error has been detected. A widely used reactive scheme is automatic repeat request (ARQ),
which retransmits damaged or lost packets according to the feedback information sent by
the receiver. Examples of CM applications employing FEC, feedback/retransmission-based
error control schemes, or their hybrid can be found in [1, 3, 23]. In [10, 34], Ghanbari,
Seferidis, and Zhu propose non-redundancy-based error control schemes. They employ
spatial and temporal interpolation (also known as error concealment) to repair the errors
caused by damaged or lost packets. Spatial interpolation reconstructs a missing piece in a CM
frame from its adjacent non-missing regions in the same frame, while temporal interpolation
replaces the missing region with the corresponding region in a previous frame. An important
feature of PP is that it is orthogonal and complementary to these conventional error control
schemes.

To disperse the effect of packet losses, Perkins proposed a simple audio frame interleaving
technique, which is well known in the area of error resilient audio transmission [21]. Unlike
PP, this work is targeted primarily at stored audio streaming and does not take into account
the inter-frame dependency adopted by most CM compression algorithms.

To relieve the impact caused by bursty packet losses on the Internet, Varadarajan et al.
have recently proposed several error spreading algorithms for CM streaming [17, 30, 31].
Unlike PP, their work permutes the delivery sequence of CM frames, rather than that of
CM packets. Their intention is to reduce the maximum number of consecutive lost frames,
referred to as consecutive loss factor (CLF), caused by bursty packet losses. However, the
unit of bursty packet losses is a packet, rather than a CM frame. The size of a CM frame is
typically much larger than that of a packet, and different types of frames have very different
sizes. For example, for MPEG-1 video, the typical size of an I frame is approximately three
times that of a P frame and approximately seven times that of a B frame. An I frame can
be divided into approximately 37 packets of 576 bytes (64 bytes IP header and 512 bytes
data), the Internet standard maximum transmission unit (MTU) [22]. On the other hand, the
length of a bursty loss observed by an end-to-end connection generally ranges from two to
six packets in the current Internet [2, 33]. Thus, the probability that many consecutive CM
frames are damaged by a bursty loss is very low. As a result, although “frame permutation”
alleviates the worst case (i.e., reducing the maximum number of consecutive lost frames), the
probability distribution functions of packet losses within each CM frame remain essentially
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unchanged. As will be shown in Section 4, changing the frame delivery sequence fails to
reduce the overhead required to recover the lost packets of reference frames (or anchor
frames) to achieve a predefined QoS. Another problem with their work is the need for the
upper bound on the size of a bursty loss, which is difficult to obtain in reality.

1.3. Research contributions

Due to the inter-frame dependency of CM data [9], bursty packet losses may significantly
degrade the perceptual quality of CM streaming. Hence, addressing this issue is critical for
many CM streaming applications, such as video-on-demand, distance learning, etc. PP takes
into account the inter-frame dependency adopted by most CM compression algorithms, and
interleaves the packets from significant and non-significant CM frames accordingly, in order
to spread the errors out over significant and non-significant CM frames, thereby reducing the
annoying effect caused by bursty packet losses. Unlike previous error spreading techniques
for CM streaming [17, 30, 31], PP takes the inter-frame dependency of CM streams into
account and employs a quite different permutation algorithm. More importantly, it permutes
the data of CM files at the packet level, rather than at the CM frame level. In this way, PP can
greatly reduce the probability of losing a large number of packets within each CM frame. As
will be shown in Section 4, while previous work failed to change the probability distribution
functions of packet losses within each CM frame, PP effectively reshapes these distributions
to reduce the probability of losing a large number of packets within each CM frame.
Consequently, while PP can significantly reduce the overhead required by traditional error
recovery schemes to achieve a given QoS, frame permutation fails to reduce this overhead.

In addition to being effective, PP has four salient features. First, it is orthogonal and com-
plementary to conventional error control schemes such as FEC and feedback/retransmission-
based schemes. It is worth noting that since PP can work synergistically with FEC, it is very
suitable for CM applications using multicast. Second, PP can be applied to many types of
CM formats with inter-frame dependency. To illustrate PP, however, we primarily apply it
to MPEG-1 video, a prevalent video compression format, in this paper. The generic version
of PP algorithm is given in Section 3.2. Third, PP can be easily combined with various rate
control algorithms, which are important for CM streaming applications (see Section 3.4) [3,
12]. Fourth, PP has very low computational complexity, which makes the implementation
practical.

The rest of this paper is organized as follows. Section 2 reviews the important features
of MPEG and packet-level FEC that are relevant to this paper. Section 3 details PP and
Section 4 presents the results of the trace-driven simulations. Finally, Section 5 concludes
this paper.

2. Preliminaries

2.1. General description of MPEG

MPEG-1 is a standard intended for lossy video compression and decompression with quality
comparable to that of VHS video cassette recorders [9]. MPEG-1 standards use inter-frame
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Figure 1. MPEG frame dependency (arrows indicate dependencies).

NPS: I B B P B B P B B I B B P B B P . . .

NDS: I P B B P B B I B B P B B P B B . . .

Figure 2. Normal playback sequence (NPS) and normal delivery sequence (NDS).

encoding to reduce temporal redundancy and intra-frame encoding to reduce spatial re-
dundancy. Typically, the coded rate of MPEG-1 compressed video is about 1.5 Mbps.
MPEG-1 classifies the frames in a video stream into three types: intrapictures (I frames),
predicted pictures (P frames), and interpolated pictures (B frames). The names imply the
type of compression each frame type undergoes. The encoder uses only spatial redundancy
to compress I frames. The error due to lossy compression for an I frame is small since
no inter-frame encoding is used. I frames thus have high picture quality at the expense
of moderate compression ratios. I frames serve as reference points for inter-frame encod-
ing for P and B frames. P frames use inter-frame encoding based on motion prediction
with reference to a previous I or P frame. This technique yields better compression ratio,
but the error due to the lossy compression is higher. B frames provide the highest com-
pression ratio by interpolating the difference between a past and a future reference frame
(I or P). B frames never serve as reference. Figure 1 shows the relationship among the
three types of frames. Video compressors usually produce MPEG-1 streams according to a
user-specified pattern called GOP. A GOP contains a fixed number of consecutive frames
and guarantees that the first picture is an I frame. For instance, a commonly used GOP is
“IBBPBBPBBPBBPBB.” GOP patterns are used to determine the tradeoffs between qual-
ity, compression ratio, and flexibility regarding random access requirements. In delivering
MPEG-1 streams to receivers, reference frames are transmitted first since they are required
to decode other frames. Hence, the normal delivery sequence (referred to as NDS) and the
normal playback sequence (referred to as NPS) differ, as illustrated in figure 2. It is worth
mentioning that MPEG-2 standard, which is built on MPEG-1 standard and can support
HDTV quality, also classifies video frames into I frames, P frames, and B frames since it
also employs inter-frame encoding to reduce temporal redundancy and intra-frame encoding
to reduce spatial redundancy.

2.2. FEC and feedback/retransmission

FEC and feedback/retransmission-based schemes are two key error control mecha-
nisms used in many applications and communication protocols. However, feedback/
retransmission-based schemes have several drawbacks when applied to CM data
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communication. First, the time needed to detect damaged or lost packets is undetermined
and may be long, and the time needed to retransmit damaged or lost packets varies de-
pending on the conditions of the network at the time of retransmission. These factors may
introduce a considerable amount of delay jitter [6, 12]. Second, feedback/retransmission-
based schemes are not suitable for multicast environments. The feedback information (such
as ACK or NACK) may lead to a situation known as feedback implosion: when the number
of receivers in a multicast group increases, the sender is forced to process more and more
messages from receivers that either indicate correct data reception or request retransmission
[12]. Although a number of solutions have been proposed to avoid this implosion effect, such
as randomized timers, local recovery, and hierarchical recovery, they result in unpredictable
delays, making them unsuitable for CM applications [12]. Unlike feedback/retransmission-
based schemes, FEC does not suffer from these problems, although at the expense of some
extra bandwidth. In view of this, we mainly consider the conjunction of PP and FEC in this
paper. In the following we describe the important features of FEC that are relevant to this
paper.

Error correcting codes (e.g., Reed-Solomon codes) were initially applied in domains
where bits could be erroneous or missing, but have more recently been applied to repairing
packet losses at the network layer. Packet-level FEC works as follows. The sender forms
blocks, where each block consists of a subset of the data packets it wishes to deliver reliably.
The number of data packets that are used to form a block is commonly referred to as the
block size, denoted by k. The sender inputs the k packets into its FEC encoder which then
generates repair packets for that block. A receiver uses its FEC decoder to recover the k
data packets from any combination of k distinct packets that are either the data packets or
the repair packets of that block. Figure 3 shows an example, where a sender groups six data
packets into a block, encodes two repair packets from this block, and transmits all eight
packets to the receiver. As soon as the receiver receives any six distinct packets related to
the block (in this example, five data and one repair), it activates the decoder and recovers
the lost data packets. It is worth mentioning that FEC requires very little computational
effort to implement. We refer the reader to [14, 18, 24] for details of Reed-Solomon codes
and packet-level FEC techniques.

Figure 3. An example of packet level-FEC.
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3. Packet permutation

This section first examines the impact caused by bursty packet losses on CM streaming.
Then, it details how PP reduces this impact. Finally, the combination of PP and some
application layer framing approaches is given.

3.1. Impact of bursty packet losses

Consider transmitting an MPEG-1 video stream over the Internet in accordance with the
normal delivery sequence (NDS) discussed in Section 2. Whenever a bursty loss occurs in
the stream (i.e., successive packets of the stream are dropped), three types of situations may
occur for the I frames of the stream. First, if the bursty loss occurs on other types of frames,
then no I frame packet will be dropped, as shown in figure 4(a). Second, if the bursty
loss occurs across an I frame and its following (or preceding) frame, then a few I frame
packets will be dropped, as shown in figure 4(b). Third, if the bursty loss occurs within an
I frame, then successive I frame packets will be dropped, as shown in figure 4(c). From
the discussion in Section 2, it is known that losing any of the I frame packets may result
in a significant impact on the visual quality of the stream since the loss of an I frame may
render the whole GOP related to that I frame useless. A GOP may contain 12 or 15 frames
or hundreds of packets depending on its pattern and size. Hence, it is vital to recover all
lost packets for I frames. However, this is not an easy task. If FEC is employed, because of
the unpredictable behavior of bursty losses, in order to receive all I frames correctly, each
I frame must use a large enough redundancy (i.e., repair packets) in order to recover from
the worst case created by bursty losses (see figure 4(c)). If feedback/retransmission-based
schemes are employed, there may exist some situations where so many packets of an I
frame are lost such that it is difficult to retransmit them on time. Alternatively, a more cost

i i(a) NDS: i i i i i i ... p1 p1 p1 ... b b ...p1

bursty loss

i i(b) NDS: i i i i i i ... p1 p1 p1 ... b b ...p1

bursty loss

i i(c) NDS: i i i i i i ... p1 p1 p1 ... b b ...p1

bursty loss

i *(d) Spread: i * * i * * ...*

bursty loss

* * * * * *

i : a packet of an I frame,

* : a packet not belonging to an I frame

p1 : a packet of a P1 frame

b : a packet of a B frame,

Figure 4. Impact of a bursty loss on I frames in an MPEG stream.
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effective approach is to provide a statistical QoS guarantee. Specifically, let Q denote a
QoS parameter representing a percentage (e.g., 99%) of GOPs. The statistical approach
provides a service that ensures that the I frames of at least Q percent of all GOPs can be
received correctly. With statistical QoS guarantees, the redundancy required by FEC, or the
number of retransmitted packets required by feedback/retransmission-based schemes, can
be effectively reduced at the expense of a slight degradation in the perceptual quality of the
stream.

Observe from figure 4(b) and (c) that if the distance between any two consecutive I
packets can be increased, then the number of I packets dropped in a bursty loss will be
reduced. The longer the distance, the less the loss. A direct method to achieve this goal is
to spread all I packets across the entire delivery sequence, as shown in figure 4(d). In this
way, we can eliminate many ill conditions incurred by bursty losses (e.g., the situations
shown in figure 4(b) and (c)). In other words, the number of I packets dropped in a bursty
loss can then be reduced to a small number. Although this method reduces the probability
of losing larger numbers of I packets, it also increases the probability of losing smaller
numbers of I packets. This is because when all I packets are spread out, an I packet (or a
few I packets) is more likely to encounter a bursty loss. Therefore, spreading all I packets
out reshapes the probability function of the number of lost packets within each I frame
as depicted in figure 5. (For simplicity, the probability functions in figure 5 are depicted
as continuous, while in reality, since the number of lost packets must be an integer, they
are discrete.) Obviously, the reshaped function is better. If feedback/retransmission-based
error control schemes are adopted, it virtually eliminates events in which so many I frame
packets are lost that they cannot be retransmitted on time. If FEC error control scheme is
adopted, it substantially reduces the redundant information required to protect all I frames.
Figure 5 also conceptualizes this reduction in redundancy, where RN ,99% and RS,99% denote
the redundancy required by NDS and by the delivery sequence with spread out I packets
for Q = 99%, respectively.

Similarly, it is desirable to reduce the probability of losing larger numbers of packets
for P1 frames since the loss of a P1 frame will render the subsequent P frames and all B

Number of lost packets of an I frame

Pr
ob

ab
il

it
y

spreading I packets out

normal delivery
sequence

RS, 99% RN, 99%

Figure 5. The probability function of the number of lost packets of an I frame.
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frames within the same GOP useless. Therefore, it is also desirable to spread all packets of
P1 frames across the entire delivery sequence. A similar argument applies to the remaining
reference frames. Actually, increasing the distance between any two consecutive packets
belonging to the same reference frame is the main idea behind PP.

3.2. Packet permutation algorithm

PP uses a data channel (e.g., a UDP connection) for sending data packets of CM streaming,
and a control channel (e.g., a TCP connection) for communicating the control information
required by PP and error control schemes. At the server side, in order to spread the data
packets of each frame type across the entire delivery sequence, PP interleaves the packets
from distinct frames. The size of a packet is set to the Internet standard MTU, 576 bytes [22].
PP permutes the normal packet delivery sequence of one or several GOPs at a time before
transmitting them to the client. The number of GOPs permuted at a time is an adjustable
parameter (denoted by G), which can be determined by both the server and the client via
an initial negotiation before streaming. Later we shall discuss the effects of this parameter.
At the client side, the permuted packets are received and temporarily stored in a buffer
maintained by PP. Whenever the reception of G GOPs is completed, the packets are re-
permuted back to their original delivery sequence and then passed to the application. For
simplicity of presentation, we first consider the case where packet permutation is carried
out individually for GOP’s. Figure 6 illustrates the concept of streaming with PP. In this
case, PP alters the packet delivery sequence within each GOP, but preserves the order in
which distinct GOPs are sent. The delivery sequence generated by PP is referred to as
packet permutation sequence (PPS). Let i g

k denote the kth packet of the I frame in the
gth GOP, pg

j,k denote the kth packet of the Pj frame in the gth GOP, and bg
k denote the

kth packet of the B frames in the gth GOP (since B frames are non-reference frames and
losing them do not affect any other frames, bg

k is not indexed by j). Figure 7 illustrates how
the PPS of a GOP is generated (with the abbreviation of the corresponding superscripts).

Figure 6. An example of streaming with one GOP permuted at a time.
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Figure 7. Generating packet permutation sequence for a GOP.

Figure 8. The PPS of one GOP and two GOPs.

Initially, PP adds the most significant frame packets (i.e., I frame packets) to PPS. Then, it
inserts each of the second most significant frame packets (i.e., P1 frame packets) between
every two consecutive I packets. Next, it similarly inserts the third most significant frame
packets (i.e., P2 frame packets) into the other consecutively arranged I packets. Other
frames are similarly inserted based on their significance. After there is a packet inserted
between every two consecutive I packets, the insertion operation returns to the beginning of
the PPS and then continues. A similar process is repeated until all packets have been added
to the PPS. Note that since PP inserts packets in the order of their importance, first, the
largest distance is between consecutive I packets, and the next largest distance is between
consecutive P1 packets, and so on. Consequently, the impact caused by bursty losses on I
frames is the smallest, that upon P1 frames is the next smallest, and so on. For a simplified
discussion of PP, consider the following example. Assume that the pattern of a GOP is
“IBBPBBPBBPBB” and that the numbers of packets of I , P1, P2, P3, and all B frames are
7, 2, 2, 2, and 8, respectively. Figure 8(a) depicts the PPS of the GOP. Note that since PP
collects a group of data, permutes them, and then delivers them, it is only suitable for stored
CM streaming (such as VOD), not for live CM streaming (such as video conferencing).

As mentioned above, PP can also permute the packets from two or more GOPs at a time.
The advantage of permuting several GOPs at a time is that the distance between consecutive
packets belonging to the same reference frame can be extended even more. The drawback
is that this may incur a slightly longer initial delay and a larger buffer requirement. The
additional delay introduced by permuting an additional GOP is approximately 0.5 seconds
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(if a GOP contains 15 frames and the playback rate is 30 frames/second); and the additional
buffer space needed is approximately 76 KB (if the average bit rate is 1.2 Mbps). Fortunately,
such extra delays and buffer space are acceptable for most applications. The way multiple
GOPs are permuted is similar to that discussed above. The main difference is that the
frames of the same type in distinct GOPs are merged and treated as a single frame with
their packets interleaved with each other. To better explain this idea, consider the following
example. Assume that two GOPs are permuted and the GOP pattern is “IBBPBBPBB.”
Assume that for the first GOP, the numbers of frame packets of I , P1, P2, and all B’s are 4,
2, 2, and 6, respectively. For the second GOP, the numbers of frame packets of I , P1, P2,
and all B’s are 5, 1, 2, and 6, respectively. Figure 8(b) shows the PPS of the two GOPs. Note
that in figure 8(b), the next I packet after i1

1 is i2
1 ; the next P1 packet after p1

1,1 is p2
1,1; and

so on. As a result, the distance between any two consecutive packets belonging to the same
reference frame is even larger, which increases the robustness of the delivery sequence.
Formally, figure 9 gives the generic version of PP algorithm at the sender side, which can be
applied to other CM formats with inter-frame dependency. In figure 9, the term elementary
CM structure refers to the basic group of data that can be permuted by PP at a time (e.g., a
GOP of MPEG-1 video). It can be seen from figure 9 that the computational complexity of
PP is O(T · G · m), where T is the number of frame types in an elementary CM structure
for permutation, G is the number of elementary CM structures for permutation at a time,
and m is the maximum number of packets in a frame. This low computational complexity
makes the implementation practical.

After deciding PPS, packets can be sent according to PPS. To facilitate the re-permutation
work at the client side, the PP algorithm at the server side adds two fields in each data packet
prior to transmission: (1) GOP id and (2) packet id. The GOP id is a sequence number used
to identify a GOP in a stream; the packet id is a sequence number used to identify a packet
in a GOP. With these two fields, whenever a client completes the reception of G GOPs, the
PP algorithm at the client side can generate a read sequence indicating the normal order
in which the data packets are read. Then it strips off the added two fields in each data
packet and then passes them to the application according to the read sequence. Figure 10
gives the generic version of the PP algorithm at the receiver side, where ECMS is the
abbreviation of “elementary CM structure” for permutation. The sorting task in figure 10
can be implemented in numerous ways, e.g., using Quicksort algorithm [13] to sort A[ j],
j = 1, 2, . . . , N , in terms of A[ j].ECMSID × 1000 + A[ j].PKTID (generally, the number
of packets in an ECMS is far less than 1000 for most CM formats).

In practice, three additional design issues must be considered in implementing the
receiver-side generalized PP algorithm. First, a buffer must be maintained by PP for re-
ceiving G ECMS’s. Let Size(ECMS j ) denote the size of the j th ECMS. The size of a buffer
is set to max{∑ j=(i+1)·G

j=i ·G+1 Size(ECMS j ), i = 0, 1, 2, . . .}, which is given by the sender via
the control channel. Second, multiple buffers are necessary since some packets may arrive
out of order. Usually, double buffering or triple buffering is adequate. The actual number
of buffers required depends on the network conditions, and we refer the reader to [25] for
accurate estimation of the buffer size required at the receiver side. Third, because some
packets may be dropped or damaged during transmission, the time for triggering packet
re-permutation (i.e., the completion time of the reception of G elementary CM permutation



292 DING, TSENG AND HUANG

Figure 9. Generalized packet permutation algorithm at the sender side.
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Figure 10. Generalized packet permutation algorithm at the client side.

structures) is, in effect, determined by the error control scheme employed. For instance, if
packet-level FEC is employed, a timer will be maintained for each buffer in use. If one of
the timers expires, re-permutation will be carried out for the appropriate buffer. The value of
a timer mainly depends on end-to-end packet delays, which may be periodically measured
by sending an end-to-end probe packet on the data channel. We refer the reader to [28] for
various approaches for measuring end-to-end packet delays.

3.3. Conjunction of PP and FEC

PP can be easily used in conjunction with FEC. PP handles the repair packets generated
for each reference frame as part of each reference frame. Figure 11 depicts this concept.
To better understand how this works, consider the GOP in figure 8(a). If the FEC encoder
encodes 2, 1, 1, and 1 repair packets for I , P1, P2, and P3 frames, respectively, then the PPS
of the GOP will be the one depicted in figure 12, where rX denotes the repair packet for X
frame. It is important to note that, depending on the required QoS, it may not be necessary
to encode redundant information for all reference frames. For instance, if the desired QoS
is low, the sender may generate repair packets for only I and P1 frames.
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Figure 11. The conjunction of PP and FEC.

Figure 12. An example of the conjunction of PP and FEC.

3.4. Adapting to varying available bandwidth

The bandwidth provided for a connection by the current Internet varies with time. When
a larger number of packets are injected into the network, the bandwidth shared by each
connection shrinks accordingly. For CM streaming, if the bandwidth available over the path
of the connection is less than the bit rate of the delivered stream, the real-time requirements
of the stream will be violated. To overcome this shortcoming, several rate control algo-
rithms have been proposed for CM applications [3, 12]. These algorithms usually consist
of three functions: (1) periodically collecting the receiving status reported from receivers,
(2) determining a proper maximum output rate based on the feedback information, and
(3) adjusting the output rate accordingly. PP can easily be combined with these algorithms.
Given a rate control algorithm, every time before performing packet permutation, PP selects
proper frames from the GOPs to be delivered so that the target output data rate is less than or
equal to the maximum output rate determined by the rate control algorithm. The priorities
of the selection are as follows: I frames from each GOP have the highest priority, P1 frames
from each GOP have the second highest priority, and so on. Only the packets of the qualified
frames are permuted and delivered; the unselected frames are simply discarded.
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4. Performance evaluation

4.1. Simulation model

Recent work has shown that the end-to-end packet loss behavior on the Internet can be
modeled by a two-state Markov chain, know as the Gilbert model, in which state “1”
represents a lost packet and state “0” represents a packet successfully reaching its destination
[2, 4, 17, 30, 31, 33]. Figure 13 depicts the Gilbert model, where p denotes the probability of
going from state 0 to state 1 and q denotes the probability of going from state 1 to state 0. In
our simulation, the Gilbert model was employed to simulate the packet loss behavior on the
Internet. Two important parameters of interest regarding this model are the average packet
loss rate and the average bursty loss length. According to Markov chain models, the average
packet loss rate equals p/(p +q), the limiting probability for state 1. As shown in figure 13,
the probability that n consecutive packets are lost is (1 − q)n−1q. Hence, the residence time
in state 1 is geometrically distributed and thus the average length of a bursty loss equals 1/q.
With this model, we can examine the performance of PP under various network conditions.
The CM stream tested is a variable-bit-rate (VBR) MPEG-1 file named “cnn.t”, whose bit
rate trace can be obtained from (ftp://tenet.berkeley.edu/pub/projects/tenet/dbind/traces/)
(a few incomplete GOPs in the trace were discarded during simulations). The stream has
an average bit rate of 1.2 Mbps with a frame size of 320 × 240, a frame rate of 30 fps, and
a GOP pattern of “IBBPBBPBBPBBPBB.” Figure 14 shows the frame size distributions

0 1

p

q

1-q1-p

Figure 13. The Gilbert model.

Figure 14. The frame size distribution of the tested video.
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of the stream. In each simulation, 2000 GOPs were transmitted with the packet size set to
576 bytes, the Internet standard MTU [22]; that is, about 300,000 packets were transmitted
in each simulation. With the simulation model described above, a series of experiments
were conducted to compare the performance of the delivery schemes using NDS and PPS
under various combinations of network loss, bursty loss length, and the buffer size employed
(which is determined by the number of GOPs to be permuted at a time).

4.2. Simulation results

In the first experiment the average packet loss rate was set to 5%, the average number of
packets dropped in a bursty loss was set to 3 packets, and the buffer size employed by PP
was set to one GOP (more precisely, the buffer size was set to the maximum GOP size).
No FEC repair packets were encoded for both the delivery schemes using NDS and PPS.
During the process of simulation, the statistics concerning packet losses were maintained to
obtain the probability distribution functions of the number of lost packets. Figure 15 shows
the probability that a GOP loses packets of each frame type. It can be seen that there is not a
consistent reduction in the probability of losing a small number of packets. For example, in
figure 15(a) the probability of losing four I packets is actually higher for PPS versus NDS.
However, it is clear from the plots in figure 15 that PP reshapes the probability functions
so that for each frame the probability of losing larger numbers of packets is significantly
reduced, which validates our claim. It can also be observed that the reshaping effect is
less significant for B frames. This is because PP assigns the least insertion priority to B
packets in generating the PPS, so the distance between consecutive B packets is the smallest
compared to that between the packets of other frame types.

In the second experiment, we compared the loss behavior of PPS and NDS for most of
the GOPs transmitted. To see the net effect caused by bursty losses, no FEC repair packets
were generated for both NDS and PPS (the case with FEC will be studied later). Only the
results regarding I frames are shown here because the results for other types of frames are
similar. In order to measure performance, we used p-percentile maximum number of lost
I packets per GOP; that is, the maximum number of lost I packets within a GOP observed
by p% of GOPs, 0 ≤ p ≤ 100, is below this value. Figure 16 plots the 95-percentile and
99-percentile maximum number of lost I packets per GOP versus the average length of
a bursty loss under three different packet loss rates: a light loss rate (3%), a medium rate
(5%), and a high rate (10%). As can be seen from the figure, first, PP greatly reduces the
maximum number of lost I packets in various network conditions. This implies that if FEC
is used, PP will effectively reduce the amount of redundant information that is required to
achieve a predefined QoS; or if feedback/retransmission-based schemes are used, PP will
significantly reduce the events where too many I frame packets are lost so that they cannot
be retransmitted on time. Second, the difference between NDS and PPS is especially large
when p = 99 and the average loss length is long. This is because when p = 99 many of
the events appearing in the tail of the probability function of the number of lost I packets
will be counted in; whereas the probability function of PPS converges much faster than
NDS since PPS avoids many situations where a large number of I packets are lost (see
figure 15).
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Figure 15. The probability that a GOP loses packets for each type of frame.

Figure 17 plots the 95-percentile and 99-percentile maximum number of lost I packets
per GOP versus the buffer size employed by PP for different bursty loss lengths: a short
length (three packets), a medium length (five packets), and a long length (seven packets).
As shown in figure 17, increasing the buffer size (i.e., increasing the number of GOPs
permuted at a time) tends to decrease the maximum number of lost I packets for PPS. This
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Figure 16. 95-percentile and 99-percentile maximum number of lost I packets per GOP versus average length
of a bursty loss.

is because increasing the number of GOPs permuted at a time increases the distance between
consecutive I packets in the PPS, thereby reducing the impact caused by bursty losses (as
explained in Section 3.2). However, increasing the buffer size does not necessarily reduce
the maximum number of lost I packets. For example, as shown in figure 17(a) and (b), when
the average loss length is three packets or five packets, using a buffer size larger than two
GOPs does not gain any improvement in performance. This is because when the buffer size
is set to two GOPs, in most cases, the distance between consecutive I packets can reach up
to seven packets, which is larger than the average length of a bursty loss. Therefore, system
designers should choose a proper buffer size that depends on the bursty loss length of the
network in use. For the current Internet, the length of a bursty loss usually ranges from two
to six packets [2, 33]. Hence, it may be a good choice to employ a buffer size of two GOPs.

Figure 18 plots the 95-percentile and 99-percentile maximum number of lost I packets
per GOP versus the average packet loss rate for two average loss lengths, three packets and
five packets. The buffer size employed is set to two GOPs. Figure 18 indicates that, for both
NDS and PPS, the maximum number of lost I packets increases as the average loss rate
increases (certainly, the maximum number of lost packets of PPS is much smaller than that



PACKET PERMUTATION 299

Figure 17. 95-percentile and 99-percentile maximum number of lost I packets per GOP versus buffer size
employed by PP.

Figure 18. 95-percentile and 99-percentile maximum number of lost I packets per GOP versus average packet
loss rate.



300 DING, TSENG AND HUANG

repair packets for I frame+ + +

+ +

NDS repair packets for P1 frame

repair packets for P4 framerepair packets for P3 framerepair packets for P2 frame

repair packets for I frame+ + +

+ +

NPS repair packets for P1 frame

repair packets for P4 framerepair packets for P3 framerepair packets for P2 frame

Figure 19. Applying FEC to NDS and NPS.

Figure 20. Performance comparison of NDS and PPS for given QoS requirements (buffer size = 3 GOPs, average
loss rate = 5%).

of NDS). This result can be anticipated since PP is designed primarily to reduce the damage
caused by bursty losses, rather than that caused by loss rate.

In the third experiment, we encoded FEC repair packets for all reference frames in each
GOP, and compared the number of repair packets required by NDS and PPS to achieve a
particular QoS. The way in which the repair packets are inserted into the PPS has been
explained in Section 3.3. The way in which the repair packets are inserted into the NDS is
depicted in figure 19. Figure 20(a) shows the number of repair packets required by NDS
and PPS for guaranteeing that 95% and 99% of the GOPs transmitted will not lose any
of the reference frame packets (i.e., I , P1, P2, P3, and P4 packets). Figure 20(b) shows
the corresponding maximum number of lost packets of non-reference frames (i.e., B1, B2,
. . . , and B10 packets). As expected, PP substantially reduces the number of repair packets
required for protecting all reference frames and substantially reduces the maximum number
of lost packets of non-reference frames. To examine the effect of permuting data at CM
frame level, we repeated this experiment for numerous frame permutation sequences. We
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Figure 21. Performance comparison of NPS and PPS for given QoS requirements (buffer size = 3 GOPs, average
loss rate = 5%).

found that permuting only frames cannot reshape the probability function of the number of
lost packets within each CM frame as PP does, and therefore the results of other sequences
tested are similar to the NDS shown in figure 20. In view of this, only the result for normal
playback sequence (NPS) is shown here (see Section 2.1 for NPS). Figure 21(a) plots the
number of repair packets required by PPS and NPS for guaranteeing that 95% and 99% of
the GOPs transmitted will not lose any of the reference frame packets (i.e., I , P1, P2, P3, and
P4 packets); figure 21(b) plots the corresponding maximum number of lost packets of non-
reference frames. To better quantify the performance improvement yielded by PP, Table 1
summarizes the reduction achieved by PPS in the number of repair packets required, and

Table 1. The reduction achieved by PPS in the number of FEC repair packets required by each GOP for protecting
all reference frames in comparison to NDS and NPS (buffer size = 3 GOPs, average loss rate = 5%).

PPS vs. NDS (%) PPS vs. NPS (%)
Average loss length
(packets) QoS = 95 QoS = 99 QoS = 95 QoS = 99

2 45 45 37 47

3 48 59 52 63

4 59 61 60 61

5 55 61 55 61

6 50 64 48 64

7 50 68 54 64

8 56 64 54 63

9 56 63 54 63

10 53 62 53 62
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Table 2. The reduction achieved by PPS in p-percentile maximum number of lost packets of non-reference
frames per GOP in comparison to NDS and NPS (buffer size = 3 GOPs, average loss rate = 5%).

PPS vs. NDS (%) PPS vs. NPS (%)
Average loss length
(packets) p = 95 p = 99 p = 95 p = 99

2 11 31 11 31

3 33 38 27 38

4 38 39 33 39

5 40 48 36 45

6 40 48 36 43

7 44 48 44 43

8 38 43 38 43

9 41 46 38 44

10 35 52 35 50

Table 2 summarizes the reduction achieved by PPS in the maximum number of lost packets
of non-reference frames. In this experiment, the extra cost incurred by PP is the initial delay
of 1.5 seconds and the memory space of about 230 KB (three times the maximum GOP size
minus the maximum I frame size) required by both the sender and receiver. In practice, this
extra cost is acceptable for most CM applications [7, 11, 27].

5. Conclusions

In this paper, we considered delivering pre-compressed CM streams over the Internet. We
discussed the bursty packet loss behavior on the Internet, and investigated the annoying
impacts caused by it on the visual quality of CM streaming. To solve the problems incurred
due to bursty packet losses, we have proposed a novel robust end-to-end delivery scheme,
termed PP, for CM streaming. PP is designed to be both orthogonal and complementary to
conventional error control schemes such as FEC and feedback/retransmission schemes. PP
can effectively reshape the probability distribution functions of the number of packet losses
within each CM frame so that the probability of losing larger numbers of packets within
each CM frame is significantly reduced. The cost of applying PP is a small extra buffer space
and a short extra initial delay that are acceptable for most stored CM streaming applications.
A series of trace-driven simulations were conducted to validate the effectiveness of PP. Our
results showed that in various network conditions, PP effectively reduces the probability of
losing larger numbers of packets for each CM frame. If combined with FEC, PP will greatly
reduce the number of repair packets required to protect reference frames. If combined with
feedback/retransmission-based error control schemes, it will substantially reduce the events
in which so many reference frame packets are lost that they cannot be retransmitted on time.
From these results, we conclude that PP is a robust transmission technique for CM streaming
over the Internet.
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