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DOES HIGH SCHOOL MATTER?
An Analysis of Three Methods of Predicting
First-Year Grades

Gary R. Pike and Joseph L. Saupe
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This research evaluated the usefulness of 3 approaches for predicting college
grades: (a) traditional regression models, (b) high-school-effects models, and (c)
hierarchical linear models. Results of an analysis of the records of 8,764 freshmen
at a major research university revealed that both the high-school-effects model and
the hierarchical linear model were more accurate predictors of freshman GPA than
was the traditional model, particularly for lower ability students. Counter to expecta-
tions, the hierarchical linear model was not more accurate than the high school ef-
fects model.
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The growth of the “New Accountability” in American higher education dur-
ing the 1980s and 1990s has focused increased public attention on the academic
success of students as an indicator of the quality and effectiveness of colleges
and universities (Adelman, 1999; Ewell and Jones, 1991). Partly in response to
increased public scrutiny, and partly to bolster enrollments, colleges and univer-
sities have redoubled their efforts to implement programs that improve students’
grades, persistence, and graduation (Kellogg Commission on the Future of State
and Land-Grant Universities, 1997). Students who are at risk of dropping out
of college because of poor preparation have been the focus of many of these
interventions (American Council on Education, 1996).

Programs designed to improve students’ academic skills can have a substan-
tial effect on success in college. Kulik, Kulik, and Shwalb (1983) examined
published and unpublished reports from 60 different programs and found that
the interventions, on average, improved students’ grade point averages by 0.27
of a standard deviation—the equivalent of a one letter-grade improvement in a
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course each semester. Pascarella and Terenzini (1991) reviewed more than a
dozen studies published after 1983 and also concluded that intervention pro-
grams have a substantial positive effect on students’ grades, persistence, and
graduation, particularly during the first year of college.

The success of academic intervention programs depends, in large part, on
accurately identifying students in need of the programs’ services (Eno, McLaugh-
lin, Sheldon, and Brozovsky, 1999). Identifying these at-risk students frequently
involves calculating predicted first-year grade point averages, or predicted
grades in specific courses. According to Pascarella and Terenzini, first-year
grades “are probably the single most revealing indicator of . . . successful adjust-
ment to the intellectual demands of a particular college’s course of study” (1991,
p. 388). Moreover, grades are strongly related to persistence and graduation
from an institution, admission to graduate or professional programs, and entry
into high-level occupations (Baird, 1985; Pascarella & Terenzini, 1991; Tinto,
1975).

For almost a century, efforts to predict college grades have primarily focused
on the predictive power of high school performance (i.e., grades and/or class
rank) and scores on standardized tests, such as the American College Testing
Program’s ACT Assessment (ACT) and the College Board’s Scholastic Aptitude
Test (SAT). Models that include measures of high school performance and test
scores can be reasonably accurate in predicting first-year grade point average,
explaining between one fourth and one third of the variance in first-year grades
(Mathiasen, 1984; Mouw & Khanna, 1993). For almost 70 years, researchers
have recognized that the quality and effectiveness of the sending high school
also has a significant effect on students’ performance during college (Lee, Bryk,
and Smith, 1993). Surprisingly, relatively few of the prediction models that are
designed to identify at-risk students have included measures of high school qual-
ity and effectiveness. Given this gap in the literature, the present research asked
the question, “Does high school matter in predicting students’ grades during
their first year of college?”

PREDICTING FIRST-YEAR GRADES IN COLLEGE

Research on the prediction of college grades is almost 100 years old, and
most of the early research focused on the use of ability measures and high
school performance measures to predict college grades (Fishman, 1957; Odell,
1927; Segal, 1934; Travers, 1949). Based on a review of studies conducted prior
to 1983, Mathiasen (1984) concluded that test scores and high school perfor-
mance were the best predictors of success in college. Since Mathiasen’s review,
a substantial number of studies have been conducted to assess the effects of
student characteristics on first-year grades. These studies have generally found
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that standardized test scores and high school performance were related to first-
year grades and could be used to make accurate and appropriate admission and
placement decisions (Cabrera, Nora, and Castañeda, 1993; Eimers and Pike,
1997; Mouw and Khanna, 1993; Noble and Sawyer, 1987, 1997; Pike, 1991;
Willingham, 1985).

Recently, Adelman (1999) found that including measures of students’ high
school course taking significantly improved the accuracy of academic success
predictions. Analyzing data from the High School and Beyond (HS&B) sopho-
more cohort of 1982, he found that that the high school curriculum exerted a
more powerful influence on bachelor’s degree attainment than did test scores,
high school class rank, and high school grade point average. When measures of
ability, achievement, and curriculum were combined, they provided the best
predictor of graduation.

Several studies have found that students’ noncognitive characteristics (e.g.,
educational aspirations, study habits, and willingness to seek out support), as
well as their involvement in high school activities, are significantly related to
first-year grades in college (Pascarella and Terenzini, 1991; Williford, 1996). In
their review of research on the prediction of college grades, Mouw and Khanna
(1993) found that although students’ noncognitive characteristics and high
school extracurricular activities were significantly related to their first-year
grades, the inclusion of these variables did little to improve the explanatory
power of predictive models. The inability of noncognitive characteristics and
high school involvement to contribute substantially to the prediction of college
grades may be due to the strong relationships among noncognitive variables,
standardized test scores, and high school performance measures (Noble, Daven-
port, Schiel, and Pommerich, 1999).

Much of the K–12 research on effective high schools indicates that the char-
acteristics of high schools influence students’ high school performance, test
scores, and subsequent educational attainment (Lee et al., 1993). Recognizing
that differences in high schools can affect students’ college grades, several early
studies attempted to improve predictions by adjusting measures of high school
performance for differences in high schools. For example, Toops (1933) and
Reitz (1934) adjusted high school grades by regressing high school grade point
averages on aptitude test scores for individual high schools. In both cases, the
correlations between high school and college grades increased as a result of the
adjustments. Creaser (1965) converted high school class ranks to normalized
standard scores and regressed the converted measures on college grade averages
for each of 12 high schools. He then substituted the adjusted class ranks in a
prediction model for all students. In this case, the adjusted measures predicted
college grades better than the original measures. Bloom and Peters (1961) and
Tucker (1963) developed regression-based models that adjusted predicted grades
based on differences among high schools and differences among colleges. They
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found that these models significantly improved the prediction of first-year
grades in college.

The improvement in predicting first-year grades that is achieved by modeling
the effects of both students and high schools simultaneously comes at a cost.
Specifically, the use of multiple regression techniques to estimate student and
high school effects ignores a fundamental characteristic of the data—that stu-
dents are nested within high schools. Failure to take into account the nesting of
students within high schools violates the assumption of independence of obser-
vations in multiple regression (Ethington, 1997). Violating this assumption leads
to standard errors for effect parameters that are too small and significance tests
that are too liberal, increasing the probability of a Type I error (Ethington, 1997;
Raudenbush and Bryk, 1988). The end result may be the inclusion of variables
in the prediction model that are not significantly related to first-year grades. A
model that includes both student and high school characteristics may also pro-
vide a distorted view of the direction of effects for a given high school
(Burstein, 1980a, 1980b). The net effect may be a model that accurately predicts
first-year grades for students in general, but inaccurately predicts first-year
grades for students from a specific high school or set of high schools.

Developments in hierarchical linear modeling (HLM) have substantially
improved the ability of researchers to represent accurately the effects of both
student and high school characteristics on learning outcomes (Bryk and Rauden-
bush, 1992; Ethington, 1997). HLM can be viewed as a two-step process.1 First,
a student-level prediction (i.e., regression) model is specified and estimated for
each high school. This model includes only student-level variables such as test
scores, high school performance measures, and students’ first-year grades. The
second step in the process involves assessing the variability of the regression
parameters across high schools and identifying high school characteristics that
are related to the variability in regression parameters. In essence, the second
step of the analysis involves regressing the student-level regression parameters
on the high school variables (Ethington, 1997). As Raudenbush and Bryk (1988)
have shown, the use of hierarchical linear models can produce results that differ
substantially from the results produced by traditional regression models.

Based on the results of previous research, it is possible to form three general
expectations concerning the relationships among student characteristics, high
school characteristics, and first-year grade point averages in college. First, it is
reasonable to expect that students’ test scores, high school performance, and
high school coursework will be significantly related to their first-year grade
point averages. Second, the characteristics of sending high schools should also
play a role in students’ first-year grades. Specifically, high school effectiveness
measures should be related to college grades. Third, given the fact that hierarchi-
cal linear models more accurately account for the nesting of students within
high schools, these models should provide the most accurate predictions of stu-
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dents’ first-year grade point averages. These expectations were formally tested
in the present research.

RESEARCH METHODS

Conceptual Models

In order to examine the relationships among student characteristics, high school
characteristics, and first-year college grades, three models were specified and
tested. The first model included three predictors of first-year grades: standard-
ized test scores, high school performance measures, and high school course-
work. Analysis of this model provided a direct test of the first expectation. The
results also served as a baseline against which the two remaining models could
be evaluated. The second model included the three student-level predictors, plus
a series of dummy variables representing students’ sending high schools. This
approach was similar to the procedures used in earlier studies that adjusted for
difference among high schools in predicting college grades. The third model was
developed using hierarchical linear modeling and contained the three-predictor
baseline model at the student level, as well as a school-level model that included
measures of high school effectiveness.

Research has identified at least four high school characteristics that may af-
fect students’ first-year grades in college. First, size of the sending high school
may influence students’ college performance. Although it is frequently pre-
sumed that students from large high schools will do better in college because
they have access to more advanced courses and are better able to cope with the
size and complexity of a college campus, research indicates that this is not the
case (Lee et al., 1993). Although larger high schools do have greater student
demand for varied courses, many of these courses are not academically oriented
(Lee, Smerdon, Alfeld-Liro, and Brown, 2000). Moreover, large schools tend to
have low levels of social and academic support (Lee et al., 1993, 2000). As a
result, students from large schools tend to be less well prepared and have lower
levels of achievement than students from smaller schools (Lee and Bryk, 1989;
Lee et al., 1993).

A second high school characteristic that may influence success in college is
the average ability level of the students in a school. Conventional wisdom sug-
gests that students from high-ability high schools would perform better in col-
lege, but the evidence suggests that this is not the case. School-average ability
has been found to be negatively related to a student’s academic self-concept,
high school performance, and educational and occupational aspirations in col-
lege (Alwin and Otto, 1977; Marsh, 1987, 1991). School-average ability can
also have a substantial negative effect on students’ high school class rankings
(Marsh, 1991).
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A third high school characteristic that may affect first-year college grades is
the number or proportion of students from a high school attending a given col-
lege. There are at least two ways that attendance patterns can influence college
grades. First, the fact that a substantial number of students from a high school
attend a given college may encourage the high school to develop courses that
better prepare students for specific college courses (Lee et al., 1993). In addi-
tion, having several friends and acquaintances from the same high school attend
college together provides a peer support group that encourages high levels of
involvement and academic success during college (Pascarella and Terenzini,
1991).

A fourth characteristic that can influence success in college is public versus
private control of the high school. Several studies have found that, in compari-
son to student in public schools, students in private (i.e., Catholic) high schools
have higher grade point averages, scores on standardized tests, and levels of
educational attainment (Evans and Schwab, 1995; Sander, 2000; Sander and
Krautmann, 1995). The positive effects of private high schools are most pro-
nounced for inner-city, minority students (Neal, 1997; Sander, 2000). The evi-
dence suggests that the success of students from private high schools is due to
better preparation through a strong academic curriculum, an ethos of caring in
private schools, and more time spent on homework (Lee et al., 1993; Sander,
2000).

Comparing the results for the baseline model with the results for the high-
school-effects model and the hierarchical model provided a test of the expecta-
tion that including high school variables would improve the prediction of first-
year grades. By comparing the results for the high-school-effects model and the
hierarchical model with each other, it was possible to test the expectation that
the hierarchical model would be superior to the high-school-effects model. An
analysis of results for the hierarchical linear model also provided a test of
whether size of high school, school-average ability, attendance patterns, and
public or private control would be related to students’ first-year grade point
average in college.

Participants

The setting for this research was a major research university in the Midwest.
During the time period of the study, approximately 17,000 undergraduates were
enrolled full time on campus, and slightly more than 80% of all first-year stu-
dents lived on campus. Admission to the university is considered to be “selec-
tive” by the state’s coordinating board and “moderately selective” by most col-
lege rating services. The university’s admission standards are widely publicized
within the state and include sliding-scale criteria for ACT score and high school
percentile class rank.2 In addition, students must have a high school degree or
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equivalent and have completed 17 high school units consisting of 4 units of
English, 4 units of mathematics, 3 units of natural science, 3 units of social
studies, 2 units of foreign language, and 1 unit of fine arts. According to policies
of the university system and the state’s coordinating board, 10% of the enrolled
students in a cohort may be exceptions to admissions policy.

The participants in this study were 8,674 students who began matriculating
at the subject university during the Fall semesters from 1996 to 1999. All of the
participants were from 1 of 124 in-state high schools. High schools were in-
cluded in the analyses if at least 20 of their students had entered the university
between 1996 and 1998. Approximately 54.1% of the participants were female,
87.0% were white, 6.1% were African American, 2.6% were Asian American,
1.3% were Hispanic, 0.5% were Native American, and 2.5% were from some
other ethnic group or did not identify their ethnicity. The average ACT Assess-
ment composite score for these students was 25.6, and their average high school
class percentile rank was 75.5. Approximately 83.6% of the students met the
high school curriculum requirements that were implemented in Fall 1997. The
mean first-year grade point average for the students was 2.75.

Because the purpose of this research was to assess the predictive power of
models that included student and high school variables, the participants were
divided into two groups. Students in the Fall 1996, 1997, and 1998 cohorts were
assigned to a “model-development” group, and students from the Fall 1999 co-
hort were assigned to a “model-evaluation” group. The three predictive models
were developed using the data from the first three cohorts, and the accuracy of
the models was tested using data from the Fall 1999 cohort.

Although it would have been advantageous to control for cohort effects across
the four entering classes by randomly assigning half of the students to the
model-development group and half of the students to the model-evaluation
group, this was not possible. All students from the first three cohorts needed to
be included in the model-development group to provide sufficient numbers for
stable estimates of high school effects. Moreover, a research design with random
assignment would not have reflected the reality of institutional research practice
where future behavior (i.e., first-year grades) must be predicted using past per-
formance.

Table 1 contrasts the background characteristics, ability measures, and first-
year grade point averages of the four entering cohorts. Students in these cohorts
did not differ significantly in terms of their gender or ethnicity. Students in the
Fall 1996 cohort were significantly less likely to have met core course require-
ments because these requirements did not go into effect until Fall 1997. There
were also statistically significant differences in students’ ACT composite scores,
high school class percentile ranks, and first-year grade point averages across the
four cohorts. However, these differences were trivial, accounting for less than
1% of the variance in ability measures and college grades.
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TABLE 1. Comparisons Between the Model-Development and
Model-Evaluation Groups

Fall Fall Fall Fall
Measure 1996 1997 1998 1999 R2a

Gender
Female 55.3% 54.0% 54.1% 53.0%
Male 44.7% 46.0% 45.9% 47.0%

Ethnicity
African American 5.9% 7.3% 5.7% 5.8%
Asian American 2.7% 3.1% 2.5% 2.2%
Hispanic 1.4% 1.6% 1.3% 1.1%
Native American 0.5% 0.3% 0.3% 0.7%
White 87.5% 85.0% 87.9% 87.5%
Other/Missing 2.0% 2.7% 2.3% 2.7%

Core Course Requirements**
Met 61.7% 90.5% 91.9% 90.7%
Not Met 38.3% 9.5% 8.1% 9.3%

ACT Composite Score** 25.4 25.7 25.8 25.4 0.002
High School Class Percentile

Rank* 76.0 75.7 75.9 74.4 0.001
First-Year Grade Point

Average** 2.69 2.77 2.74 2.79 0.002
aPercentage of variance attributable to group differences.
*p < 0.01; **p < 0.001.

Measures

All of the measures used in this research were taken directly from student
records. Three measures were used to represent student-level variables. Test
scores were represented by students’ composite scores on the ACT Assessment,
whereas high school performance was represented by class percentile rank and
a dichotomous variable indicating whether students had (1), or had not (0), met
the university’s core course requirements. Five measures were used to represent
school-level variables in this study. The first school-level measure consisted of
123 dummy-coded variables representing the 124 sending high schools. This
measure was used to represent differences among high schools in the second
model. The remaining four school-level variables were included in the second
level of the hierarchical linear model. School size was represented by the mean
of the number of students graduating from that high school each year from 1996
to 1998. School-average ability was represented by the mean ACT score of
enrolled students from that high school. Attendance patterns were represented
by the mean proportion of students in a high school graduating class that at-
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tended the university from 1996 to 1998. Control was represented by a dichoto-
mous item indicating whether the high school was private (1) or public (0).
First-year cumulative grade point average at the university was used as the crite-
rion variable in this study.

Data Analyses

Prior to specifying and testing the three prediction models, the independent
variables were all centered about their respective grand means. That is, the grand
mean for an independent variable was subtracted from each student’s observed
value for that variable. Centering the data allowed the intercepts for the predic-
tion models to be interpreted as the expected first-year grade point average of
an average student at an average high school. The effect parameters in the re-
gression model (i.e., bs) represented the change in the average student’s grades
resulting from a 1-unit change in an independent variable (e.g., ACT composite
score).

Formal data analyses were carried out in two phases corresponding to model
development and model testing. In the first phase of the analyses, data from the
Fall 1996–1998 cohorts were analyzed using multiple regression and hierarchi-
cal linear modeling. To develop a baseline model, students’ first-year grade
point averages were regressed on students’ ACT scores, class ranks, and core-
course indicators. For the high-school-effects model, first-year grade point aver-
ages were regressed on the three predictor variables used in the baseline model
plus 123 dummy-coded variables representing the sending high schools. An
important property of this model was that the intercept represented the expected
grade point average of a student who was typical of all students in terms of
ACT scores, high school ranks, and meeting the core course requirements, from
the high school identified by zeros in all of the dummy codes.

The steps used to develop predictions based on HLM followed the procedures
outlined by Bryk and Raudenbush (1992) and Ethington (1997). These proce-
dures utilized the effect parameters (i.e., regression coefficients) to determine
the statistical significance of relationships between independent and dependent
variables and used the variances in effect parameters across high schools to
assess the explanatory power of the relationships.

The first step in the hierarchical linear modeling process involved determining
whether there was sufficient variance in first-year grade point averages across
high schools to warrant the use of HLM procedures. To answer this question, a
model was specified and tested that included an intercept in the student-level
model and no other variables. Intercepts represented the mean college grade
point averages for each high school. This model was equivalent to a one-way
analysis of variance (ANOVA) in which high school was the independent vari-
able and first-year cumulative grade point average was the dependent variable.
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Dividing the variance of the intercepts (i.e., high school means) by itself plus
the pooled variance within high schools (i.e., the total variance in grades) pro-
vided an estimate of the proportion of the variance in grade point averages that
was attributable to high schools. This estimate of explained variance was equiv-
alent to a traditional eta-squared coefficient produced by an ANOVA.

The second step in the HLM process involved the within-school regression
of first-year grade point averages on the student-level variables (i.e., ACT score,
high school class percentile rank, and course requirements being met). As with
traditional OLS regression, tests of the effect parameters provided an indication
of whether the student-level variables were significantly related to first-year
grades. In addition, variances in the effect parameters provided an indication of
whether there was sufficient variability in the parameters across high schools to
warrant developing a school-level model. Two tests of the variances were uti-
lized. First, chi-square significance tests of the variances were calculated to
determine if group differences existed. Second, reliability coefficients were ex-
amined to determine if the observed differences among high schools were mean-
ingful.3 Reliability coefficients of 0.70 or greater were considered an indication
of meaningful differences. Examining changes in the pooled within-school vari-
ances (i.e., the residuals) for the first and second models provided an indication
of the explanatory power of the student-level variables. Dividing the decrease
in the pooled within-school variance component from the first to the second
model by the within-school variance for the first model identified the proportion
of the student-level variance in first-year grades that could be attributed to ACT
score, high school class percentile rank, and meeting course requirements.

The final step in the HLM analyses involved specifying and testing a two-
level model that included the model used in the second step and a high-school-
effects model. High school size, average ability, attendance, and control were
included as independent variables in the school-level model. Only those student-
level parameters that showed significant and meaningful variability were associ-
ated with the school-level measures. Significance tests for the effect parameters
identified those school characteristics that were associated with differences in
the student-level effects. The reduction in the variance of effect parameters from
the second to the third models, when divided by the variance component for the
second model, provided an indication of the proportion of the variance in effect
parameters that was accounted for by characteristics of the high schools.

Once all three models had been developed using the Fall 1996, 1997, and
1998 cohorts, the intercepts and effect parameters from the models were used
to calculate three predicted grade point averages for the Fall 1999 cohort. The
mean (1996–1998) values for the high school effectiveness measures were used
in these calculations. Two sets of tests were used to evaluate the accuracy of
the predicted grades. First, differences (i.e., residuals) and intraclass correlations
between actual and predicted grades were calculated to assess the accuracy of
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the predictions overall. Intra-class correlations were used instead of traditional
Pearson product–moment correlations because intraclass correlations are sensi-
tive to differences in both the patterns and magnitudes of scores, whereas prod-
uct–moment correlations are only sensitive to differences in the patterns of
scores (Rummel, 1970). Second, actual and predicted grade point averages were
categorized as “at risk” (FYGPA < 2.00), in “good standing” (FYGPA = 2.00–
3.24), and “scholarship eligible” (FYGPA ≥ 3.25) based on university policies.
A comparison of the proportions of accurate predictions within the three catego-
ries provided an evaluation of the models for use in identifying at-risk and high-
achieving students.

RESULTS

Model Development

Regression of students’ first-year grade point averages on their ACT compos-
ite scores, high school class percentile ranks, and measures of whether they had
met high school course requirements for admission to the university explained
34.1% (R = 0.584) of the variance in first-year grades. The results of this analy-
sis are displayed in Table 2. The expected grade point average of a typical
student (i.e., the intercept in the multiple regression model) was 2.731, and the
effect parameters for ACT score (0.038), high school class percentile rank
(0.021), and meeting course requirements (0.179) were all statistically signifi-
cant. Results for the high-school-effects model are also presented in Table 2.
Including variables representing sending high schools significantly improved the

TABLE 2. Multiple Regression Results for the Baseline and
High School Effects Models

Measure Effect Parameter

Baseline Model (R2 = 0.341)
Intercept 2.731*
ACT Score 0.038*
High School Class Rank Percentile 0.021*
Course Requirements Met 0.179*

High-School-Effects Model (R2 = 0.401)
Intercept 2.590*
ACT Score 0.027*
High School Class Rank Percentile 0.026*
Course Requirements Met 0.101*
High School Effects −0.493 to 1.114

*p < 0.001.



198 PIKE AND SAUPE

power of the predictive model. The percent of variance in students’ first-year
grade point averages accounted for by the model increased to 40.1 (R = 0.633).
The expected grade point average of a typical student from the uncoded high
school was 2.590, and the effect parameters for ACT score (0.027), high school
class percentile rank (0.026), and meeting course requirements (0.101) were
all statistically significant. Effect parameters for the dummy-coded high school
variables ranged from −0.493 to 1.114.4

Table 3 presents the results for the three hierarchical linear models that were
specified and tested. Results for the first hierarchical model, essentially a one-
way ANOVA in which high schools were the independent variable, produced a
statistically significant effect for high schools (2.740). Dividing the variance
component for high schools (0.017) by the total variance in the model (0.017 +
0.669) produced an estimate of the proportion of explained variance in unad-
justed grade point averages of 0.025. Including students’ ACT scores, high
school class percentile ranks, and course requirement variables in the second
hierarchical model significantly improved the predictive power of the model

TABLE 3. Parameter Estimates, Variance Components, and
Reliabilities for the Hierarchical Linear Models

Parameter Variance
Variable Estimate Component Reliability

Group Differences
Intercept 2.740*** 0.017*** 0.510
Residual 0.669

Student Effects
Intercept 2.665*** 0.061*** 0.759
ACT 0.028*** 0.000** 0.104
H.S. Class Rank 0.027*** 0.000*** 0.349
Course Requirements 0.099*** 0.027*** 0.267
Residual 0.400

Final Model
Intercept 0.039*** 0.680
Intercept 2.665***
Mean ACT 0.062***
Private 0.125*
Prop. Attending 1.561***
ACT 0.026*** 0.000* 0.092
H. S. Class Rank 0.027*** 0.000*** 0.363
Course Requirements 0.100*** 0.028*** 0.271
Residual 0.400

*p < 0.05; **p < 0.01; ***p < 0.001.
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(R2 = 0.402). As was the case with the baseline and high-school-effects models,
all student-level parameters in the hierarchical model were statistically signifi-
cant. An examination of the variance components for the second hierarchical
model revealed that there was statistically significant variance in each of the
level-1 effect parameters across high schools. However, the reliability coeffi-
cients for the level-1 effects indicated that only the variability in the intercepts
for individual high schools (i.e., the direct effects of high schools on college
grades) was meaningful. Differences among high schools did not substantively
alter the relationships between student characteristics and college grades.

In the third hierarchical model, the level-1 intercepts were regressed on the
four high school effectiveness measures. Inspection of the results for this model
indicated that size of the sending high school was not significantly related to
the variance in level-1 intercepts. Consequently, the high school size variable
was dropped from the analysis, and the model was respecified and tested. Re-
sults for the final model indicated that including the three high school measures
explained approximately 36.1% of the variance in the level-1 intercepts. Al-
though meaningful, the magnitude of the remaining variance component and the
reliability estimate for the level-1 intercept indicated that a significant amount
of the variance in the effects of sending high schools remained unexplained.

Model Evaluation

In order to evaluate the accuracy of the three models, predicted grade point
averages were calculated for students in the Fall 1999 entering cohort and then
compared with students’ actual grades. The results of these comparisons are
presented in Table 4. An examination of the results in Table 4 revealed that all
three models, on average, underpredicted students’ first-year grade point aver-
ages. The differences between actual and predicted grade point averages were
relatively small, with the high school effects model producing the smallest aver-
age residual (0.071) and the hierarchical model producing the largest average

TABLE 4. Accuracy of the Three Prediction Models

Proportion of Correct Classifications
All Students by GPA Categories

Mean Intra-Class
Model Residual Correlation 0.00–1.99 2.00–3.24 3.25–4.00

Traditional 0.076 0.478 0.231 0.864 0.319
H. S. Effects 0.071 0.523 0.333 0.847 0.386
Hierarchical 0.107 0.508 0.342 0.827 0.377
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residual (0.107). In addition, the predicted grade point averages produced by the
high school effects model had the largest intraclass correlation with actual
grades. Although the intraclass correlation between predicted and actual grades
was not as great for the hierarchical model, it was larger than the intraclass
correlation between actual grades and the predicted grades derived from the
traditional model. Thus, for the Fall 1999 entering cohort as a whole, predicted
grade point averages calculated using the high-school-effects model were more
accurate than grade point averages calculated using either the traditional model
or the hierarchical linear model.

Because the effectiveness of an intervention program depends on accurately
identifying students who are at risk, the second set of evaluations focused on
the classification accuracy of the three prediction models. An examination of
these data in Table 4 revealed that none of the prediction models were particu-
larly accurate at identifying at-risk students (i.e., students with actual grade point
averages below 2.00). The traditional model accurately classified 23.1% of the
students with actual grade point averages below 2.00, whereas the high-school-
effects model and the hierarchical model were more accurate (33.3% and 34.2%,
respectively). Prediction of students who were not at risk was more accurate.
All three models correctly classified more than 80% of the students in good
standing and correctly classified between 30% and 40% of the students who
were scholarship eligible. Overall, the tests of classification accuracy suggested
that both the high-school-effects model and the hierarchical model were more
accurate than the traditional model in classifying at-risk students. No substantive
differences in predictive accuracy were found between the high-school-effects
model and the hierarchical linear model.

DISCUSSION

The results of the present research can be summarized as follows:

1. Consistent with previous research, test scores, high school performance, and
courses taken during high school were significantly related to first-year grade
point averages. These precollege characteristics explained approximately one
third of the variance in students’ first-year grades.

2. Including measures of the sending high schools measurably improved the
accuracy of predicted grade point averages. Both the high-school-effects
model and the hierarchical linear model were able to explain an additional
6% to 7% of the variance in first-year grade point averages. In addition, the
models that included measures of the sending high schools more accurately
identified students who were at risk of poor grade performance.

3. Counter to expectations, the hierarchical linear model was not measurably
more accurate than the high-school-effects model at predicting first-year
grades. For the entire Fall 1999 cohort, the hierarchical model was less accu-
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rate than the high-school-effects model, and for at-risk students the hierarchi-
cal model was only slightly more accurate than the high-school-effects
model.

Care should be taken not to overgeneralize these results. The results are spe-
cific to a single research university and may not apply to other universities—
particularly other universities with different missions and student populations.
Moreover, the results of the present research may not be totally representative
of the institution in which the study was conducted. Only in-state students and
students from high schools that sent at least 20 students to the institution be-
tween 1996 and 1998 were included in the research. Including all students and/
or a broader range of high schools might have produced different results. The
generalizability of the findings were also limited by the predictors included in
the models. This is particularly true for the high school characteristics used in
the study. Whereas some measures (e.g., public versus private control) accu-
rately represented the high schools, other measures may not have accurately
reflected the quality and effectiveness of the sending high schools. The use of
mean ACT scores of enrolled students as a measure of school average ability is
a case in point. It is doubtful that the mean ACT score of students attending a
research university is a good indicator of school-average ability. Students attend-
ing the state’s elite public institution would, most likely, be among the very best
students at some of the high schools. Another basic limitation of this research
concerns the methods used to evaluate the three prediction models. Establishing
the accuracy of one model over another requires a controlled experiment in
which all students received the same academic support services (i.e., no educa-
tional intervention affected students’ grades). In this study, a controlled experi-
ment was not possible. Consequently, this study assumes that the effects of
students’ educational experiences represent a constant bias across all three mod-
els. This assumption was not tested and represents a limitation of the present
research.

Two other interrelated factors may have confounded the results of this re-
search. Combining the Fall 1996, Fall 1997, and Fall 1998 entering cohorts into
the model-development group, and using the Fall 1999 entering cohort as the
model-evaluation group, leaves open the possibility that cohort effects could
have influenced the predictive accuracy of the models. Although cohort effects
were relatively minor, the possibility remains that differences in the cohorts
could have influenced the findings of this study. A second possible confounding
factor in the study is grade inflation, a specific type of cohort effect. Although
first-year grade point averages were higher for the Fall 1999 cohort than for the
Fall 1996 cohort, the differences were relatively minor and not linear. Moreover,
grade inflation should have equally affected the predictive accuracy of all three
models.

Despite these limitations, the results of the present research do have important
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implications for institutional research and practice. First and foremost, this study
demonstrates that it is possible to use measures of student aptitude, high school
performance, and high school coursework to accurately predict students’ first-
year grade point averages. This finding is consistent with a substantial body
of empirical research (Mathiasen, 1984; Mouw and Khanna, 1993; Noble and
Sawyer, 1987, 1997; Pascarella and Terenzini, 1991; Willingham, 1985). Also
consistent with previous research is the finding that models based on aptitude,
performance, and coursework are not accurate predictors of poor academic per-
formance (Ramist, Lewis, and McCamley, 1990; Ramist, Lewis, and McCam-
ley-Jenkins, 1993). This finding should not come as a surprise given the evi-
dence that success in college has less to do with students’ precollege characteristics
than with the nature and quality of their college experiences (Pascarella and
Terenzini, 1991).

The results of this study also show that including measures of high school
quality and effectiveness in models of first-year grades substantially improves
the predictive accuracy of the models. In addition, the results of the present
study suggest that including measures of high school quality has the greatest
impact on the identification of at-risk students. The fact that some of the rela-
tionships between high school effectiveness characteristics and first-year grade
point averages were not consistent with previous research suggests that addi-
tional research is needed to clarify these relationships. In fact, it is possible that
the effects of sending high schools on grades are unique to each college and
university.

Initially, the finding that the hierarchical model was not a better predictor of
college grades than the high-school-effects model seemed surprising. Because
the hierarchical model better represents the nesting of students within high
schools, it is reasonable to expect that the hierarchical model would more accu-
rately account for the effects of high schools on first-year college grades. Care-
ful reflection suggests two reasons hierarchical models may not be superior to
a high-school-effects model in this instance. The first reason grows out of the
two distinct uses of multiple regression—prediction and explanation. When the
ultimate use of multiple regression is for prediction, the focus is on the accuracy
of the numerical value that is produced by the weighted linear combination of
variables in the model (i.e., Ŷ). When multiple regression is used for explana-
tion, interest turns to the contributions made by specific variables (i.e., bs) and
the statistical significance of those contributions. Violating the assumption of
independence of observations in the high school effects model may invalidate
significance tests for the effect parameters, but it does not threaten the validity
of the overall prediction (Ethington, Thomas, and Pike, in press).

The second reason a hierarchical model may not be superior to a high-school-
effects model grows out of the relationship between the two models. Porter and
Umbach (2001) noted that a multiple regression model with dummy variables
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representing level-2 units (e.g., high schools) is equivalent to a hierarchical
model in which the variance in intercepts across level-2 units is perfectly ex-
plained. Given that the hierarchical model was not able to account for all of the
variance among high schools using three measures of effective high schools, it
is unrealistic to expect that predictions based on the hierarchical model would
be more accurate than predictions based on the high-school-effects model.

Does this mean that a high-school-effects model will always be superior to a
hierarchical model? It does not. A hierarchical model may prove to be superior
to a high-school-effects model in at least two situations. First, a high-school-
effects model is only useful when students are from high schools that have been
included in the model previously. When a student is from a high school that
heretofore has not been included in the model, it is not possible to calculate a
predicted grade point average for that student. Because the hierarchical model
makes use of general high school characteristics to represent the effects of indi-
vidual high schools, it may be possible to calculate grade point averages for
students from new feeder high schools. Hierarchical models may also be more
useful than high-school-effects models when the relationships between criterion
and predictor variables differ by high school (i.e., there is an interaction between
high school and an independent variable, such as high school class percentile
rank). Although it is theoretically possible to represent these contingent effects
in a high school effects model using dummy-coded interaction terms, the proce-
dure can produce inaccurate and difficult to interpret results and significantly
reduces degress of freedom in the tests of the model (Stapleton, and Lissitz,
1999).

It is important to recognize that there are limits to the gains that can be made
by including additional precollege characteristics in a prediction model. As
Baird (1985) noted, as much as one half of the variance in students’ college
grades may be due to college characteristics and college experiences. College
characteristics that have been found to influence students’ grades include the
selectivity of the institution, the homogeneity of the freshman cohort, and grad-
ing practices at the institution (Baird, 1984; Pascarella and Terenzini, 1991;
Ramist et al., 1990, 1993). College experiences that may influence grades in-
clude academic major, quality of student effort, interaction with faculty and
peers, and the supportiveness of the campus environment (Cabrera et al., 1993;
Eimers and Pike, 1997; Pascarella and Terenzini, 1991; Pike, 1991). Many of
these factors can confound effects to predict students’ first-year grades based
on their precollege characteristics.

The results of this research also have practical implications for institutional
researchers and other university officials. For example, predictions of academic
success are frequently used as control variables by institutional researchers inter-
ested in evaluating the effects of a particular program, net the effects of entering
ability. The measure of entering ability will normally be based on an admission
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test score, measures of high school performance, and perhaps other variables.
The inclusion of high school attended, or characteristics of that high school, in
the prediction of entering ability can improve the accuracy of the control vari-
able, thereby providing more accurate assessments of program effectiveness.

Academic advisers also use information about the expected academic perfor-
mance of freshmen in planning programs of study that will maximize the likeli-
hood of student success. This information may also be useful to instructors in
tailoring classes to students’ capabilities. It is important that this information be
as accurate as possible, and this research demonstrates that taking into consider-
ation a students’ high schools improves the accuracy of information about their
abilities. This is particularly true for those students who may be most in need
of intrusive advising and classroom experiences that are tailored to their needs.

Knowledge about the effects of high schools may be useful at institutions with
selective admission policies. This information can be used in making admission
decisions aimed at enrolling a student body that will be successful. Of course,
the manner in which data about high schools are used needs to be formulated
with care because both the integrity if the admission process and positive rela-
tionships with sending high schools are at stake. In particular, the relationship
between high school and college personnel could be undermined by careless
communication. The potential sensitivity of the results of institutional research
on the effects of high schools should serve as a reminder that the research be
carried out with scrupulous care.

CONCLUSION

It may be, as Ewell and Jones (1991) claim, that success has replaced access
as the primary criterion by which colleges and universities are judged in the era
of the New Accountability. However, political and financial pressures continue
to impel colleges and universities, particularly state land-grant institutions, to
make higher education accessible to a growing number of Americans (Kellogg
Commission on the Future of State and Land-Grant Universities, 1997). If col-
leges and universities are to make progress toward the twin goals of access and
success, they must deliver effective support programs to students who are at
risk of performing poorly during their first year of college. Effective programs,
in turn, require delivering services to the students who need them. Because so
many different factors can affect students’ first-year grades, institutions must
make use of available information to improve the accuracy of their efforts to
target at-risk students. As this research demonstrates, high school does matter,
and institutions would be wise to incorporate information about sending high
schools in their targeting efforts.
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NOTES

1. Although hierarchical linear modeling is described as a two-step process, calculations of the
student-level and school-level effects are performed simultaneously (see Ethington, 1997).

2. To be admissible to a selective state institution, the state’s coordinating board requires that a
student’s ACT score percentile and high school class rank percentile sum to 120.

3. The HLM reliability coefficient is defined as the ratio of the variance in a parameter estimate across
level-2 units to itself plus error variance. Thus, the reliability coefficient represents the proportion
of variance in a level-1 parameter that is attributable to differences among level-2 units.

4. A complete list of the effect coefficients for individual high schools is available from the first
author.
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