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Abstract. The objective of this paper is to demonstrate the advantages of using hysteresial techniques in flow
control mechanisms. The work scenario consists of a server transmitting video information to a group of clients.
Each client stores the information in a buffer and then plays it back at a set consumption rate. To avoid “overflow”
or “underflow” in the buffer, the client sends control messages (feedbacks) to the server which order adjustments
in the transmission rate. Hysteresial techniques allow the minimization of this signaling traffic, even when there
are rapid fluctuations in the buffer occupation. As a first step, an analytical model is developed using Markovian
processes. This produces expressions of the most relevant parameters and allows the evaluation of the proposed flow
control mechanism. The Markovian model has been compared with the performance of a multimedia application
for video distribution, running in a real scenario. The results show that the model represents qualitatively the real
scenario and consequently validates the model usefulness.
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1. Introduction

Temporal synchronization and flow control are basic features for providing and guaranteeing
a satisfactory quality of service in multimedia communication systems [18]. The former
refers to temporal relationships between different media objects (video, audio, text, etc.).
Flow control allows a continuous playback, avoiding “underflows” and “overflows” in the
reception buffer of the client.

Temporal synchronization can be separated intointra-object synchronizationandinter-
object synchronization. The former refers to the temporal relationships between several
LDU’s (Logical Data Unit) [16] of the same information object. An example is the tem-
poral relationship between several frames of the same video sequence. For video, with a
rate of 25 frames per second, one frame should be represented every 40 ms in the video
visualization display. Figure 1 shows this synchronization requirement. Inter-object syn-
chronization refers to the synchronization of different media objects. Figure 2 represents
an example of the temporal relationships in a multimedia application which begins with a
video and audio sequence, and is synchronized with still images. Several techniques have
been proposed based on the establishment of a global time [3, 10, 12], and using feedbacks
[13, 14]. Hybrid systems based on the utilization of a global time and feedbacks have
also been proposed [5]. These mechanisms will execute resynchronization actions to avoid
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Figure 1. Intra-object synchronization.

Figure 2. Inter-object synchronization.

asynchronies larger than certain thresholds, which are detectable by the user during playback
[18].

With the aim of avoiding underflow and overflow, and therefore maintaining intra-object
synchronization, it is necessary to analyze the amount of delay introduced by the net-
work. Specifically,delay could be considered a measurement of the quality of service
(QoS) in multimedia systems. In these systems there are two types of delay—latency and
jitter. Latency is the delay between the generation of a signal—or retrieval from a storage
system—and playback. Jitter is the dispersion of the delay between consecutive LDU’s.
The importance of delay depends on, the kind of the network (with or without QoS guar-
antee); the application; and the information objects involved. Real-time applications like
video-conferencing require tight synchronization and small differences between capture;
coding; storing; transmission; reception; and playback. This time interval is usually less
than several tenths of a millisecond and the number of frames stored in the buffer is small,
in order to minimize this delay. Nevertheless, in information retrieval systems, like video-
on-demand, the main requirement is to reproduce the information at the same rate as the
original capture rate. In this case, the difference between the capture and playback could
be several seconds.

ATM networks which support multimedia services can use AAL-1 and AAL-5 levels to
guarantee QoS with regard to, delay, jitter, and loss probability,—and so provide CBR and
VBR services. Nevertheless, many current networks do not guarantee QoS, although in
the near future they will, and users will be able to ask for a connection with a guaranteed
QoS. Those connections with resource reservation will be more expensive than others.
Some examples of networks without a QoS guarantee are: the Internet, which provides
services known as “best-effort”, without bandwidth, latency, jitter, error rate and throughput
reservation; and also mobile networks—where there is no guarantee of available bandwidth
while a user moves between cells (hand-off).
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Audio is very sensitive to jitter, and the effect of random delays between consecutive
LDU’s is appreciable from the point of view of human perception. With video on the other
hand, repetition and suppression of a small number of LDU’s, and small random delays
between consecutive frames, have little impact on human perception.

However, in real-time applications like in video-conferencing, the transmission rate can
be highly variable—depending on the amount of movement and the quality of video. A
transmission buffer is used reduce this variation. In information retrieval applications like
video-on-demand, a constant transmission rate can be used because data is stored on disk. In
the receiver, a high buffer occupation will point to a higher transmission than playback rate.
A high playback rate could be caused by frames with a lot of motion video information, or
a deviation in the normal playback rate of the decoder. On the other hand, a low occupation
of the client buffer could be due to a slow transmission rate compared with the playback
rate, or the existence of network congestion. In [6]jitter rate is defined for continuous
objects like audio and video—as the time delay for original information playback caused
by overflow and/or underflow.Overflow jitter rateis defined as the time interval during
which data is lost because of overflow, andunderflow jitter rateis defined in a similar
way,—as the time interval during which no data is reproduced because of underflow. In the
first scenario, the user would notice a skip in reproduction, and in the second, a pause in
reproduction. Both effects will cause an asynchrony between audio and video, degrading
the quality of the presentation.

To solve the problem of delay and jitter in networks without a QoS guarantee, multimedia
clientsestimate the delayandcontrol the buffer statein order to maintain a continuous
playback flow. Therefore, clients send feedback messages to the server, in order to adapt
the transmission rate. To estimate delay mean and variance, a RTP/RTCP protocol [1], or
a geometric and window estimator [4, 11], can be used. In [6], a feedback protocol is used
for flow control and modification of the server transmission rate.

In figure 3, a complete flow control mechanism is described for applications based on the
retrieval of stored information in networks with unguaranteed QoS, like video-on-demand.
Once video information is captured, coded, and compressed, it is stored on disk, from
where the transmitter process will retrieve and transmit it at a constant rate and specified
quality. The transmission process could be considered as the most critical part of the system,
because the flow control mechanism will work over the transmission rate. The reception
buffer in the client peer should, in an ideal scenario, receive the data at a similar rate to
transmission, perhaps with an added delay and a random variation (jitter) due to the effects
of the network. Transmission and reception rates could be identical if resource reservation
and congestion control mechanisms are used on the network. This is not the case for
networks without a guaranteed QoS. Finally, the client plays back the frames with the aim
of maintaining intra-frame synchronization.

The flow control mechanism is based on the utilization of the reception buffer state in
order to modify the transmission rate. This feedbackward flow control scheme has several
advantages over a feedforward scheme [6]. One of the principal advantages of using a
feedback mechanism is that the information used for controlling the flow reflects with a
great deal of precision the quality of the service being received by the client. This is
because the client knows the exact state of the network and playback process without
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Figure 3. Generic diagram of flow control and congestion.

having to make any assumptions. Feedback control is based on the modification of the rates
of transmission. The existing buffer state is detected by the Buffer Control Process (BCP).
A high occupation of the client buffer will cause the client to send a feedback message to the
server in order to reduce the transmission rate. Also, a low buffer occupation will result in
a feedback message requesting an increase in the transmission rate. Nevertheless, it should
be remembered that a low buffer occupation could be due to network congestion, and an
increase of the transmission rate would be detrimental. A Congestion Estimation Process
(CEP) can be used to detect the existence of congestion. If congestion is detected, the same
feedback mechanism could be used but, instead of asking for an increase in the transmission
rate, the client could request—via the Dynamic Rate Shaping (DRS)—a decrease in the
quality of the images (possibly suppressing the high frequency components) [7], while
maintaining the transmission rate.

In summary, three possibilities exist when using the CEP and BCP processes:

(a) Detection of a high occupation of the reception buffer. In this situation, the server is
requested to reduce the transmission rate.

(b) Detection of a low occupation in the reception buffer, and the absence of congestion.
The client requests an increase in the transmission rate.

(c) Detection of a low occupation of the reception buffer and the existence of congestion.
The client requests a decrease in the quality of the kind of information (audio, video
or fixed images), but maintains the transmission rate in frames per second. For in-
stance, when embedded coding techniques are used, bits dropping mechanism could
be implemented.

In this paper we focus on the analysis and evaluation of the BCP process which controls
the flow control mechanism and the state of the client buffer.

The paper is organized as follows. In the second section, we explain qualitatively our
proposal for a flow control mechanism. In the third section, the flow control is formulated
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in terms of Markovian tools. The steady state probabilities are derived. The signaling
traffic, for adjusting the server transmission rate, and its transmission rate dispersion are
formulated in terms of steady state probabilities. The sojourn times operating at different
transmission rates are also derived. The analysis shows the trade-off between signaling
traffic and transmission rate dispersion. In Section 4 we show an illustrative example.
Section 5 validates the analytical model by comparing it with the results of a real scenario.
The paper ends with conclusions in Section 6.

2. Flow control mechanism

The proposed flow control mechanism to control the buffer state operates as follows
(figure 4). Assuming that the client buffer is initially empty, the client begins to receive
frames at a high rateλh. When the number of frames reaches the threshold L2, the client
triggers a message towards the server requesting a lower transmission rate, sayλm. The
strategy is repeated if the buffer occupancy reaches another threshold L4, i.e., the client
requests a new reduction in the transmission rate, say fromλm to λl . In the opposite way,
the client will order the server to increase the transmission rate when buffer occupancy is re-
duced. However, due to fluctuations in buffer occupancy, a “ping-pong” effect can happen.
That is, the “up” and “down” switching in the transmission rate can produce an over-
load in the signaling control traffic. To mitigate this phenomenon, two pairs of thresholds
(L1, L2), (L3, L4) are chosen, so that (0< L1< L2< L3< L4<N). As explained before,
if the upward transitions L2−1−>L2 and L4−1−>L4 produce respectively a change in
the transmission rateλh−>λm andλm−>λl , then the downward transitions L1<−L1+1
and L3<−L3+ 1 will produce the changesλh<−λm andλm<−λl respectively.

3. Analytical formulation

The Poisson frame arrival process is assumed for each client. The rate is state dependent
on the client buffer occupancy. The consumption frame rate is assumed to be exponentially
distributed. Using the input Poisson process and exponential distributions simplify the
analysis because of the inherent memorylessness. In real applications, the traffic could
be considered as periodically generated, and subject to a normal distribution delay when
traveling through a network. And finally, consumption—with a given playback rate—could
also be considered periodic. However, section 5 shows that the model captures the behavior
of a real system, and therefore validates our Markovian model.

Figure 4. Flow control mechanism and buffer occupancy.
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Table 1. Table of symbols.

λh, λm, λl Birth rates:high, mediumandlow. (LDU’s/s.)

µ Client consumption rate. (LDU’s/s.)

L1, L2, L3, L4 Client buffer thresholds.

qi , pi , ri Steady state probabilities.

α = µ
λh
; γ = λm

µ
;β = λl

µ
Relationship between rates.

φhm, φmh, φlm, φml Change request rate over the transmission rate. (switching/s.)

Thm, Tmh, Tlm, Tml Expected time between requests. (s./switching)

Ph, Pm, Pl Percentage of time working athigh, mediumandlow rates.

SThm(STmh) Mean residence time at(no) high rate. (s.).

Thm= STmh+ SThm

STlm(STml) Mean residence time at(no) low rate. (s.).

Tlm = STml + STlm

Figure 5. Markov process of the flow control model.

The system is characterized by a birth-death process.N is the client buffer capacity,
expressed in frames. Three birth rates are considered,high(λh), medium(λm) andlow (λl );
and a consumption rate (µ). Mediumrate is the nominal rate (Table 1).

The study of the flow control mechanism starts from the general scenario of two hystere-
sial areas, similar to [2]. Note that a scenario without hysteresis (L1= L2 −1 and L3=
L4−1), and a scenario with maximum hysteresis (L2= L3), considered in [6], are obtained
from our general study. Figure 5 shows the corresponding Markov process.

3.1. Steady state probabilities

Using the same methodology as [8], thesteady state probabilitiesqi, pi , and ri are obtained,
and then used for calculating those parameters (in Sections 3.1, 3.2, 3.3 and 3.4) which allow
us to evaluate the control mechanism. Choosing appropriates cuts (figure 6) we write the
corresponding flow equations:
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Figure 6. Cuts for the flow control equations calculus.

CUT 1:

λh · qL2−2 = µ · qL2−1+ λh · qL2−1 (1.L2− 2)

λh · qL2−3 = µ · qL2−2+ λh · qL2−1 (1.L2− 3)

λh · qL2−4 = µ · qL2−3+ λh · qL2−1 (1.L2− 4)

λh · qL1 = µ · qL1+1+ λh · qL2−1 (1.L1)

λh · qL1−1+ µ · pL1+1 = µ · qL1+ λh · qL2−1 (1.L1− 1)

λh · qL1−2+ µ · pL1+1 = µ · qL1−1+ λh · qL2−1 (1.L1− 2)

·
·

λh · q0+ µ · pL1+1 = µ · q1+ λh · qL2−1 (1.0)

CUT 2:

λh · qL2−1 = µ · pL1+1 (2.L2− 1)

CUT 3:

µ · r L3+2 = λl · r L3+1+ µ · r L3+1 (3.L3+ 2)

µ · r L3+3 = λl · r L3+2+ µ · r L3+1 (3.L3+ 3)

µ · r L3+4 = λl · r L3+3+ µ · r L3+1 (3.L3+ 4)

·
·

µ · r L4 = λl · r L4−1+ µ · r L3+1 (3.L4)

µ · r L4+1+ λm · pl4−1 = λl · r L4+ µ · r L3+1 (3.L4+ 1)

µ · r L4+2+ λm · pl4−1 = λl · r L4+1+ µ · r L3+1 (3.L4+ 2)

·
·

µ · r N + λm · pl4−1 = λl · r N−1+ µ · r L3+1 (3.N)
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CUT 4:

µ · r L3+1 = λm · pl4−1 (4.L3+ 1)

CUT 5:

µ · pL1+2 = λm · pL1+1+ µ · pL1+1 (5.L1+ 2)

µ · pL1+3 = λm · pL1+2+ µ · pL1+1 (5.L1+ 3)

µ · pL1+4 = λm · pL1+3+ µ · pL1+1 (5.L1+ 4)

·
·

µ · pL2 = λm · pL2−1+ µ · pL1+1 (5.L2)

µ · pL2+1+ λh · qL2−1 = λm · pL2+ µ · pL1+1 (5.L2+ 1)

µ · pL2+2+ λh · qL2−1 = λm · qL2+1+ µ · pL1+1 (5.L2+ 2)

·
·

µ · pL3+ λh · qL2−1 = λm · pL3−1+ µ · pL1+1 (5.L3)

µ · pL3+1+ λh · qL2−1+ µ · r L3+1 = λm · pL3+ µ · pL1+1 (5.L3+ 1)

µ · pL3+2+ λh · qL2−1+ µ · r L3+1 = λm · pL3+1+ µ · pL1+1 (5.L3+ 2)

·
·

µ · pL4−1+ λh · qL2−1+ µ · r L3+1 = λm · pL4−2+ µ · pL1+1 (5.L4− 1)

For simplicity, we will use the following notation:

α = µ

λh
; γ = λm

µ
; β = λl

µ

It is desirable that the system works at nominal rateλm as much of the time as possible.
Therefore, it is reasonable to assumeα < 1 andβ < 1, since those values force the system
to reside in statespi , for long periods of time. This parameter choice avoids high probability
of underflow (α < 1) and overflow (β < 1). The value ofλm is chosen to coincide with the
nominal consumption rateµ, and thereforeγ = 1.

To obtain the set of probabilitiesqi , ri andpi , we first insert the Eq.(1.L2− 2) in the Eq.
(1.L2− 3) to express the valueqL2−3 as a function ofqL2−1. In the same way, we insert
the Eq.(1.L2− 3) in the Eq.(1.L2− 4) to obtain the value ofqL2−4 in terms ofqL2−1. By
repeating this process and using the equations of Cut 2(2.L2− 1) we obtain the following
expressions forqi :

qi =
(

1− αL2−i

1− α
)
· qL2−1−

(
1− αL1−i

1− α
)
· α · pL1+1

=
(
αL1−i − αL2−i

1− α
)
· α · pL1+1, i = 0, 1, . . . , L1− 1 (1)
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qi =
(

1− αL2−i

1− α
)
· qL2−1 =

(
1− αL2−i

1− α
)
· α · pL1+1,

i = L1, L1+ 1, . . . , L2− 1 (2)

By adding these equations and applying some simple algebra operations we get the following
expression:

L2−1∑
i=0

qi = qL2−1 ·
(
(1− α) · (L2− L1)+ αL2+1− αL1+1

(1− α)2
)

= α · pL1+1

(
(1− α) · (L2− L1)+ αL2+1− αL1+1

(1− α)2
)

(3)

Following a similar process, and using the expressions of Cut 3 and Cut 4, we obtain the
following equations for the probabilities ofri :

ri =
(

1−β i−L3

1−β
)
· r L3+1=

(
1−β i−L3

1−β
)
· γ · pL4−1, i = L3+ 1, . . . , L4 (4)

ri =
(

1− β i−L3

1− β
)
· r L3+1−

(
1− β i−L4

1− β
)
· γ · pL4−1

=
(
β i−L4− β i−L3

1− β
)
· γ · PL4−1, i = L4, . . . , N (5)

The sum of the Eqs. (4) and (5) can be expressed as:

N∑
i=L3+1

ri = r L3+1 ·
(
(1− β) · (L4− L3)+ βN−L3+1− βN−L4+1

(1− β)2
)

= γ · PL4+1

(
(1− β) · (L4− L3)+ βN−L3+1− βN−L4+1

(1− β)2
)

(6)

Finally, with the flow equations of thepi probabilities and using Cut 5, Cut 2 and Cut 4,
we obtain the general equations for the probabilities ofp.

pi =
(

1+ γ i−L1

1+ γ
)
· pL1+1, i = L1+ 1, . . . , L2 (7)

pi =
(

1+ γ i−L1

1+ γ
)
· pL1+1−

(
1+ γ i−L2

1+ γ
)
· 1

α
· qL2−1

=
(
γ i−L1− γ i−L2

1+ γ
)
· pL1+1, i = L2+ 1, . . . , L3 (8)

pi =
(

1+ γ i−L1

1+ γ
)
· pL1+1−

(
1+ γ i−L2

1+ γ
)
· 1

α
· qL2−1−

(
1+ γ i−L3

1+ γ
)
· r L3+1
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=
(
γ i−L1− γ i−L2

1+ γ
)
· pL1+1−

(
1+ γ i−L3

1+ γ
)
·, γ · pL4−1,

i = L3+ 1, . . . , L4− 1 (9)

By adding Eqs. (7), (8) and (9), we get the following equation—which represents the sum
of the pi probabilities.

L4−1∑
i=L1+1

pi = pL1+1 ·
(
(1− γ ) · (L2− L1)+ γ L4−L1− γ L4L2

(1− γ )2
)

−γ · pL4−1

(
(1− γ ) · (L4− L3− 1)+ γ L4−L3− γ

(1− γ )2
)

(10)

Taking into account that the following equation has to be completed:

L2−1∑
i=0

qi +
L4−1∑

i=L1+1

pi +
N∑

i=L3+1

ri = 1 (11)

and substituting each summary in the previous equation for the expressions shown in (3),
(6) and (10), we obtain the first equation of our system.

pL1+1

(
α · (1− α) · (L2− L1)+ αL2+1− αL1+1

(1− α)2

+ (1− γ ) · (L2− L1)+ γ L4−L1− γ L4+L2

(1− γ )2
)

+ γ · pL4−1

(
(1− β) · (L4− L3)+ βN−L3+1− βN−L4+1

(1− β)2

− (1− γ ) · (L4− L3− 1)− γ + γ L4−L3

(1− γ )2
)
= 1 (12)

The second equation can be obtained from thepL4−1 probability obtained in expression
(9). From this equation, and using the equations of Cut 2 (Eq.(2.L2− 1)) and Cut 4 (Eq.
(4.L3+ 1)), we get the following:

pL4−1(1− γ L4−L3) = pL1+1(γ
L4−L2−1− γ L4−L1−1) (13)

By solving the lineal Eqs. (12) and (13) we obtain andpL1+1 and pL4−1. By successively
substituting the Eqs. (1), (2), (4), (5), (8) and (9), we obtain all of the state probabilitiesqi ,
r i and pi which are needed to calculate the parameters of the flow control mechanism.
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3.2. Signaling traffic

Change request rate over the transmission rate can be calculated from the previous state
probabilities. The change rate fromhigh to medium, coinciding with rate change from
mediumto high, is given by:

φhm= φmh= qL2−1 · λh = pL1+1 · µ (14)

Similarly, the change rate fromlow to medium, coinciding frommediumto low, is given
by:

φml = φlm = pL4−1 · λm = r L3+1 · µ (15)

Equivalently, the expected time between requests, for rate changes fromhigh to medium
(or frommediumto high) and frommediumto low (or from low to medium), is given by:

Thm= Tmh= 1/φhm= 1/φmh= 1/(qL2−1 · λh) = 1/(pL1+1 · µ) (16)

Tml = Tlm = 1/φml = 1/φlm = 1/(pL4−1 · λm) = 1/(r L3+1 · µ) (17)

3.3. Transmission rate dispersion

We considerλm as nominal transmission rate. The server simultaneously attends a total of
M number of users, which are statistically independent. It is desirable to operate with a
minimum dispersion from the nominal transmission rate. The probability thatMh clients
receive data with ahighrate,Mm with amediumrate andMl with alowrate (Mh+Mm+Ml =
M), is:

P(Mh,Mm,Ml ) = M !

Mh!Mm!Ml !
PMh

h · PMm
m · PMl

l (18)

Ph, Pm, Pl are respectively the probabilities, or time pecentages, of working athigh,medium
and low rates. They are given byPh =

∑
i qi , Pm =

∑
i pi and Pi =

∑
i r i . Obviously,

the difference between the number of clients working withlow andhigh rates should be
Z = |Mh − Ml | ≤ z, as shown by figure 7. We will denote the probability of this event as
Pr(Z ≤ z).

Bearing in mind figures 5 and 7, and for a fixed valuez, we see that Pr(Z ≤ z) (Eq. (19))
is smaller because the hysteresial areas are smaller. However, large hysteresial areas are
needed to reduce flow control signaling traffic. This trade-off is analyzed with illustrative
examples in Section 4.

Pr(Z ≤ z) =
∑

Mh+Mm+Ml=M
|Mh−Ml |≤z

P(Mh,Mm,Ml ) (19)
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Figure 7. Tridimensional plan of the conditionZ = |Mh − Ml | ≤ z.

3.4. Sojourn times

Similarly to [6], another interesting parameter is the expected time of residence in each
of the transmission rates,high, mediumand low. For example, the time elapsed between
transitions (L1+1−>L1) and (L2−1−>L2) (figure 8), can be calculated recursively
using [2]:

SThm= rc,L1(0, L2− 1) =
j∑

n=L1

rc,o(i, n) (20)

where,

rc,o(i, j ) = 1+ µ j ·rc,o(i, j − 1)

λ j
; j = i, i + 1, i + 2, . . .

(21)
rc,o(i, i − 1) = 0

Figure 8. Permanence states in high rate.



FEEDBACK FLOW CONTROL WITH HYSTERESIAL TECHNIQUES 319

Figure 9. Permanence states in low rate.

Similarly, the expected time between transitions (L4−1− >L4) and (L3+1− >L3)
(figure 9) can be calculated according to:

STlm = r L4,c(L3+ 1, N) =
L3+1∑
n=L4

ro,c(n, N) (22)

where,

ro,c(i, j ) = 1+ λi ·ro,c(i + 1, j )

µi
; i = j, j − 1, j − 2, . . .

(23)
ro,c( j + 1, j ) = 0

Let STmhbe the expected time from when the L2 state is reached until the transition between
L1+ 1−>L1 is executed (figure 10). This can be obtained by the observation of a cycle
(referred tohigh rate) of the regenerative process [15] shown in figure 11.

With the expected cycle time (Thm) andSThm, the expression ofSTmh is represented by:

STmh= Thm− SThm (24)

STml is denoted as the expected time from when the L3 state is reached until the transition
between L4−1−>L4 is executed (figure 12). This can be obtained using similar arguments
to the calculation ofSTmh.

Figure 10. Permanence states out of high rate.
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Figure 11. Cycle of the regenerative process refereed to high rate.

Figure 12. Permanence states out of low rate.

With the expression ofTlm calculated by using Eq. (14) andSTlm, thenSTml is represented
by:

STml = Tlm− STlm (25)

3.5. Thresholds selection

Looking at the figure 5 state transition diagram, we intuitively observe that the “underflow”
(E0) state probability is strongly controlled by the L1 threshold. This is due to its proximity
to stateE0 and to the choiceγ = 1. Therefore, this probability can be reduced by choosing
α < 1. A similar observation can be made with respect to the “overflow” (EN) state and the
L4 threshold. The choice ofβ < 1 is therefore recommended. Some refined procedures
could be used to choose L1 and L4. However, at first glance, the values proposed in [6], L1
= 0.1∗N, and L4= 0.9∗N, are chosen. The selection of L2 and L3 thresholds are made
according to the following criteria:

(c1) For an arbitrating client—to limit the mean number of requests per time unit for
changes of transmission rate.

(c2) Limit the probability Pr(Z ≤ z) to a given fixed value.
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Figure 13. State probabilities Pi.

4. Illustrative example

As in [6] we have chosen a buffer size ofN = 100 for each client, and a transmission rate
of λm = µ, λh = 1.5 · λm, λl = 0.5 · λm(α= 2/3, γ = 1, β = 1/2). The state probabilities
Pi = qi + pi + ri , ∀i , are shown in figure 13.

As expected, the probabilitiesPi for i < L1 andi > L4 are very small, which implies
that the “underflow” and “overflow” probabilities ofP0 andPN , are strongly controlled by
the thresholds L1 and L4 respectively, as well as theα andβ parameters. We also observe
the tendency for a major percentage of probability to concentrate in the central zone as
the hysteresial areas increase, i.e., as the distance L2− L1 + L4 − L3 increases. In the
scenario of no hysteresis (L2= L1+1= 11 and L3= L4−1= 89), the state probabilities
are more uniformly distributed. As the size of the hysteresial areas increase, for example
(L2= 30, L3= 70), the central state probabilities increase, with the most extreme situation
occurring when L2= L3 (L2 = L3 = 50).

On the order hand, figures 14 and 15 show the mean number of changes per second from
high to medium, and frommediumto low. Both plots coincide, because of the symmetry of
the threshold (L2− L1= L4− L3) and rate selection (λm=µ,λh= 1.5 · λm,λl = 0.5 · λm).
In both plots, the efficiency of using hysteresial techniques for flow control can be seen.
Without hysteresis (L2= L1+1= 11, L3= L4−1= 89), request messages are issued by
the client at a rate of 0.3 per second. But with values L2= 15, L3= 85, the rate is reduced
to the sixth part, and with a less appreciable reduction for larger hysteresial distances. For
the limit values of L2= L3 = 50, the rate change reaches a minimum of 0.014 switchings
per second.

Let l = L4− L3+ L2− L1 be the distance of the hysteresial area. Figure 16 represents
the rate change for every possible configuration, in terms ofl . We observe that the symmetric
configuration (L4− L3= L2− L1) reflects the minimum rate of changes. Figure 17 shows
the envelope of figure 16 for the symmetric scenario.
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Figure 14. Rate change from high to medium and vice versa.

Figure 15. Rate change from low to medium and vice versa.

The advantages of using hysteresial techniques can be also appreciated if the expected
time between changes is observed. Figures 18 and 19, similar to figures 14 and 15, represent
the time expected between requests for different values of L2 and L3. Figure 20 represents
the mean time between requests for every possible combination, and figure 21 shows the
best cases, i.e., the symmetric configurations (L2− L1 = L4 − L3). It can be observed
that while clients without hysteresis signal each 3.33 seconds, those clients with hysteresis
implemented at L2= L3 = 50, signal each 71.42 seconds. This proves the tremendous
effectiveness of the hysteresial mechanism.

Figure 22 shows the valuesSTmh, SThm, STml, STlm for different configurations. Those
values give us an idea of the time elapsed from when a rate is reached until it changes. It
can be observed that as the hysteresial area increases, the residence time inhigh(SThm) and
low (STlm) rates slowly increases. On the other hand, the residence time atmediumrate
increases considerably with the hysteresial distance.
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Figure 16. Number of switchings depending on the hysteretic distanced = L4 − L3 + L2 − L1.

Figure 17. Envelope of the values in figure 16.

Figure 23 plots the percentage of time during which the server transmits athigh,medium
and low rates for each client. We observe that, as the hysteresial area decreases, the
probability of the server transmitting at medium rate (nominal) increases. The best case
is when there is no hysteresis (L2= L1 +1 = 11, L3= L4 −1 = 89). Figure 24 shows
the time elapsed by the server operating at each rate, in terms of buffer sizeN, choosing
as thresholds L1= 0.1∗N, L2= 0.3∗N, L3= 0.7∗N y L4 = 0.9∗N, and where the buffer
size changes from 1 second (N = 25) to 10 seconds (N = 250). This demonstrates that as
the buffer size increases, the probability of finding the server transmitting at amediumrate
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Figure 18. Mean time between changes from high to medium rates and vice versa.

Figure 19. Mean time between changes from low to medium rates and vice versa.

also increases, and the probability of finding it transmitting atlow or high rates decreases.
Finally, for M = 10 clients, figure 25 represents the probability of|Mh−Ml | ≤ 3. Results
provide a general view of the effect of hysteresis over this second criterion (c2 Section 3.4)

If only the first criteria were used, (c1 Section 3.4), we would require that L2= L3
= 50—a proposal which coincides with [6]. Nevertheless, this selection coincides with
a minimal probability of non-dispersion Pr(Z ≤ z). To maximize this, we must select a
scenario with L2= L1+ 1 and L3= L4− 1, as this would provide a maximized switching
rate. It can be seen that with a small increase (decrease) of L2 (L3), an excellent compromise
between the two considered criteria is achieved—as the knee of figures 14 and 15 shows.
For example, with L2= 15 and L3= 85, the number of rate changes decreases to the sixth
part of the maximum value, while the non-dispersion probability Pr(Z ≤ z) is reduced by
only approximately 5%.
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Figure 20. Mean time between changes depending on the hysteretic distancel = L4 − L3 + L2 − L1.

Figure 21. Envelope of the values in figure 20.

5. Model validation

In the previous section the performance results, using the hysteresis technique, were pre-
sented. These results verify that the signalling reduction effect is satisfactory and valid to
implement flow control in a completely generic environment. With the aim of testing the
results in a real scenario, we have developed a multimedia application for video distribution
over Internet. This application is integrated in the WWW, and has been designed to guar-
antee multimedia signaling and flow control. The application has been developed using
ActiveX and DirectShow API tool.
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Figure 22. Permanence mean times.

Figure 23. Percentage of time in low, medium and high rates.

Figure 24. Percentage of time in low, medium and high rates depending onN.
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Figure 25. No dispersion probabilities.

In figure 26 are shown the architecture and elements which compose the system. The
main parts of the system are the multimedia server and the client stations. The multimedia
server is in charge of storing the information (video, text, audio, etc.) which will be playback
lately by the client stations. A WWW server was used as multimedia server, running on a Sun
Sparc workstation. The multimedia files were stored using the MPEG and AVI compression
formats. The access to the files is achieved by a single request to an URL address, which
makes reference to the multimedia server. From the point of view of the playback all
the client stations add the same ActiveX control, which provide the typical playback and
visualization options (play, stop, forward, reverse, pause, etc.). Nevertheless, from the flow
control point of view, it is possible to distinguish between two kinds of applications: server
and clients. The server has the property of changing its transmission rate depending on the
control information feedback sent by each client. The transmission and consumption rates

Figure 26. System architecture.
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Figure 27. Reduction in the signaling traffic (real results vs. analytical model).

have been assumed to be constant with the following values:λh = 22.5; λm = 15; λl = 7.5;
andµ = 15 frames per second. The buffer size isN = 20 LDU’s, and the threshold values
are L1= 2, L4= 18. Both L2 and L3 are variables. The file used for the measurements
was 5 Mbytes in length.

To validate our flow control model, we have considered two parameters: signaling traffic
[6] and quality subjective evaluation [17]. Regarding signaling traffic, in figure 27 we
qualitatively compare our results with results obtained by applying the analytical model.
Clearly, the maximum number of changes in the transmission rate is achieved when no
hysteresis is used at all—the first point in the graphics. With minimal hysteresial areas, the
maximum value reduction is respectively around 40% and 50% for the real and analytical
models. Less spectacular savings in signaling traffic are achieved when L2− L1 = L4 −
L3 = 3: around 25% and 38% respectively. We observe that the analytical model shows a
smaller reduction in signaling than the real scenario. This is because the random variables
in the real scenario have less standard deviation than the exponential distributions implicitly
assumed in the analytical model showing lower limits in the signaling load reduction.

With regard to subjective evaluation, the evaluation of the synchronization protocol and
flow control mechanism could be done using human perception of a multimedia presenta-
tion. This evaluation consists in the execution of several psycho-physic experiments (since
multimedia presentations are generally directed to a human observer) which allow the
subjective measurement of the quality of multimedia applications, and indirectly the per-
formance of the synchronization protocol and flow control mechanism. The effects of delay,
jitter, clock drift and the effect of the actions taken by the protocol should be considered.

The experiments and results obtained in [17] have served as a guide to design the mea-
surement platform, and to develop the tests that had to be filled by the enquired. To carry
out the subjective evaluation, a random population sample was chosen, trying to keep it
balanced using the following variable or condition:

• Multimedia systems users.
• Multimedia systems non-users.
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Figure 28. Video valuation.

Regarding the size of the population sample in subjective evaluation it is highly variable in
the different studies analyzed by the authors. In the following results 20 people were used to
carry out the experiments, 7 women and 13 men. None had done neither any psycho-physic
experiment nor any study about multimedia applications.

The experiment consisted in the valuation of the application quality and compares several
multimedia presentationswith andwithout the execution of the flow control and synchro-
nization protocols, and also in theideal situation in which there was no underflow or
overflow. Figure 28, represents the assessment of the quality measured using a scale in
which 1 means “very bad” and 5 “very good”, and the percentage corresponds to the people
choosing that option. First of all it should be highlighted the clear difference that exists
when the protocols are used or not (and the overflow and underflow is not avoided). In
the late situation, all the subjects have evaluated the sequence with the worst quality. On
the other hand, the achieved results with the synchronization and flow control protocols
indicate the good performance of the mechanism. This means that the actions executed by

Figure 29. Maximum, minimum and mean of the video valuation.
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the protocols have minimized the possibility that the subjects could perceive any disturbing
effect.

In figure 29, the mean, minimum and maximum values are shown. It could be observed
that the multimedia presentations with the protocols have a similar mean value to the mean
value of the multimedia presentations completely synchronized and without overflow and
underflow, although it is obvious that the values are not exactly so good.

6. Conclusions

For multimedia environments, we propose a flow control mechanism with hysteresis. The
server receives the messages sent by the client in order to change the transmission rate. The
decision to change the transmission rate is made according to the occupancy of the client
buffer. To this end, two pairs of thresholds (L1, L2) and (L3, L4) have been used. L1 and
L4 directly impact the underflow and overflow of the buffer. While L2 (>L1) and L3 (<L4)
control the mean number of messages sent to the server.

When no hysteresis is used, L2− L1= 1 and L4− L3= 1, a maximum signaling rate is
registered. A drastic saving is obtained when L2− L1 = 2 and L4− L3 = 2. The bigger
the hysteresial areas (L2− L1 > 2 and L4− L3 > 2) the less significant is the reduction.

When several clients are served by the same server, a minimum transmission rate dis-
persion is achieved by not using hysteresis. However, the use of minimal hysteresial areas
(L2 − L1 = 2, L4− L3 = 2) does not significantly affect the dispersion rates—therefore
obtaining a good compromise.

The analytical model has been compared with the results obtained by the measured
performance in a real scenario. The conclusion is that our model captures the qualitative
behavior of the real scenario. Therefore, our model can be used as an initial tool to evaluate
the performance of real multimedia systems.

Other work in progress is the development and integration of the flow control and synchro-
nization protocols with the widely used Internet RTP/RTCP and its performance evaluation
when working in cooperation with the RSVP.
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