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Abstract. This paper describes a progressive data compression algorithm for subsea gray-level image (data)
transmission through a low rate ultrasonic link in a telerobotics system. The proposed image compression algorithm
is based on JPEG, and has been modified for a specific subsea application, where the communication bit rate is
confined to 100–200 bits/s and a frequent updating of reconstructed images is required.

The experimental result based on 23 real images shows that the proposed image data compression algorithm
performs better than JPEG when images are reconstructed from a small amount of data. The transmission error
effect and computational complexity have also been analysed with respect to the proposed algorithm.
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1. Introduction

Image compression and transmission are extremely
useful in telerobotic applications, because the human
operator depends to a great extent on visual informa-
tion. This paper presents a progressive image compres-
sion algorithm, which is specially designed for trans-
mitting image data through a low-rate ultrasonic link
in subsea telerobotic application.

The research reported here was conducted in close
collaboration with a subsea telerobotics research pro-
gram at the Norwegian Institute of Technology, named
MOdel-BAsed TELeoperation of a subsea vehicle over
a narrow band communication link(MOBATEL) [1].
The objective of the MOBATEL program is to develop a
free swimming (untethered) underwater vehicle with 6
degree-of-freedom, capable of operating at great depths
for such applications as inspection, data collection,
handling of objects, teleoperated assembly of equip-
ment and simple machining operations, among others.
The main problem to be dealt with in MOBATEL is
the elimination of any cable for communication, thus
confining the communication channel to an ultrasonic
link with a rate of approximately 100–200 bits/s.

There are many image compression algorithms
available [2], ranging from lossless to lossy; from spa-
tial domain to transform domain. Image compression
algorithms can also be classified according to the image
to be processed, such as colour or gray-level images,
still images or moving image sequences.

When an image sequence is coded, the redundancy
between image frames can be further reduced, in ad-
dition to the redundancy reduction between pixels. In
MOBATEL, due to the narrow communication band-
width and consequently the low frame rate, successive
image frames will differ significantly. Consequently,
techniques for compressing moving image sequences
are of low utility due to the low interframe correlation.

When compressing and transmitting a still image, a
progressive algorithm enables an approximate image
to be built up quickly and the details to be transmitted
progressively. In MOBATEL, subsea images must be
transmitted to a human observer over a 100–200 bits/s
ultrasonic link. Obviously, since the transmission time
is long and a quick operator interaction is required, a
progressive compression technique is useful.

In this paper a new progressive image compression
algorithm, MOPIC (MOBATEL Progressive Image
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Compression) algorithm is presented, which empha-
sizes:

(1) The reconstruction of images from a few data.
This is desired by the narrow bandwidth limita-
tion and fast system response requirement. We
especially emphasize the reconstruction of images
from several hundred bytes of data.

(2) Updating the reconstructed image with a small
amount of data. For visual communication, a
slow channel generally refers to a typical band-
width of 64 k bits/s (e.g., a telephone line). When
a progressively compressed image is transmitted
through such a channel, 2 k bits of data per updat-
ing, which is equivalent to an updating frequency of
32 Hz, is sufficient for human interaction. Higher
frequency will not improve the operational perfor-
mance. In MOBATEL, less data per updating is
required. For example,a 2 k bits updating is equiv-
alent to a frequency of 0.05 Hz on a 100 bits/s
channel, which obviously is too low for a human
operator to properly interact with the system.

2. The MOPIC Algorithm

The MOPIC algorithm is illustrated in Fig. 1. In gen-
eral, a 256×256-pixel image is used as a source image
and it is sent to a Forward Discrete Cosine Transform
(FDCT). The FDCT coefficients are first quantized by
a coarse quantizer. The output of the first quantizer is
entropy coded and transmitted.

With a finer quantization table, the second quantizer
quantizes the residue from the first one. The output of
the second quantizer is also entropy coded. The third
quantizer takes the residue from the second one, and
so on for thei th quantizer. For transmission, the coded
data from thei th quantizer follow the coded data from
the(i − 1)th quantizer in a data stream.

2.1. The FDCT and Quantization

The FDCT is given as following [3]:

C(u, v) = α(u)α(v)
N−1∑
x=0

N−1∑
y=0

f (x, y)

· cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y+ 1)vπ

2N

]
(1)

where f (x, y) is a source image,x, y = 0, 1, 2,
. . . , N − 1, (N = 256)

α(t) =
√

1

N
for t = 0

α(t) =
√

2

N
for t = 1, 2, 3, . . . , N − 1

Following the FDCT is the quantization process.
A quantizer accepts the output of the FDCT, or the
residue from the previous quantizer (Fig. 1). Each of
the 256× 256 input elements is uniformly quantized
via a quantization table. A midtread uniform quantizer
is used, as shown in Fig. 2(a). Since most high fre-
quency FDCT coefficients are very small and produce
zero outputs via a midtread quantizer [4], we thus avoid
large amounts of high frequency noise at the early stage
of image reconstruction.

In particular, quantization is defined as the division
of each input element by its corresponding quantization
step size, followed by a rounding to the nearest integer,
as shown in the following equation:

F Q(x, y) =
[

F(x, y)

Q(x, y)

]
(2)

wherex, y are coordinates,Q(x, y) is quantization step
size,F(x, y) andF Q(x, y) are input and output values
of a quantizer, and [ ] denotes rounding to the nearest
integer.

All the quantizers use different quantization tables,
and each quantization table is used in both quantiza-
tion and de-quantization process (Fig. 1). In principle,
the design of quantization tables in MOPIC takes the
following rules into account:

(1) The quantization tables are rotation invariant
around the DC coefficient. That is the quantiza-
tion step value at position(x, y) depends only on√

x2+ y2. A coarse quantization step at(x, y)
will introduce large quantization distortion at the
frequency and direction indicated by(x, y). Note
that since the subsea vehicle in MOBATEL has
6 degree-of-freedom, images can be acquired at
various camera orientations. And also because
these images are square, the frequency distribution
of image distortions can not be specified a priori.
We therefore justify the isotropic distribution of
quantization error with respect to image coordi-
nates.
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Figure 1. An overview of the MOPIC algorithm.

(2) Low frequency coefficients are quantized more
finely than high frequency coefficients, since hu-
man eyes are more sensitive to the variation of low
frequency [5].

(3) The coarsest quantization step size must be large
enough, and the difference in step sizes between
two successive quantization processes must be
small enough to guarantee that the quantizer out-
puts will not be so large that they exceed the input
range of the following entropy coding process.

In practice, based on extensive experiments with un-
derwater images, a simple quantization table design is

given as:

Q1(x, y) = 100· (√x2+ y2+ 1
)

(3a)

Q2(x, y) = 10 · (√x2+ y2+ 1
)

(3b)

Q3(x, y) =
√

x2+ y2+ 1 (3c)

whereQ1(x, y), Q2(x, y), andQ3(x, y) are step size
values of quantization tables at position(x, y) in the
first, second, and third quantization passes respectively.
More quantization passes can be assigned if higher im-
age quality is required.
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Figure 2. Uniform quantizer characteristic.

Figure 3. The zig-zag sequence employed in scanning the trans-
formed image. Note that the origin is at the upper left.

2.2. The Zig-Zag Sequence and Entropy Coding

After quantization, the quantized coefficients are
scanned according to the “zig-zag” sequence [6], as
shown in Fig. 3. This ordering facilitates entropy
coding by scanning low-frequency coefficients be-
fore high-frequency coefficients. Hence the prin-
cipal coefficient can be transmitted and recovered
first.

The final step in the encoder process is coding, where
lossless compression is achieved by encoding the quan-
tized FDCT coefficients more compactly based on their
statistical characteristics. In MOPIC, the entropy cod-
ing consists of two steps, similar to JPEG [7]. The first
step converts the zig-zag sequence of quantized coeffi-
cients into an intermediate sequence of symbols. The
second step converts the symbols into a compressed
data stream.

In the intermediate sequence, each non-zero coef-
ficient is represented in combination with the “run-
length” (consecutive number) of zero-valued coef-
ficients which precede it in the zig-zag sequence.
Each such runlength/non-zero-coefficient combination

is represented by a pair of symbols:

symbol-1 symbol-2

(runlength, size) (amplitude)

Symbol-1 represents two pieces of information,
runlength and size. Symbol-2 represents a
single piece of information designatedampli-

tude, which is simply the amplitude of the non-
zero coefficient. runlength is the number of
consecutive zero-valued coefficients in the zig-zag se-
quence preceding the non-zero coefficient being rep-
resented.size is the number of bits used to encode
amplitude.

In MOPIC, each symbol-1 is encoded with a
Variable-Length Code (VLC) from a Huffman ta-
ble, which is predetermined based on the statistics
of the quantized FDCT coefficients. The Huffman ta-
bles, one for each quantization pass, are generated us-
ing the procedure introduced in [5]. Each symbol-
2 is encoded with a “Variable-Length Integer” (VLI)
code. The structure of the symbol-1 and symbol-
2 intermediate representation, as well as the detail
VLC and VLI coding procedures, are discussed in [5]
and [7].

2.3. Entropy Decoding, Dequantization and
Inverse DCT

In MOPIC’s image reconstruction process, the entropy
decoding and dequantization are the inverse processes
of the entropy coding and quantization in the compres-
sion stage. Identical Huffman and quantization tables
are used in both image compression and reconstruction
processes. The entropy decoding and dequantization
processes are shown in Fig. 1.

An example of DCT and quantization is illustrated
in Fig. 4. Note that Fig. 4 describes only the first quan-
tization pass and the quantization table is generated by
Eq. (3a). In the second quantization pass, the quan-
tizer accepts the residue of the quantizer in the first
pass, that is the difference of the FDCT coefficients
and the denormalized quantized coefficients as shown
in Fig. 4.

Following entropy decoding and dequantization is
the Inverse DCT (IDCT). A special iterative IDCT
scheme is used to achieve a higher refresh frequency
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Figure 4. DCT and quantization examples.

for image reconstruction. In particular, the IDCT is
given as following [3]:

f (x, y) =
N−1∑
u=0

N−1∑
v=0

α(u)α(v)C(u, v)

· cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y+ 1)vπ

2N

]
.

(4)

Assume that at timeT the recovered DCT co-
efficients and the reconstructed image are denoted by
CT (u, v) and fT (x, y) respectively. At timeT ′ =
T + 1T , when one more intermediate symbol pair is
received, the recovered DCT coefficients and the recon-
structed image are denoted byCT ′(u, v) and fT ′(x, y)
respectively. From the preceding assumption, we have
the following equation:

CT ′(u, v) = CT (u, v)+4(u, v), (5)

where1(u, v) contains only one non-zero elementd
at position(m, n), which is determined by the previous
entropy decoding step.

Therefore, we have:

fT ′(x, y) =
N−1∑
u=0

N−1∑
v=0

α(u)α(v)CT ′(u, v)

· cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y+ 1)vπ

2N

]

=
N−1∑
u=0

N−1∑
v=0

α(u)α(v)CT (u, v)

· cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y+ 1)vπ

2N

]

+
N−1∑
u=0

N−1∑
v=0

α(u)α(v)1(u, v)

· cos

[
(2x + 1)uπ

2N

]
· cos

[
(2y+ 1)vπ

2N

]
(6)

Since1(u, v) contains only one non-zero elementd
at position(m, n), we can obtain the following IDCT
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scheme for progressive image reconstruction:

fT ′(x, y) = fT (x, y)+ α(m) · α(n) · d

· cos

[
(2x+ 1)mπ

2N

]
· cos

[
(2y+ 1)nπ

2N

]
.

(7)

In iterative structure, we have:

fk(x, y) = 0 k = 0 (8a)

fk(x, y) = fk−1(x, y)+ α(mk) · α(nk) · dk

· cos

[
(2x+ 1)mkπ

2N

]
· cos

[
(2y+ 1)nkπ

2N

]
k = 1, 2, 3, 4, . . . (8b)

wherek is the number of received intermediate symbol
pair,dk is the value of the non-zero DCT coefficient in
thekth intermediate symbol pair, andmk andnk are its
coordinates respectively.

2.4. Summary

The MOPIC algorithm is progressive and DCT-based.
In principle, it follows the Baseline method of JPEG
[7] with the following modifications:

(1) In JPEG, an 8× 8 quantization table, which
can be generated for each image, is included
in the compressed data stream. Such a feature
can improve image quality in the final stages of
progressive transmission since the quantization
takes statistical features of the image into ac-
count. MOPIC uses a fixed 256× 256 quan-
tization table in order to achieve better image
quality at the outset of the image reconstruction
process.

(2) In order to make the minimum meaningful data
unit small and achieve high update frequency
consequently, MOPIC simultaneously employs
successive quantization and progressive frequency
updating. That is, the low frequency coefficients
(to which human eyes are more sensitive) are
given higher priority for transmission than high fre-
quency coefficients, and the more significant bits
are transmitted first.

(3) In MOPIC, a 256×256-pixel image is processed as
a single image block. In contrast, JPEG divides an

image into 8× 8-pixel blocks. This modification
reduces the correlation between image blocks. Ad-
ditionally, by processing the entire image as one
block, one avoids JPEG’s blocking effect, which
degrades the quality of images reconstructed from
a few data, as shown in Fig. 6.

3. Experiment

The MOPIC algorithm, which is presented in the pre-
vious section, was tested on 23 real images, including
both underwater and land images. The test images are
shown in Fig. 5.

The experimental quantization tables are given by
Eq. (3), while the Huffman tables are obtained using
the statistics of the test images. Experimental results
are recorded in Table 1 in terms of data size for image

Table 1. The SNR values obtained from the MOPIC
algorithm.

Data/ 100 200 400 800 1600 3200
image bytes bytes bytes bytes bytes bytes

sea1 19.4 20.4 21.4 22.1 22.7 24.0

sea2 20.8 22.4 23.5 23.9 24.7 26.0

sea3 17.9 19.0 20.1 21.0 21.5 22.6

sea9 23.0 24.2 25.4 26.1 27.4 30.3

sea10 19.6 22.0 23.5 24.1 25.0 26.7

sea11 20.8 22.7 26.4 27.4 29.7 33.3

sea12 19.8 21.6 22.9 23.9 24.9 27.2

sea13 22.3 25.1 26.5 27.4 28.9 31.4

sea14 18.5 18.8 19.4 20.2 20.4 21.3

sea4 16.6 17.4 18.6 20.0 19.8 21.5

sea5 19.4 19.9 20.5 21.3 21.8 23.1

sea6 17.8 19.2 20.2 21.0 21.5 22.7

sea7 19.3 20.3 21.3 21.7 22.2 23.3

sea8 22.1 22.9 23.5 23.9 24.6 25.8

Lena 15.1 16.8 18.8 20.9 21.7 23.2

Church 21.5 22.7 23.8 23.8 24.8 26.4

Olab1 20.1 21.9 23.6 24.4 25.5 27.1

Olab2 19.3 21.3 23.3 24.2 25.4 27.0

Mlab1 21.3 23.2 25.1 25.8 27.1 30.0

Mlab2 20.9 23.2 25.3 25.5 26.8 29.7

Mlab3 21.0 23.2 26.8 27.8 30.0 32.4

Mlab4 20.7 23.1 25.5 26.7 28.6 31.8

Mlab5 23.4 26.0 28.1 29.5 31.9 34.9
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Figure 5. The test images.
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Table 2. The SNR values obtained from the JPEG method.

Image SNR/data size in bytes

sea1 17.8/542 22.4/949 24.3/1397 26.9/2412 29.3/3970 32.9/7693

sea2 18.8/508 23.3/783 25.3/1134 28.0/2009 30.4/3309 34.2/6334

sea3 17.6/561 21.9/1014 23.7/1487 26.2/2465 28.5/4141 32.0/8293

sea9 18.3/515 23.6/716 26.6/1035 29.4/1941 31.7/3460 34.5/6912

sea10 17.5/552 22.9/847 24.6/1305 26.6/2460 28.5/4850 30.8/9179

sea11 21.9/521 26.2/686 28.3/875 31.2/1459 33.5/2524 36.4/5369

sea12 17.6/532 22.9/887 25.2/1424 27.9/2620 30.4/4542 33.3/8547

sea13 18.2/517 24.6/691 27.0/958 29.7/1769 31.8/3196 34.4/6642

sea14 16.3/574 20.9/1029 22.6/1538 24.4/2623 26.1/4551 28.3/9583

sea4 16.4/588 20.8/1272 22.7/1980 24.8/3094 27.4/5603 30.8/10234

sea5 16.4/529 20.9/1020 22.8/1876 25.4/3665 28.1/6208 31.7/10823

sea6 16.4/548 21.1/1046 22.9/1705 25.3/3140 27.8/5398 31.4/9867

sea7 17.3/542 22.1/907 23.8/1322 26.1/2358 28.5/4183 31.9/8324

sea8 17.5/518 23.3/734 25.2/1036 27.4/1844 29.7/3243 33.3/6543

Lena 16.4/633 21.9/1283 23.8/1979 26.3/3197 28.4/5002 31.5/8736

Church 19.8/506 23.5/687 24.7/953 26.1/1730 27.0/3097 28.9/7863

Olab1 17.5/548 22.9/837 24.7/1250 26.5/2379 28.1/4499 30.0/9209

Olab2 17.7/549 22.7/862 24.5/1302 26.3/2461 27.8/4678 29.7/9205

Mlab1 18.0/532 25.6/729 28.3/892 30.9/1304 32.9/2059 34.7/4223

Mlab2 17.5/528 25.5/722 28.1/876 30.4/1311 31.8/2027 33.3/4049

Mlab3 17.1/523 25.9/689 28.4/871 31.1/1316 32.9/2099 34.4/4313

Mlab4 17.2/537 25.5/770 28.3/977 30.9/1486 32.9/2369 34.7/4783

Mlab5 18.4/513 26.7/661 29.5/807 32.6/1173 34.9/1845 36.7/3586

reconstruction and the signal-to-noise ratio (SNR).
The SNR is defined as following [9]:

SNR= 10 · log10

(
2562

MSE

)
(9)

where MSE is the mean square error between the orig-
inal and the reconstructed images.

Two pictorial illustrations of the progressive im-
age reconstruction processes are shown in Fig. 6.
Each image sequence contains five intermediate
images.

For purposes of comparison, the test images shown
in Fig. 5 were also encoded by JPEG. The JPEG soft-
ware release 3 was used, which was proposed and im-
plemented by the JPEG Group [8]. The experimental
results pertaining to JPEG are recorded in Table 2.
Two pictorial illustrations of the JPEG images are also
shown in Fig. 6.

The performance of JPEG and MOPIC in terms of
image data size and SNR are shown graphically in
Fig. 7. Based on SNR, the MOPIC algorithm performs
better when images are reconstructed from a small
amount of data. This meets the MOBATEL require-
ment. JPEG performs better when images are recon-
structed from a large amount of data. This result is ex-
pected, since JPEG is designed for high quality image
reconstruction.

JPEG and MOPIC exhibit equal (average) SNR
when images are reconstructed from approximately
1000 bytes of data. Figure 6 demonstrates clearly that a
small amount of data (less than 1000 bytes) can be used
to construct useful images. For example, the image re-
constructed from 400 bytes of data, which is shown in
Fig. 6, can tell a human operator whether a pyramid is
in the image and from which direction the pyramid is
viewed. Such information is very useful for the navi-
gation of subsea vehicles.
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Figure 6. A pictorial comparison of MOPIC and JPEG algorithms.
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Figure 7. The performances of the JPEG and MOPIC compression
algorithms using the images in Fig. 5.

4. Computational Complexity

By considering an image as a single block, MOPIC
avoids the blocking effect and reduces the correlation
between blocks (refer to Section 2.4), at the cost of
increasing the DCT’s computational complexity. In
MOBATEL, as well as in many robotic systems, com-
putational complexity is key to real-time performance.

In particular, given a 256× 256-pixel image trans-
formed by the 2D fast DCT algorithm [9], the compu-
tational complexity of the DCT is give by:

µM = 3

4
· N2

M · log2 NM (10a)

αM = 3 · N2
M · log2 NM − 2N2

M + 2NM (10b)

when the image is processed as a single block, where
µM andαM denote the number of multiplications and
additions respectively, andNM = 256 is the block size
in MOPIC.

When such an image is divided into(256/8)2 = 322

pixel blocks as in JPEG, the computational complexity
of the DCT becomes:

µJ = 322 ·
(

3

4
· N2

J · log2 NJ

)
(11a)

αJ = 322 · (3 · N2
J · log2 NJ − 2N2

J + 2NJ
)

(11b)

whereµJ andαJ denote the number of multiplications
and additions in JPEG respectively, andNJ = 8 is the
block size in JPEG.

Examining Eqs. (10) and (11), we can obtain:

µM

µJ
=

3
4 · N2

M · log2 NM

322 · ( 3
4 · N2

J · log2 NJ
) = 2.67 (12a)

αM

αJ
= 3 · N2

M · log2 NM − 2N2
M + 2NM

322 · (3 · N2
J · log2 NJ − 2N2

J + 2NJ
) = 3.04

(12b)

Therefore, compared to JPEG, MOPIC increases
the computational complexity of the DCT by 1.67
times and 2.04 times in multiplication and addition
respectively. The experiments [9] show that the ex-
ecution time of DCT is about 500 ms on the HP 730
workstation whenN equals to 256. It is feasible to
consider a 256× 256 pixel image as a single block
for image compression, since in most cases, image
transmission through an ultrasonic link requires trans-
mission time of 16 to 128 seconds, (corresponding re-
spectively 200 bytes and 1600 bytes of data through
an 100 bit/s channel). Consequently, a time delay of
several hundred milliseconds is not significant.

5. Transmission Error Effects

In the previous sections, the performance of the MOPIC
algorithm was analysed under the assumption that the
coded data is accurately transmitted to the decoder.
However, in practice, the transmission error effect has
to be taken into account, which is especially true in an
ultrasonic communication channel.

The most important performance parameter of a
digital channel is the bit error rate [4]. Actual bit error
rate can range from 10−2 to 10−8. The telemetry system
to be used in MOBATEL for underwater communica-
tion has a bit error rate less than 10−6 [10]. Although
bit errors in some cases are non-random and clustered
in time, in general, a simple model of independent ran-
dom errors can be used.

If the binary code used in the transmission system is
known, such as thenatural binary code, or the folded
binary code[4], a bit error can be converted into chan-
nel output errorc(n), as follows. Referring to Fig. 8,
note that in the presence of transmission error, the re-
constructed output signaly(n) will include the effects
of both quantization errorq(n) and channel errorc(n),
resulting in a total reconstruction errorr (n):

r (n) = x(n)− y(n) = q(n)+ c(n) (13)
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Figure 8. Transmission of quantized amplitudes over noisy chan-
nels: x(n), y(n), q(n) andc(n) are input, output, quantization error
and channel error respectively. In a noiseless channel,v(n) = u(n).

However, such a quantitative analysis is not al-
ways valid in MOPIC, because variable-length en-
tropy coding is used. As mentioned in Section 2.2,
symbol-1 in the intermediate sequence is encoded
with the VLC, and symbol-2 is encoded with the VLI
code. It is important to note that the length of a
VLC (Huffman code) is not known until it is decoded,
whereas the length of a VLI is stored in its preceding
VLC.

When a transmission error occurs in bits that are
used to encode symbol-2, the analysis formulated in
Eq. (13) is useful. However, a single bit error in bits
for encoding symbol-1 can cause loss of codeword
synchronization, which leads to a long sequence of
erroneous receiver outputs. An example of an image re-
constructed with the synchronization problem is shown
in Fig. 9. In this case, the erroneous reconstructed im-
age is useless since the synchronization error propa-
gates through out the image and therefore confounds
object recognition. In such case, re-transmission would
be required.

Figure 9. An example of the synchronization problem. The images are reconstructed by: (a) 100 bytes, (b) 200 bytes, and (c) 400 bytes of
data respectively. And there is a bit error in the 109th byte of the data stream.

This synchronization problem can be minimized
by proper code selection, which facilitates fast re-
synchronization. In some applications, an explicit error
protection procedure can be used to deal with channel
errors including the synchronization problem. As the
expense, the algorithm complexity will be increased
and the compression ratio will be reduced.

In MOBATEL, the rate of image re-transmission is
important. In particular, the re-transmission rateRt

is a function of channel error rateRe, average data
amount D used for reconstructing each image, and
the probabilityP that the channel error will introduce
synchronization problem. In particular:

Rt = Re · D · P (14)

In MOBATEL, Re= 10−6(error/bit)[10], D= 104

(bit/frame) on average, andP = 0.5 for MOPIC [11].
Therefore,

Rt = Re · D · P = 10−6 · 104 · 0.5
= 0.005(error/frame) (15)

The above result shows that the synchronization
problem, due to channel errors, will typically require
one image in 200 to be re-transmitted. Such a rate
is acceptable (if not negligible) in an engineering ap-
plication such as MOBATEL. Note that the transmis-
sion of 200 images, where each image contains 104

bits of data, will take 2× 104 second (about 5.5 hours)
through a digital communication channel with a bit rate
of 100 bits/s.
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6. Conclusion

The MOPIC (MOBATEL Progressive Image Compres-
sion) algorithm proposed in this paper is specially
designed for transmitting images through a low rate
ultrasonic link. Comparative experiments on real im-
ages demonstrate the major advantage of MOPIC over
JPEG for its superior signal-to-noise ratio when images
are reconstructed from a small amount of data.

This characteristic is useful in image-based teleoper-
ation over a narrow-band communication link, such as
an ultrasonic link with a rate of 100–200 bits/s. MOPIC
has been used successfully in subsea telerobotic ap-
plications. Example images are provided, with an
analysis of synchronization problem due to channel
error.
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