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Abstract. Daily mortality displays a seasonal pattern
linked to weather, air pollution, photoperiod length,
influenza incidence and diet, among which temper-
ature ranks as a leading cause. This study thus sought
to assess the relationship between temperature, rela-
tive humidity, wind speed and mortality in the Madrid
Autonomous Region (Spain) for the period January
1986-December 1992, controlling for the effects of air
pollution and influenza incidence. Daily data on maxi-
mum, minimum and 24-hour mean temperature, rela-
tive humidity and wind speed were matched against
daily mortality. Transfer function was identified using
the Box-Jenkins pre-whitening method. Multivariate
time series regression models were used to control for
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the confounding effects of air pollution and nfluenza
incidence. Separate scasonal analyses were carried
out for winter and summer periods. A J-shaped rela-
tionship between outdoor temperature, relative hu-
midity and daily mortality was found. Mortality
proved to be inversely related to cold temperature (4-
to 11-day lag) and directly related to warm temper-
ature (1-day lag). High relative humidity during sum-
mer periods was negatively related to mortality. Ther-
mal variation ascribable to Madrid’s mesothermal
Mediterranean climate was strongly related to daily
mortality, even where air pollution and influenza in-
cidence were controlled for.

Abbreviations: ACF = autocorrelation function; AR = autoregressive; CCF = cross-correlation function; MA =
moving average; MC = Madrid community; PACF = partial autocorrelation function

Introduction

Owing to economic growth, the seasonal mortality
pattern has changed [1]. currently registering a winter
peak [2] the size of which varies with calendar time
and geographical location [3]. This peak has been as-
sociated with a decrease in photoperiod length,
changes in diet, influenza epidemics and temperature
[4]. Statistically significant correlations have been de-
tected between outdoor temperature and daily deaths
due to cardiovascular, cerebrovascular [5], respirato-
ry [6-8] and coronary heart diseases [9-11]. Recent
studies have reported an association between moder-
ate air pollution levels and daily mortality [12-17].

A summer peak, smaller than its winter equivalent,
has been found in certain developed countrics where
the appropriate climatic features prevail. This in-
crease in summer mortality has been linked to high
temperatures and different aimospheric paramelers,
such as relative humidity and air pollution [18]. Per-
sons most contributing to such summer excess mortal-

ity have been described in age group and sex [19. 20].

Mention should likewise be made of the potential
health-related cffects of the global climate change
thought to be currently affecting the world. Accord-
ing to the experts, such a change would be character-
iscd by wider temperature fluctuation, and an cnsuing
increase in heat waves and cold spells [20. 21]. The
World Health Organisation envisages these effects as
constituting one of the main problems for the 21st cen-
tury [22].

Previous mortality studies [20] conducted in the Ma-
drid Autonomous Region (MAR), have shown the
marked influence which extreme temperatures exert on
daily deaths. With a view to its being uscd as a tool for
prevention purposes, this paper now seeks to analysc
the association between daily deaths and atmospheric
variables (temperature, rclative humidity and wind
speed), while controlling for the confounding effects of
atmospheric pollution and influenza incidence [24]. All
results pertaining to the association between air pollu-
tion and mortality are presented in another paper.
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Methods
Mortality

Data on daily deaths among MAR residents for the
period 1 January 1986-31 December 1992 were ob-
tained from the Madrid Regional Authority Econom-
ics Advisory Board. All deaths of residents occurring
outside the Madrid Region were excluded. Daily
deaths were analysed by the following causes (all ref-
erences to ICD-9 codes): organic diseases (1-799),
cardiovascular diseases (390-459), coronary heart dis-
eases (410-414), cerebrovascular diseases (430-438)
and respiratory diseases (460-487). Deaths were also
analysed by age group (65 year and older) and sex.

Weather

The National Meteorological Institute supplied data
on minimum, maximum and 24-hour mean temper-
ature and wind speed. Temperature was measured in
degrees Celsius (°C). All data were based on the Ma-
drid-Getafe Meteorological Station, the station show-
ing the highest correlation with the overall average for
the MAR monitoring grid [25]. Dry- and wet-ther-
mometer temperatures and barometric pressure were
used to calculate relative humidity [26].

Influenza epidemics were defined on the basis of vi-
ral detection in throat smear and influenza cases re-
ported to the regional Notifiable Disease Surveillance
System. A dummy variable was included for influenza
epidemic weeks.

Air pollution data were furnished by the Municipal
Monitoring Network. Previous cluster analysis had
detected two homogeneous zones for total suspended
particulates (TSP) and for sulphur dioxide (SO2). Air
pollution series were obtained from two monitoring
stations representing these zones. Twenty-four-hour
TSP and sulphur dioxide averages were used in the
analysis, with TSP being measured by attenuation of §
radiation and SO2, by ultraviolet fluorescence ab-
sorption.

Each variable was firstly analysed for normality.
Descriptive statistics for each variable were obtained.
Spectral density function, simple autocorrelation
function (ACF) and partial autocorrelation function
(PACF) [27] were used to detect the deterministic
components of the series (trend, season and cycle). To
remove these components, tTwo methods were used:
differentiation (simple or seasonal) or circular-func-
tion modelling. ACF and PACF were used to identify
the autoregressive (AR) or moving average (MA)
components of the stationary series.

Scatterplots were used to detect the functional form

of the relationship between the respective atmospher-
ic variables and mortality. Temperature, wind speed
and relative humidity were sorted in ascending order.
Equal intervals were introduced containing consecu-
tive observations. Mean daily mortality was plotted
for each interval. Where indicated by the plots, inde-
pendent variable transforms (log, square-root) were
examined in the regression.

Given that the presence of autocorrelation in the
series could confound the association with mortality,
the Box—Jenkins pre-whitening method was used [27]
to identify the transfer functions. Weather variables
were modelled using different ARIMA models.
White-noise residuals were obtained. Where more
than one model fitted the series, the model having the
smallest Akaike Information Criteria was selected.
The selected model was applied to mortality in order
to obtain a series of residuals, and a cross-correlation
function (CCF) between both series of residuals, then
computed. Once these CCF results had been ob-
tained, mortality regression models, including all sig-
nificant lagged weather-pollution variables, were de-
veloped.

Owing to the different mortality patterns associat-
ed with cold and heat, two analyses were carried out:
November-March for cold and June-August for
warm temperatures. CCFs between daily deaths and
maximum, minimum and 24-hour mean temperature,
relative humidity and wind speed at 7 a.m. were ob-
tained for each period.

Inorder to control for the confounding effects of air
pollution, influenza and season, variables with signif-
icant lagged values were included - one by one —in a
multivariate (ARIMA) time-series regression model,
using a forward method. Once the best model had
been obtained, validity was assessed by residuals anal-
ysis, using the ACF, PACF and Box Ljung Portman-
teau test. AR or MA components of the residuals
were included in the final model.

Statistical analysis was performed using the BMDP
statistical software package (modules 1T and 2T).

Results

Descriptive statistics for causes of death, broken
down by sex and age group, are shown in Table 1. For
each mortality series, variance was greater than the
mean, suggesting a non-random variation. The scat-
terplots for all mortality series showed a trend and
marked seasonal pattern. The spectral density of daily
deaths due to organic and cardiovascular diseases
(Figure la) registered a trend and two statistically sig-
nificant peaks, corresponding to winter and summer
excess mortality. Respiratory disecase mortality



Table 1. Descriptive statistics of causes of death
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Mortality due to 1CD-9 All > 635
Mean Variance Mean Variance
Organic (1-799) Men 43.1 75.7 28.9 49.0
Women 40.3 77.4 33.6 65.6
Total 83.4 213.2 62.5 161.3
Cardiovascular (390-459) Men 15.2 21.2 11.1 152
Women 18.2 292 16.7 27.0
Total 334 64.0 278 518
Ischaemic (410-414) Men 4.5 53 31 3.6
Women 32 3.6 3.0 3.2
Total 7.7 9.6 6.0 7.3
Cerebrovascular (430-438) Men 3.3 4.0 2.8 2.9
Women 5.1 5.8 4.7 5.3
Total 8.6 10.2 7.6 9.0
Respiratory (460-487) Men 4.7 6.8 38 5.3
Women 3.4 4.4 3.0 4.0
Total 8.0 152 6.8 12.3

showed only an annual periodicity (winter). Weekly
cvcles were not present for mortality. Afttention
should be drawn to the sex-specific difference in beha-
viour.

Table 2 sets out the mean and variance for each in-
dependent variable. Temperature and relative humid-
ity exhibited annual periodicity without trend (Figure
1b). The relationship between temperature and mor-
tality depicted a J-shaped distribution. Daily deaths
were lowest at a minimum temperature of 15.4°C, a

PowerSpectral

0.16 —
|
1
0.12 —i
0.08 —|i Daily deaths cardiovascular
lavel 96 % ---
lovel 99 % . ..
\
0.04 — l
|
I
-
AT T T T L L
0.00 Rl S NS v«,‘/»rf/\v e /'“\'JI// {
0.00 0.04 0.08 0.12 0.16 0.20
Frequency

Figure 1a. The spectral density function of cardiovascular
diseases.

maximum of 30.8°C (Figure 2) and a 24-hour mean of
20.3°C, with the relationship proving linear on either
side of that point. The warm temperature side had a
steeper slope than the cold. Minimum temperature
registered the greatest correlation with mortality dur-
ing the winter period, and maximum temperature
with mortality during the summer period.

Relative humidity (RH) displaved a non-linear re-
lationship with mortality. Lowest mortality corre-
sponded to an RH of 70.4% at 7 a.m. Relative humid-
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Figure 1b. The spectral density function of temperaturc.
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Table 2. Mean and variance for each independent variables

Maximum temperature

Minimum temperature Relative humidity

Q) (°O)

Annual Mean 20.7 8.8 86.8
Variance 81.0 46.2 124.8
Maximum 40.2 24.4 100
Minimum 1.0 - 6.6 44.4

Winter Mean 13.0 3.0 94.3
Variance 16.8 15.2 26.8
Maximum 26.4 13.0 100.0
Minimum 1.0 —0.6 59.1

Summer Mecan 31.5 16.8 73.8
Variance 239 11.6 88.4
Maximum 40.2 24.4 98.7
Minimum 17.2 8.0 44.4

ity was inversely linked to temperature (r = —0.78),
leading to a high collinearity problem in the regres-
sion analysis. Wind speed at 7 a.m. (r =0.004) failed to
attain statistical significance with respect to daily mor-
tality.

During the summer period, the CCF between maxi-
mum temperature and death by organic causcs (Fig-
ure Ja) presented a positive correlation up to 4 days
later, but was only significant at lag 1. Deaths due to
circulatory diseases plotted a similar shape vet no
cross-correlation coefficient with temperature proved
significant. While both sexes presented similar CCF
patterns, the correlation coefficient at lag 1 was
greater for women than for men. Those aged 65 years
or older showed a similar behaviour pattern to that
observed for all-age mortality. In this age group, circu-
latory disease mortality registered a positive and sta-
tistically significant coefficient at lag 1.

Maximum temperature was a significant predictor
of mortality with a slope in lag 1 3 = 0.97 (p < 0.001).
Despite the high degree of collinearity between tem-
perature and relative humidity, in joint regression RH
remained a significant predictor of mortality. Relative
humidity registered a negative relationship up tolag 3,
indicating that a decrease in RH was accompanied by
increased mortality. The slopeinlag?2 f =— 0.11reach-
ed statistical significance (p <0.03) (Table 3). The con-
trol variable (month) showed a decrease in mortality
from June to August. The ACF and PACF of the resid-
uvals displayed a white-noise pattern. The Box-Ljung
statistical value corresponded to p = 0.848 at lag 90.

During the winter period, the cross-correlation
function between minimum temperature and organic-
disease mortality registered a positive coefficient for
the same day, and negative values in lags thereafter,
with highest significant cross-correlation coefficients

7-11 days later (Figure 3b). Cardiovascular deaths ex-
hibited a dual behaviour pattern. There was an imme-
diate effect due to ischaemic heart diseases, followed
by a delayed effect starting 10 days later. The CCF be-
tween temperature and respiratory diseases yielded a
negative significant coefficient 9 days later.

The above applied across the sexes, yet the effect of
minimum temperature on mortality was observed
earlier in women than in men. This effect was more
marked in those aged 65 and older. For males, temper-
ature/mortality cross-correlation coefficients reached
statistical significance 7 days later. The CCF with rela-
tive humidity did not prove significant in any lag.

In the regression analysis involving winter period,
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Figure 2. Relation between maximum tlemperature and
mortality.



Maximum temperature Vs. Organics deaths
Summer

Lag Number

Figure 3a. CCF maximum temperature versus organics
deaths.

the regression coefficient of influenza epidemic was
B =35.48 (p <0.001). Temperature had an independent
effect on mortality: a drop of 1°C during this period
was associated with an increase of 1.07 deaths be-
tween lags 6 and 11 (Table 3). The residuals were auto-
corrclated and it was necessary to fit an ARIMA(1,1)
model to achieve a white-noise structure.
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Figure 3b. CCF minimum temperature versus organics
deaths.

Discussion

As regards the winter peak, daily mortality in the Ma-
drid region (Figure 1a) presents a behaviour similar to
that found elsewhere [4-6, 16, 22]. What seems to be
specific to the MAR’s rigorous climate is the existence
of a second, summer peak. A similar study conducted
in another Spanish city [28] with a more moderate cli-
mate, failed to find this type of periodicity.

The functional form of the relationship between
temperature and mortality is consistent with previous
analyses [3, 8, 24]. There is some disparity however as
to the temperature that produces lowest daily mortal-
ity. Kunst [5], in the Netherlands, observed the lowest

Table 3. Association between weather variables and daily mortality by organic diseases in all winters and summers from 1986

to 1992. Madrid community, Spain

Explanatory variables (deaths by organic diseases)

Winter (lags)* Aggregate effect” Summer (lags)® Aggregate effect®
Total Temp. (4): — 0.30%* Temp. (1): 0.97%%*
Temp. (7): — 0.39%*** R.h. (2): - 0.11*
Temp. (9): — 0.23* Temp: 0.97
Temp. (11): — 0.28* Temp: — 1.20 Rh.:-011
TSP (1): 0.23* In SO2 (1): 1.93*
Men Temp. (4): — 0.20%* Temp. (1): 0.22%
Temp. (7): - 0.17*
Temp. (9): — 0.19* Temp: — 0.56 Temp: 0.22
TSP (1): 0.11%=* In SO2 (1): 1.17*
Women Temp. (5): — 0.18* Temp. (0): 0.48%**

Temp. (7): — 0.23%*

Temp. (11): - 0.22**  R.h.:0.13

R.h. (0): 0.13%* TSP (1): 0.13%**

Temp: — 0.63

Temp. (1): 0.43%*:
R.h. (1): - 0.08*

Temp: 0.91
R.h.:-0.08

In SO2 (1): 1.23%*

® = change in daily mortality by one unit increase in explanatory variable (k-lags distributed).

" = the sum of the effect associated with the lag periods.
* p <0.05; ** p < 0.01; *** p < 0.001.

Temp. = maximum temperature (°C).

R.h. = relative humidity (%).
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number of dcaths at a 24-hour mean daily temper-
ature of around 16.5°C, versus the temperature of
20.3°C recorded for the MAR. Other studies [5, 28]
pinpointed lowest mortality for the maximum tem-
perature as lying in a range between 20-25°C, as op-
posed to 30.8°C for Madrid. a finding comparable to
the 29°C and 30°C reported by Wen-Harn [8] for Tai-
wan and Katsouyanni et al. [24] for Greece, respec-
tively. These differences appear to be related to ge-
ographical latitude [1, 2,7, 8,22, 29]. In the USA,, this
point changes from north to south, ranging between
15-26°C in cold and 26-32°C in warm zones [22].

Warm temperatures higher than this point lead to
an increase in mortality. The way in which people re-
act to heat 1s related 1o where they are, with the maxi-
mum effect in areas with moderate climates [22)].
High-temperature periods in such areas cause a large
increase in mortality, with a lower effect being observ-
ed in zones enjoying higher mean temperatures [22].
There is no summer peak in Kuwait for instance, even
though it is one of the hottest places on Earth during
this season [29]. These findings seem to point to physi-
ological adaptation to climate and would support the
hypothcsis: thatidcal climaticniches are located in the
tropics [30]; and that the remaining populations
around the world have achieved their current status
thanks to adaptation and progressive insulation from
the outdoors. The Madrid Region’s annual temper-
ature range (—6°C to 41°C) and the marked daily
thermal fluctuation render acclimatisation difficult,
thereby giving rise to the heat-related excess observed
in daily mortality. Nonctheless, as the control varia-
bles indicate, acclimatisation to heat during the sum-
mer period does take place, with heat-wave effect on
mortality being highest in June and subsequently de-
creasing until August.

The effect of heat is direct and immediate, as the
high positive CCF value in the first lag shows. In part,
heat acts through a ‘harvester’ effect, by advancing
the death of those who would have died in the short
term [22]. This is confirmed by the negative correla-
tions observed after this lag, indicating a decline in the
number of daily deaths.

The fact that this behaviour is related to cardiovas-
cular, and more specifically to cerebrovascular,
deaths is consistent with the underlving biological
mecchanism [31, 32]. Heat places stress on the thermo-
regulatory system, which is intimately tied in with the
circulatory system. Similar results were obtained by
other authors, demonstrating the selfsame relation-
ship between high temperatures and cerebrovascular
disease mortality [8], as well as a similar response peri-
od [5]. The different male-female behaviour patterns
are largely due to the greater number of women (aged
65 years and older) who are susceptible to high tem-

peratures, which would in turn explain the higher val-
ue at lag 1 for women versus men. Temperature-relat-
ed mortality is particularly important among older
people, due to reduced thermo-regulatory response
and less sensitive thermal perception [1, 8, 10, 31].

The inverse association between mortality and rel-
ative humudity in this period agrees with Kunst’s
Netherlands [5] and Kalkstein’s US findings [22]. Low
relative humidity would be associated with marked
thermal fluctuation, causing death in those individu-
als less capable of adapting to such changes [31].

The lack of relationship between the wind at 7 a.m.
and mortality could be due to the random structure of
instantaneous measurement. Anaverage of this varia-
ble (over an interval of time long enough for the tur-
bulence phenomenon to be filtered) could be used
[33] to analyse the association.

The relationship between minimum temperature
and mortality is consistent with that reported else-
where [5.16]. Most winter mortality is explained by an
increase in infectious diseases [34]. Low temperatures
cause individuals to group together in enclosed
spaces, thereby improving the transmission of infec-
tious agents and increasing influenza incidence. Qur
findings show that influenza is related to a S-unit in-
crease in daily deaths.

Temperature has an independent effect on mortal-
ity. however. The CCF pattern is as expected, given
the biological mechanisms at work in death arising
from exposure to low temperatures: cardiovascular
stress due to changes in blood pressure. vasoconstric-
tion, and increase in blood viscosity, levels of plasma
cholesterol and fibrinogen [3, 7, 31, 32]. A rapid effect
on deaths due to cardiovascular diseases, and a longer
delay in the case of respiratory diseases [5-7] are in
evidence. In the latter case, inhaling cold air leads to
bronchoconstriction which may aggravate previous
pulmonary pathologies or enhance susceptibility to
infectious agents.

The effect of temperature is constant during the
winter period. There can be no acclimatisation to cold
temperature akin to that observed for the summer pe-
riod. Over two thirds of winter mortality can be attri-
buted to the direct effect of cold temperatures [5],
with the remaining winter mortality being related to
the rise in TSP and SO2 [5].

Use of routinely-collected mortality data poses
problems inherent to death certification. Misclassifi-
cation of the underlying cause of death could be a
source of bias, but we are of the opinion that the use of
broad categories of sex, age and ICD coding reduces
the likelihood of such an effect. Moreover, for such
misdiagnosis to bias the estimated effect of weather. it
must vary from day to day in a manner correlated with
weather.



The results presented here show a marked relation-
ship between temperature and mortality in the Ma-
drid Region, even where air pollution, influenza epi-
demics, season and autocorrelation are controlled for
as effectively as possible. High relative humidity dur-
ing the summer period seems to protect against the
effects of high temperatures. The effect of wind speed
isnegligible. From a Public Health perspective, the re-
sults suggest that environment-friendly improve-
ments to home heating and insulation reduce the ef-
fect of cold on mortality [2]. Efforts should be directed
at increasing home insulation, thereby ensuring com-
fortable temperatures while at the same time reducing
fossil-fuel consumption and air pollution levcls, Ma-
jor heat waves pose a greater problem in Madrid given
that the majority of MAR houses are not equipped
with air-conditioning. Effects of warm temperatures
on martality are more pronounced due to the extreme
annual thermal range, a factor which renders acclima-
tisation difficult.
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