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A through scale investigation of a porosity shape and morphology after sintering of the
Distalloy AB powder is the goal of the paper. First, the classical two dimensional analysis of
porosity geometrical aspects is presented with the use of the systematic scanning technique
(SST) and the light microscopy (LM). Then, a three dimensional investigation is realized with
the non-destructive computed tomography (CT) technique. Advantages and limitations of
the approach are evaluated within the work. Finally, to investigate small pores which are
beyond the computed tomography resolution, the destructive serial sectioning technique
was applied. The developed three dimensional reconstruction algorithm of two dimensional
images of obtained cross sections is also presented. Finally, an example of possible practical
application of obtained three dimensional digital representation of porosity in sintered
samples, during the finite element (FE) modelling of deformation conditions is presented.

© 2018 Politechnika Wroctawska. Published by Elsevier B.V. All rights reserved.

1. Introduction

Sintered porous materials become increasingly popular in
various practical applications e.g. in automotive and aero-
space areas, because they provide desired physical and
chemical properties of products. They also give an opportunity
to obtain components with a specific microstructure, porosity
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and permeability [1]. However, to properly evaluate how
porosity influences metals behaviour under processing and
exploitation conditions it is crucial to investigate their
morphology, size, shape and distribution within the matrix
material [2,3]. These are also crucial inputs for a numerical
modelling-aided process design as presence of porosity
significantly affects three dimensional stress state during
deformation leading to local heterogeneities associated with
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e.g. strain localization and fracture [4]. Similar issues have to
be faced in many modern multiphase materials.

To capture these heterogeneities, advanced numerical
models that take into account 2D or 3D morphology of
investigated materials have to be created [5,6]. Such concept
is often referred as the Representative Volume Element [7] or
the Digital Material Representation (DMR) approach [8].

There are two main approaches for generation of 2D and 3D
digital representations of single and multiphase microstruc-
tures:

- the first is based on image analysis of metallographic data
obtained from light [9] or electron microscopy [10] providing
exact representation of microstructure features. That way
even highly complex multiphase materials can be easily
recreated in a digital form where each microstructural
feature is characterized by a unique identifier. The approach
is usually used to recreate 2D microstructures due to
availability of metallographic data. Development of the 3D
digital model requires more sophisticated techniques based
on the 3D tomography data (e.g. near-field high-energy X-ray
diffraction microscopy or X-ray diffraction contrast tomog-
raphy) or the serial sectioning approach. X-ray tomography
methods are particularly interesting as they are classified as
non-destructive approaches giving an opportunity to ana-
lyse the same sample region before and after deformation.

- the second is based on numerical methods providing similar
representation of microstructure features in a statistical
sense. Such synthetic microstructures can be generated both
in 2D and 3D computational domains with the use of
simplified grain growth [11] or physically based microstruc-
ture evolution models [12]. Different numerical methods can
be then used for implementation of mentioned models e.g.
cellular automata, Monte Carlo, phase field or Voronoi
tessellation. However, development of such synthetic
microstructure generation algorithms is usually associated
with the support of series of above mentioned experimental
investigations providing sufficient amount of data for a
statistical evaluation of material features. When the algo-
rithm is properly validated it can be used for fast generation
of wide range of microstructural features during further
numerical investigation of its behaviour under processing
conditions.

As presented, both groups of approaches for generation of
3D DMR are usually based on a combination of numerical and
experimental investigations, which complement each other.
Thus, within the paper, an experimental and numerical
investigation in 2D and 3D spaces is carried out with various
techniques providing comprehensive information on the
porosity morphology in sintered metallic samples across
different length scales. Particular emphasis is put on evalua-
tion of advantages and limitations of these approaches in
generation of digital microstructure models.

Obtained information can be then directly used as an input
for the Digital Material Representation based numerical
modelling or can provide data for development of numerical
algorithms for a synthetic microstructure generation. Such
DMR based modelling can minimize the amount of experi-
mental research and broaden its scope at the same time.

2. A classical two-dimensional investigation

As mentioned, the sintered sample was selected for the
present investigation. It is a good representative of materials
with highly complex microstructures, with porosity size
ranging across different length scales.

Investigated samples with cylindrical shapes ¢ 12.7 mm
x 15.7 mm have been sintered from the Distalloy AB powder
manufactured by the Hégands company. The Distalloy ABis an
iron powder with the following chemical composition: 1.75%
Ni, 1.5% Cu and 0.5% Mo. The sintering procedure, in particular,
the pressure and the temperature were adjusted in order to
obtain a 25% porosity level. This level has been verified by the
hydrostatic weighting procedure performed according to the
DIN 30911-3.

A classical investigation of porous materials is based on an
extensive 2D imaging of the sample cross section as presented
in Fig. 1.

The sample was cut using a wire-cutting electrical
discharge machine and its surface was prepared for the
metallographic investigation by means of vibro-polishing with
0.05 pm suspension of Al,Os. The polishing time was set to
30 min to obtain good quality surface and remove any surface
heterogeneities introduced by preparation stages.

A light microscopy imaging in the bright field was
performed with the Olympus GX-71, equipped with digital
camera for high resolution image acquisition. Examples of
microstructure images of unetched and etched in 3% nital
specimens obtained from the LM are presented in Fig. 2.

A randomly distributed porosity within the uniform matrix
is clearly visible in the unetched sample (Fig. 2a). Uniaxial
ferrite grains can be additionally revealed after etching as seen
in Fig. 2b. Porosity is represented in dark grey colours, which
are easily distinguishable from bright ferrite grains. This
characteristic provides a possibility to apply image processing
techniques for binarization purposes, in order to distinguish
the shape of pores in a 2D space. Image analysis was
performed with the Metllo software [13]. In the further
examination only images of unetched specimens were used

Fig. 1 - A cross section of the investigated cylindrical sample
after a sintering process.
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Fig. 2 - Light microscopy images of the investigated samples: (a) unetched specimen and (b) specimen etched in 3% nital.

to avoid any over etching issues, which may affect determi-
nation of the porosity fraction. After initial image corrections
involving contrast and sharpness adjustments, the binariza-
tion with a simple thresholding algorithm was realized.
Approach provides a possibility to obtain a binary image on
the basis of a properly selected threshold value. Each pixel in
the image from Fig. 2 has a specific value of the grey scale and
during the thresholding algorithm execution, all pixels with
grey scale values below the threshold, are classified as ferrite
grains (white colour) and pixels with values higher than the
threshold are considered to represent porosity (red colour).
After this stage, usually some small image disruptions in the
form of the noise or speckles are still visible. To eliminate
these disruptions and clearly distinguish between two types of
features (matrix and porosity) the filtering algorithm was
applied. Additionally, to remove features smaller than 7 pixels
a despeckle algorithm was introduced into the procedure. As a
result, the binary representation of the investigated region was
obtained as seen in Fig. 3.

During the investigation, to accurately evaluate geometri-
cal aspects of porosity (e.g. size, shape, dispersion, etc.) the
systematic scanning method [14,15] was used. Series of high
resolution images from the entire sample surface were
acquired according to the setup presented in Fig. 4. Each
image (Fig. 5) was subjected to the same image processing
operation as discussed above.

Based on the acquired high resolution images, a quantita-
tive analysis of porosity was performed to evaluate variations
in the volume fraction of pores and it was confirmed that the
average porosity is 25.21%.

However, if a more detailed investigation is required e.g.
regarding geometrical aspects of porosity, the 2D analysis can be
misleading, especially if only limited amount of 2D images was
provided for the investigation. Images acquired with the
scanning electron microscopy and the secondary electrons
detector (Fig. 6) have a large depth of focus and reveal that the
shape of porosity can be highly complex and irregular along the
third dimension, what cannot be properly assessed by 2D images.
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Fig. 3 - Examples of two investigated (a) microstructures and (b) corresponding binary representations.
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Fig. 4 - Setup of images acquired during the systematic
scanning procedure.

Thus, to extend evaluation of the sintered porous sample
and provide a comprehensive information on the porosity also
in the 3D space, mentioned computed tomography (CT)
technique was also used.

3. 3D tomography investigation

The computed tomography is an efficient technique providing
a possibility for a 3D nondestructive investigation of a wide
range of materials and their microstructure morphologies. It
was also successfully used to investigate metallic materials,
see e.g. [16,17]. Unfortunately, due to density of metals usually,
very high-energy X-rays (generated e.g. by the synchrotron
radiation) are required, limiting research capabilities. Fortu-
nately due to the significantly different properties of a porosity
and matrix this is not the case here.

Thus, in the present work the CT technique was performed
with the use of the widely available laboratory scale
equipment the Phoenix v|tome|x Industrial High-Resolution
CT & X-Ray System providing 3D data on a microstructure
morphology. The technique is based on a series of X-ray
measurements realized on a rotating sample under different
angles. As a result, a set of two-dimensional data on
microstructure morphology at various cross-sections is
obtained and further postprocessed by a computer 3D data
reconstruction algorithms. Eventually, the 3D information on
a microstructure morphology can be obtained in a non-
destructive way. Unfortunately, quality of reconstruction
directly depends on the data processing steps, what may
often lead to significant inaccuracies in the 3D description.

The data obtained from the CT are usually stored in a binary
format, which requires an additional metadata in order to
import and further investigate them during postprocessing. In
the current work the recorded CT binary data was stored in the.
vol file, while the metadata was stored in the. vgi file, which

contains information such as: data size, data type, data range
or resolution. Although commercial software allows to
visualize these kind of data and perform some general
analysis, they are not designed to generate an input data for
further numerical simulations based on the Digital Material
Representation concept. To provide such capabilities and to
convert data from the CT directly into the format compatible
with a mesh generating software, the inhouse computer
program was developed. It utilities series of steps:

Preparation of data structures for a given type of metadata
from a CT;

Importing data and converting them into a 2D array of values
representing a single section of an investigated sample. In
this form obtained data are impossible to be properly
assessed as seen in Fig. 7 and require additional processing
operations;

Mapping obtained values into 0-255 range and converting
them into a grayscale image for memory efficiency (Fig. 8a);
- Performing an image thresholding where the first group of
pixels represents a matrix material while the second a
porosity (Fig. 8b);

Stacking preprocessed 2D sections into the 3D array to obtain
a complete volumetric information (Fig. 9);

Exporting such volumetric data into the format compatible
with the finite element mesh generation software.

The developed algorithm was implemented with the
Python 2.7 programming language accompanied by a set of
scientific libraries, such as the NumPy and SciPy. These
programming toolkits have been selected as they offer large
collection of algorithms and utilities dedicated for an
advanced image processing operations as well as a numerical
and a statistical analysis [18].

Again, like in the classical 2D investigation, the most
important step in the developed algorithm was binarization
operation. This step appeared to be crucial to extract the
meaningful data regarding the sample and its morphological
features from the initial CT 2D data sets. Unfortunately, the
binarization procedure can have a direct impact on obtained
morphology, also affecting the calculated porosity volume
fraction. The Otsu thresholding method [19] was used to obtain
the proper binary representation of the investigated data. The
main advantage of the algorithm, is that it allows for an
automatic calculation of the thresholding value based on a
histogram of grey level input data from a set of CT scans
(Fig. 10a). This step, however, cannot be performed without a
supervision, as inaccurate identification of the thresholding
value can lead to erroneous interpretation of the CT data. That
is why the Otsu algorithm was additionally extended in the
present work with the offset mechanism that allows manual
modification of calculated thresholding value. Furthermore, to
improve the data processing (e.g. remove artefacts in the form
of a single-pixel pores or other disruptions) a dilation and an
erosion operations were implemented. The image processing
chain is presented in Fig. 10b.

Table 1 and Fig. 11 illustrate the significant impact of the
thresholding value during a binarization operation on the
obtained volume fraction of porosity in the CT scanned
samples.
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Fig. 5 - Examples of images obtained during the systematic scanning according the matrix from Fig. 4, (a) 2B, (b) 2G, (c) 3B, (d)

3G, (e) 4B, (f) 4C.

As seen in Table 1, even a small change in the thresholding
value results in a significant change in the porosity fraction
after the binarization. It can also be observed that when the
threshold is set above the value calculated by the Otsu
algorithm, a volume fraction increases but the number of
pores drastically drops as they tend to merge into the bigger
complex structures. To properly perform these operations and
obtain reliable 3D data, an information on the porosity volume
fraction evaluated with the different technique is invaluable.
As mentioned, in the present work the hydrostatic weighting
procedure was used to identify the proper thresholding level.
Thus, the thresholding value for investigated volume was set
as 169 to obtain approx. 25% porosity in the matrix material as
illustrated in Fig. 12.

Additionally, to clearly identify subsequent pores in the
investigated matrix the coloring algorithm was implemented
and obtained results are shown in Fig. 13. Therefore, a
statistical analysis of subsequent pores (e.g. volume distribu-

Table 1 - The relation between the threshold value and
obtained volume fraction as well as the number of pores.

Threshold value Volume fraction Number of pores

152 4.92% 54
162 13.58% 129
167 21.1% 97
172 (calculated by Otsu) 31.75% 54
182 60.1% 14
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Fig. 6 - Examples of scanning electron microscopy images of sintered microstructure obtained with two different

magnifications.

tion, geometrical parameters, dispersion, etc.) could be easily
evaluated.

As presented, the CT technique provides significantly
broader view on the 3D state of the microstructure morphology
than 2D images. In the case of sophisticated 3D morphologies a
two dimensional analysis can often lead to inaccurate results
and conclusions. However, at the same time interpretation of
obtained 3D data is much more complicated than the 2D ones.
Also, the laboratory scale CT equipment has limitations in the
energy sources and cannot distinguish smaller details of the
microstructure morphology. In the present case study, the
obtained CT data resolution provided a capability to accurately
reconstruct pores with approx. 20 pm in the diameter. Thus, to
perform a through scale investigation of the porosity with
resolution better than the one obtained with the CT, another
complementary technique was used during the research,
namely the serial sectioning.

Fig. 7 - An example of raw data at a particular cross section
directly obtained from CT measurements.

4. The 3D serial sectioning investigation

The serial sectioning procedure is not often used, as it is
usually based on a time consuming and very precise manual
labour. An automated serial sectioning can be realized with
the use of specially designed equipment e.g. the RoboMet or
the focused ion beam (FIB) tomography within the scanning
electron microscope (SEM) chamber. In the former case, an
access to such equipment and in the latter case, a small
surface area that can be investigated are limiting factors.

In the present work a manual serial sectioning procedure
hasbeen performed to obtain a detailed high spatial resolution
data. The sample was vibro-polished with the same procedure
as presented in Section 2. To fix the imaging region for
subsequent layers a set of deep indicators in the form of
Vickers microhardness indents was introduced. Vickers
indents were not only clearly visible under the microscope
they were also used to evaluate the layer thickness h removed
during a single polishing step, according to:

di—d

T 2-tg68° (1)

where d,, d, — diagonals of the indent prior and after polishing
step, respectively.

In order to even capture the geometry of small pores
(dimensions between 1 and 2 pm), the polishing setup was
adjusted during the serial sectioning to remove 0.5 pm thick
layer of the material. Thus, after a set of case studies, the 610 g
vibro-polishing load and 12 min polishing time were applied.
With these adjustments the required resolution, to represent a
geometry of the smallest features by at least two to three 2D
sections, was obtained. The polishing time was then addition-
ally reduced to increase the sectioning resolution to approx.
0.15 pm. The overall depth of the removed material was 15 pm
with the covered surface area of 132 pm x 132 pm.

After the each polishing step a high resolution image of the
surface was recorded with the digital camera. As an outcome a
set of 40 images of microstructure morphology from subse-
quent depths was obtained and subjected to image processing.
The procedure to obtain a binary representation was the same



1526 ARCHIVES OF CIVIL AND MECHANICAL ENGINEERING I8 (2018) 1520-1534

Fig. 8 - An example of visualization of the data for a single microstructure cross-section (a) in the grey scale mode and (b) in

the binary mode.

Fig. 9 - An example of visualization of the 3D volume of microstructure (a) in the grey scale mode and (b) in the binary mode.

as in Section 2. It has to be noted that subsequent images have
to be precisely adjusted with respect to each other to avoid any
artificial features or mismatch between the two sections.
Images were translated and rotated manually to compensate

the image acquisition uncertainties. This is crucial, as any
misalignment directly affects the 3D reconstruction results. As
mentioned, such an approach is highly time consuming and
requires a high level of accuracy. However, it provides a

e,
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Fig. 10 - An illustration of (a) a histogram of grayscale image with peaks associated with matrix and porosity grey scale levels,
(b) implemented image processing chain.
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Fig. 12 - The digital model of (a) matrix (grey voxels correspond to the matrix), and (b) porosity obtained from the CT data (grey

voxels correspond to the pores).

possibility to investigate porosities of dimensions within the
range of 1 pm to approx. 15-20 um. Thus, this technique
perfectly complements the CT investigation.

Obtained 2D binary images of the porous microstructure
morphology with clearly visible features representing pores at

Fig. 13 - Digital model of the subsequent identified pores in
the CT data.

cross sections were then used as an input for the developed 3D
reconstruction algorithm. Reconstruction of a set of 2D
sections to recover complete 3D information is critical for
development of the digital material representation model for
further finite element calculations. 3D FE models require a
continuous, spatial volumetric data. The 3D reconstruction
algorithm is based on an initial concept presented in [20], but
significantly modified to improve the quality of volumetric
results. Details of the proposed modifications and extensions
are presented in the following part of the chapter.

The developed reconstruction algorithm is based on the
three main steps, which can be summarised as follows:

1. An automatic identification of matching pores in subsequent
images (Fig. 14). This is the crucial step that directly
influences the quality of reconstruction.

The matching algorithm is based on the scanline flood fill
(SFF) approach as described in [21]. In case of a 2D data the SFF
algorithm investigates pixels from subsequent images line by
line identifying cells in the same locations in the investigated
spaces as illustrated in Fig. 15. To minimise the computational
time specific data structures for already evaluated cells were
developed, what reduces the amount of allocated memory and
minimises time loses related to the recurrent execution of the
algorithm. With this, the algorithm could be applied to large
set of input data.
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Fig. 14 - Automatic identification procedure of matching
pores on two subsequent images.

The concept of the SFF algorithm was then extended in the
present work to deal with the 3D computational domains. In
this case the scan line was substituted by a plane as seen in
Fig. 16.

It should also be noticed that the image processing
operations were performed independently on each input
microstructure photograph, what sometimes may result in
aninsufficient binarization with the automatic thresholding or
small variations between sections after the application of post
processing operations (e.g. dilatation/erosion). As a result,
pores can be artificially removed from the processing image
what is schematically presented in Fig. 17.

Such loss of information leads to an inaccurate reconstruc-
tion. From the algorithmic point of view during the pore
matching operation the feature from section no. 1 will get
different identification number than the feature from section
no. 4. As a result artificial pores would be introduced into the
reconstruction affecting the final 3D data. To correct such
obvious discrepancies the matching algorithm has been
extended to evaluate not only pair of images at the same
time but to investigate series of them. In the developed
solution, whenever the matching algorithm encounters a pore
without continuation at the neighbouring section, it automat-
ically extends the search procedure to the subsequent 2D
sections. If the matching pore exists in one of the additionally

evaluated sections, the algorithm performs correction of
intermediate 2D sections and adds missing pores using an
extraction procedure. In this case the overlapping area of
matching pores is extracted to the intermediate sections.
Eventually, matching and recovered pores from subsequent
images are identified and marked with the same identification
number as presented in Fig. 18.

2. The 3D reconstruction of matching pores on subsequent images.
The algorithm operates in an iterative manner considering
a pair of neighbouring images at a time. Due to the
variations in the amount of removed material during the
vibro-polishing between subsequent sections their spatial
distribution is not constant. The reconstruction is per-
formed in the computational domain with the physical
dimensions, thus it is assumed that the number of
reconstructed sections between two investigated images
also varies. The developed algorithm before the data
extrusion/interpolation automatically evaluates the dis-
tance and adjust number of additional sections. Therefore,
the complete volumetric data can be reconstructed. The
reconstruction algorithm evaluates the overlapping area of
each pore from the two investigated sections and performs
the extrusion procedure as seen in Fig. 19. The remaining
non-overlapping areas of investigated pores are then
reconstructed by the interpolation method as seen in
Fig. 20.

3. The automatic refinement of reconstructed pore shapes. During
the interpolation stage some of the pore edges may become
highly irregular. This is a non-physical artefact. In order to
smoothen the edges a grain growth algorithm based on the
Monte Carlo method [8] was implemented. To maintain the
geometry of reconstructed porosity as close as possible to
raw input data only a single step of the MC algorithm is
applied. Examples of the MC processed shape of a single
pore are presented in Fig. 21.

All remaining single cell artefacts are then evaluated to
establish if they belong to the porosity or to the matrix
material. The implemented denoising algorithm is based on
the cellular automata method with the Moore neighbourhood
definition [8]. As shown in Fig. 22, in the approach the
investigated cell (blue) that has less than two neighbours
(green) is eliminated from the image.

Presented three steps of the developed algorithm lead to
the 3D reconstruction of a set of two dimensional input data as
presented in Fig. 23.

Fig. 15 - Visualization of subsequent steps of the scanline flood fill algorithm in a 2D space.
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« Direction of investigation

Fig. 17 - Illustration of a possible influence of the image processing on the morphology representation at subsequent sections.

The detailed representation of the porosity without the
visible matrix is presented in Fig. 24.

The reconstructed 3D microstructure can be analysed
directly in the 3D space in any direction. With each feature
described by a different id number there is also a possibility
to measure quantitative parameters of the structure e.g. the
volume fraction of pores in the sample, the surface area, the
volume of pores, the Feret diameters in different directions,
etc. Additionally, the reverse analysis is possible: 3D

reconstructed structure can be sectioned in a selected
direction to obtain the 2D cross section. However, as was
presented within the paper, application of only 2D investi-
gation may result in misleading information on geometrical
aspects of a porosity.

Information provided by the reconstructed 3D digital
microstructure across various length scales regarding posi-
tions of pores within the material, obtained based on the
combination of CT and SR, can be then an input for the finite
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Fig. 19 - Concept of the extrusion of overlapping area of matching pores.

Fig. 20 - A concept of the reconstruction of a non-overlapping area of matching pores.
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a)

b)

Fig. 21 - Pore edges (a) before and (b) after execution of the smoothing algorithm.

else

Fig. 22 - Illustration of the denoising algorithm.

element investigation of a sintered sample behaviour under
loading conditions.

5. The digital material representation models
based on experimental investigation

The numerical analysis with the digital material represen-
tation model generated based on the described CT data was
selected as a case study within the paper. The exported
reconstructed 3D morphological data were discretized with
the finite element mesh and incorporated into the

commercial Abaqus software. The 3D tetrahedral mesh
was generated across the computational domain with the
in-house DMRmesh software [22]. Additionally, to capture
the complex morphology of sintered porous microstruc-
tures the mesh was automatically refined along the
porosity boundaries as seen in Fig. 25. The isotropic
hardening material model was selected with the flow
stress data of the solid matrix obtained from the set of
local nano-indentation tests on the Hysitron TI 950
TriboIndenter. The measured load-displacement values
have been recalculated to a stress—strain response with the
use of the inverse analysis approach and then assigned to
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Fig. 24 - The reconstructed volume of the investigated porous microstructure from the serial sectioning operation with
subsequent pores represented by different colours. The physical size of the sample is 132 pm X 132 pm X 15 pm.

the matrix material in the FE model. To present capabilities
of such microstructure based modelling, a complex
deformation conditions occurring during the compression
with an additional torsion were replicated in the developed
numerical model. Examples of results from the numerical
model are presented in Fig. 26.

The numerical model of the sintered sample with an
explicit representation of a porosity provides an insight into

the material without an extensive experimental investigation.
Changes in the pore geometry as well as their behaviour during
compression can be exactly evaluated. Strain and stress field
provide also valuable data on pore closing, during compression
and during superimposed torsion. The joining process within
the porosity can be investigated. All the above mentioned
issues directly influence the material hardening behaviour
that can be predicted without any model simplifications.
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Fig. 26 - An example of local inhomogeneities in the strain field predicted by the digital material representation model

generated from the CT data.

6. Conclusions

Based on the presented research the following conclusions can
be drawn:

1. The 2D investigation of the porosity may yield misleading
interpretations of the geometrical aspects of a microstruc-
ture morphology.

2. The extensive 2D systematic scanning investigation can
provide statistically meaningful results regarding the
porosity volume fraction.

3. The computer tomography can provide a complete 3D data
set on the porous sample morphology, however it is highly

sensitive to the image analysis setup, namely the selection
of the threshold value.

. The complementary porosity measurement technique

should be applied to evaluate the appropriate thresholding
value for the image analysis.

. The high resolution manual serial sectioning provides a

detailed 3D data even on the small pore sizes.

. The combination of a serial sectioning and a computed

tomography provides through scale investigation of the 3D
morphology of sinters.

. The 3D digital material representation model generated

basing on the experimental investigation results provides
detailed information of the pore behaviour under defor-
mation conditions, even in case of the complex loading
paths.
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