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Abstract 

Recent years have witnessed a signifcant breakthrough in the 3D domain. To track the most recent advances in the 3D 
field, in this paper, we provide a comprehensive survey of recent advances in the 3D feld, which encompasses a wide 
collection of topics, including diverse pre-training strategies, backbone designs and downstream tasks. Compared 
to the previous literature review on point cloud, our survey is more comprehensive. Our survey consists of the 3D 
pre-training methods, various downstream tasks, popular benchmarks, evaluation metrics as well as several promising 
future directions. We hope the survey can serve as the cornerstone for both academia and industry.
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1  Introduction
Recent years have witnessed a significant breakthrough 
in the 3D domain [1]. Compared with the 2D image, the 
3D data can more precisely describe the real world as 
it contains accurate 3D measurement. Several primary 
3D representations  [2], including point clouds, vox-
els, depth/normal maps, neural fields and meshes, have 
been proposed and employed in various competitive 
algorithms [3–5]. Till now, a survey that summarizes the 
most recent advances in the 3D field is not available.

To track the most recent trends in the 3D field, in this 
paper, we provide a comprehensive survey of recent 
advances in the 3D field, which encompasses a wide col-
lection of topics, including diverse pre-training strate-
gies, backbone designs and downstream tasks. Compared 
to the previous literature review on point cloud [1], our 
survey is more comprehensive. Our survey consists 
of the 3D pre-training methods, various downstream 
tasks, popular benchmarks, evaluation metrics as well 
as several promising future directions. Specifically, [1] 

contains point cloud classification, detection, track-
ing and segmentation while ours also includes matching 
and registration. Our survey provides a thorough review 
of prevalent 3D pre-training paradigms which can ben-
efit various downstream tasks. We also point out several 
promising future directions worth exploring in the 3D 
field. We hope the survey can serve as the cornerstone for 
both academia and industry.

The remainder of the survey is organized as below: in 
Section 2, we will first have a brief overview of the basic 
terminology and frequently used techniques of the 3D 
domain. Then, we will present the pre-training methods, 
downstream tasks, benchmarks and evaluation crite-
rion in Sections 3, 4, 5, and 6 in order. Eventually, future 
work and conclusion will be provided in Sections 7 and 8, 
respectively.

The contributions of our survey are summarized as 
follows:

•	 To our knowledge, we provide the most comprehen-
sive survey of recent advances in the 3D field.

•	 Our survey consists of various 3D pre-training 
algorithms, diverse downstream tasks, mainstream 
benchmarks and primary evaluation metrics.
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Relevance to Vicinagearth. The earth we are living is in 
the 3D space. Development in the 3D field will inevitably 
affect the lives of many humans as it can greatly facilitate 
the deployment of the advanced computer vision algo-
rithms in the real-world applications. Therefore, making 
a comprehensive summary of recent advances in the 3D 
field is vital to both industry and academia of the Vici-
nagearth community.

2 � Preliminary
In this section, we will introduce some common termi-
nology, including 3D representations, sparse convolution, 
transformer, coordinate system, etc.

2.1 � 3D representations
Point clouds, voxels, depth/normal maps, neural fields 
and meshes are primary 3D representations used by con-
temporary perception and generation algorithms. Each 
representation has its own pros and cons. We summa-
rize the comparison between these 3D representations 
in terms of computation efficiency, storage efficiency 
and representation capability in Table  1. Selecting a 
proper representation is important for the task at hand. 
In the following sentences, we will briefly introduce these 
representations.

Point Clouds. Point clouds are sets of points in the 3D 
space that represent the surface or structure of an object 
or scene. Other properties, such as color and intensity, 
can also be provided in addition to the 3D positions. 
Point clouds are usually obtained by depth sensors and 
they are widely used in diverse 3D tasks. However, these 
point clouds are irregular and thus are hard to be directly 
processed by conventional neural networks that are 
designed for regular and structured data such as images. 
To efficiently process these irregular points, sparse con-
volution is proposed and universally employed in mod-
ern 3D networks.

Voxels. Voxel grids represent the 3D space as a collec-
tion of regular grids of volumetric elements called vox-
els that are akin to pixels in the 2D space. They can store 
various attributes, such as occupancy or color. Owing 
to the regularity of voxel grids, they can be directly pro-
cessed by standard convolution networks. Voxels are 
widely adopted in scenarios that require volumetric 

representations, e.g., medical imaging, 3D printing and 
simulations.

Depth Maps. They are also known as depth images. 
The depth map encodes the depth or distance informa-
tion of a scene or object with respect to a reference point. 
Each pixel in the depth map stores a value that represents 
the distance from the camera or the reference point to 
the corresponding point in the scene. They provide val-
uable information for various real-world applications, 
such as 3D reconstruction, 3D tracking and depth-based 
rendering.

Normal Maps. Normal maps encode surface normals 
of the object’s surface. Surface normals represent the 
direction perpendicular to the surface at a particular 
point and are vital to realistic shading and lighting calcu-
lations in computer graphics.

Meshes. Polygonal meshes are one of the most com-
mon representations in 3D graphics and computer vision. 
They are composed of a collection of polygons, such as 
triangles or quadrilaterals, that describe the surface of an 
object. Each polygon is defined by its vertices and their 
connectivity, forming a mesh structure. The explicit con-
nectivity information provided by meshes is beneficial 
to the relationship modeling among points. Polygonal 
meshes can represent both the shape and fine-grained 
details of an object.

Neural Fields. It is a continuous neural implicit repre-
sentation. The neural network is used to map the features 
(e.g., 3D position) to attributes (e.g., color). As to the 
storage cost, it is much cheaper since only the network 
parameters are required to be stored. Surface rendering 
and volume rendering are two primary techniques that 
render an image from a neural field.

2.2 � Sparse convolution
As opposed to 2D images that are dense, compact, and 
have regular spatial resolutions, 3D point cloud is sparse 
and unordered. Since convolution can only process sig-
nals that have regular shapes, voxelization [6] is devised 
which divides the 3D space into many small cubes (i.e., 
voxels) and the information of points within the same 
voxel is aggregated by max pooling or average pooling. 
After the voxelization operation, it is natural to lift vanilla 
2D convolution to the 3D convolution and then process 

Table 1  Comparison between different 3D representations in terms of computation efficiency, storage efficiency and representation 
capability

More * means better performance

3D Representation Point Clouds Voxels Depth/Normal Maps Neural Fields Mesh

Computation Efficiency *** * ***** * ****

Storage Efficiency ** ** **** ***** ***

Representation Capability *** ** * ***** ****
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the point cloud with 3D convolution. However, such 
practice will cause enormous computation cost when the 
quantity of point cloud is huge, which is intolerable in 
the real-world application. To efficiently extract features 
from the large amount of point clouds, sparse convolu-
tion is proposed (a.k.a spconv) and applied to perform 
3D detection from point cloud [7]. The core idea of sparse 
convolution is to perform convolution merely on non-
empty regions. Under this circumstance, the computa-
tion cost on large and empty areas is remarkably reduced.

Albeit the efficient computation of sparse convolution, 
it suffers from the dilation problem that will break the 
sparsity of the original input signal, as observed in [8]. To 
resolve the above-mentioned dilation issue, sub-manifold 
sparse convolution is put forward that performs convolu-
tion when the center of the convolution kernel lies in the 
non-empty region. Although spconv will lead to dilation 
problem, the dilation property of spconv is also benefi-
cial to endow the deep model with the contextual infor-
mation around the non-empty grids. Therefore, sparse 
convolution and sub-manifold sparse convolution are 
both employed in many modern 3D sparse convolution 
networks.

2.3 � Other terminology
Transformer. The advent of transformer  [9] has revo-
lutionized many natural language and computer vision 
fields. Self attention and cross attention are two primary 
operators in the transformer. Self attention can enhance 
the features itself whilst cross attention is usually applied 
to achieve information enhancement between differ-
ent features. Query, Key and Value are three widely used 
items in the self/cross attention operations.

Indoor v.s. outdoor. The point cloud of the indoor 
task is usually dense, has uniform density and small scale. 
Take ScanNet as example. The data is captured from the 
RGB-D camera and the room scan is obtained through 
reconstruction. However, in the outdoor scenarios, the 
point cloud is sparse, large scale and has varying density, 
which poses great challenges for both discriminative and 
generative models.

2.4 � Coordinate system
Coordinate system plays a pivotal role in the 3D field. For 
indoor tasks, RGB-D data captured by RGB-D cameras 
at different views should be transformed into the same 
coordinate system. We can either take the world coordi-
nate or the coordinate system of cameras at a particular 
view as the reference system. For outdoor tasks, it mainly 
involves the coordinate system of different sensors (such 
as LiDAR, cameras and Radar), world coordinate, ego-
vehicle coordinate and other-vehicle coordinate (vehi-
cle-road coordination). To transform between different 

coordinates, we can utilize sensor extrinsic and intrinsic 
parameters. For fusing multiple point cloud frames, we 
can first transform point clouds of other frames to the 
world coordinate and then from world coordinate to the 
reference frame coordinate. In this condition, we can 
directly concatenate these point cloud frames and obtain 
the multi-scan point clouds.

3 � Pre‑training
Pre-training aims to learn effective and general represen-
tation that can be smoothly transferred to various down-
stream tasks. For example, ImageNet pre-trained models 
have gained immense popularity due to their versatility 
and efficacy in various applications. The key to their suc-
cess lies in the ImageNet dataset’s vast and diverse col-
lection of over 14 million images, spanning thousands of 
categories. This rich dataset provides a comprehensive 
base for training, enabling these models to learn a wide 
array of features and patterns. However, due to the lack 
of labeled data, most methods in 3D adopt a self-super-
vised manner. Like supervised learning, it uses a form of 
labeling, but these labels are created from the data with-
out human intervention, akin to unsupervised learning. 
The key idea is to design a pretext task. According to the 
types of tasks, self-pretraining in 3D can be categorized 
into contrastive-based [10, 11], MAE-based [12, 13], and 
rendering-based [14, 15].

3.1 � Contrastive
Contrastive Learning is a technique in self-supervised 
machine learning that focuses on differentiating between 
similar and dissimilar data pairs. It operates by map-
ping input data into an embedding space, where the 
model is trained to minimize the distance between posi-
tive pairs and maximize it between negative pairs, typi-
cally using loss functions like InfoNCE loss  [16]. This 
approach, commonly used in fields like 2D/3D represen-
tation learning, improves the generalization and robust-
ness of models, making them effective even with less 
labeled data. However, the performance for contrastive 
learning is often contained by sample selection, espe-
cially for negative pairs. Conventional contrastive learn-
ing for 3D modality can be roughly categorized into 
three classes: 3D-to-3D [10, 11], 3D-to-2D [17, 18], and 
3D-to-text [19–21].

3.1.1 � 3D‑to‑3D
Xie et  al.  [10] proposed PointContrast, the pipeline of 
which is shown in Fig.  1. It encourages the network to 
learn effective representations that are invariant to dif-
ferent view transformations and noise, which are criti-
cal in 3D perception tasks. It enhances the performance 
of various downstream tasks like object detection and 
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segmentation in 3D scenes. Hou et al. [11] improved the 
representation learning by designing a novel method to 
select negative pairs, which are distributed with different 
context surroundings. The method also proved its effec-
tiveness with both limited annotations and scene num-
bers. SegContrast  [22] learns powerful representations 
by contrasting features at the level of cluster, which is 
obtained by using DBSCAN.

3.1.2 � 3D‑to‑2D
CrossPoint [17] facilitates a 3D-to-2D correspondence by 
bridging the gap between the 3D point cloud and their 
rendered images. In addition, it also introduces an intra-
modal correspondence by imposing invariance to point 
cloud augmentations. SLidR  [18] proposed to encode 
the knowledge from a fixed 2D backbone to a 3D back-
bone. The 2D network is pretrained with a large amount 
of image data. It also utilized superpixel to group pixels 
with close visual clues.

3.1.3 � 3D‑to‑text
Inspired by CLIP  [19], many methods have been pro-
posed to bridge the gap between language understand-
ing and 3D visual perception. One of the key strengths 
of CLIP is its ability to generalize from the training data 
to a wide variety of visual tasks without task-specific 
training data. PointCLIP  [20] proposed to obtain mul-
tiview images by projecting and encode rich 2D knowl-
edge by utilizing a pre-trained 2D CLIP model. A global 
representation is extracted and forced to align with text 
embeddings. In doing so, zero-shot perception tasks can 
be achieved by retrieving the text representation. Point-
CLIPV2  [21] greatly boosts the accuracy by applying a 
more realistic render to produce depth images.

3.2 � Masked modeling based pretraining methods
Inspired by the great success of masked image mod-
eling in large visual pretraining on images, pretraining 

by masked autoencoder has emerged in the field of 3D 
perception for indoor and outdoor scenarios, includ-
ing both multiview images and point clouds. The core 
idea of this paradigm is to pretrain perception models by 
reconstructing the input data from the extracted repre-
sentations by the masked, corrupted, or noisy inputs. The 
schematic illustration is shown in Fig. 3. However, due to 
the sparse and unstructured nature of the point cloud, it 
is still challenging to apply MAE for 3D pretraining.

VoxelMAE transfers unstructured point sets to struc-
tured voxels. The objective is to predict the occupancy 
of the masked voxel. Inspired by the BERT model, Point-
MAE [23] first tokenized point cloud by sampling a set of 
key points via farthest point sampling(FPS). The feature 
of each token is obtained by grouping neighboring points 
collected by KNN. An L2 loss for predicting the features 
of masked tokens is used for pretraining. PointM2AE fur-
ther boosts the features by adapting both the encoder and 
decoder into pyramid architectures. This modification 
allows for the progressive modeling of spatial geometries, 
enabling the capture of intricate details as well as high-
level semantic information of 3D shapes. With the pre-
trained backbone fixed, the linear classification achieves 
SOTA on the ModelNet40 dataset, demonstrating the 
effectiveness of the pretraining method. GD-MAE  [12] 
extended the idea to a convolutional backbone, which is 
still widely used in self-driving scenarios. The method 
devised a novel masking strategy that effectively prevents 
knowledge leakage during the downsampling stage.

3.3 � Rendering for pretrain
Differentiable rendering refers to the process of render-
ing images from 3D models in such a way that the render-
ing process itself is differentiable, meaning the gradients 
of certain output image parameters can be computed 
with respect to the input 3D model parameters, enabling 
gradient-based optimization techniques to be used. Dif-
ferentiable rendering is instrumental in tasks like 3D 

Fig. 1  PointContrast allows the network to learn invariant features under various 3D transformations
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reconstruction from 2D images, photorealistic image 
synthesis, and enhancing the realism in augmented real-
ity applications. It’s increasingly vital due to its ability to 
bridge the gap between 3D models and 2D image analy-
sis, driving advancements in both graphics and machine 
learning domains. Ponder  [14] describes the 3D surface 
in a volume and optimizes the 3D using the 2D image 
projection, with the help of the camera parameters. The 

whole framework uses a NeRF-like structure and the pro-
cess is differentiable, as shown in Fig.  2. PonderV2  [15] 
extends the idea with more data and has been success-
fully applied to outdoor cases. Not only can it be applied 
to pretrain a 3D backbone, but can be used for a 2D 
backbone. In doing so, it shows superior performance 
compared with traditional contrastive- and MAE-based 
methods (Fig. 3).

Fig. 2  The framework of Ponder, which is a classic rendering-based pipeline

Fig. 3  Summary of the MAE pipelines
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3.4 � A brief summary
The selection of the 3D pre-training algorithms heav-
ily depends on the type of the downstream tasks. Spe-
cifically, many factors, such as the sample quantity, scene 
diversity, dataset scale, range and point density, have a 
non-negligible effect on the selection of the pre-training 
paradigm. Since the quantity and diversity of the 3D data 
is relatively limited, leveraging the rich information from 
other modalities is also beneficial in the pre-training 
stage.

4 � Downstream tasks
In this section, we provide the advances in different 
downstream tasks, including classification, segmentation, 
detection, tracking, matching and registration.

4.1 � Classification
Point cloud classification is the most fundamental task 
for point cloud understanding and requires the deep 
model to estimate the object category from the given 
point cloud frame / room scan. PointNet  [3] makes the 
first attempt to apply deep learning techniques to achieve 
point cloud classification (Fig. 4). PointNet++ [4] builds 

the hierarchical architecture upon PointNet to enhance 
the performance. Many subsequent works  [24–28] have 
been built upon the main idea of PointNet and achieve 
impressive classification performance. For instance, 
DGCNN [28] designs the EdgeConv that explicitly con-
structs a local graph and learns the embeddings for the 
edges. The detailed computation of the EdgeConv is 
shown in Fig. 5.

4.2 � Segmentation
The objective of LiDAR segmentation is to assign a cat-
egory to each point of the input point cloud sequence. 
Point, voxel and range images are three typical represen-
tations for LiDAR segmentation. PointNet [3] is the semi-
nal work that applies a shared Multi-Layer Perceptron 
(MLP) to perform point cloud understanding directly 
from raw point cloud. MinkowskiUNet [29] employs the 
voxel representation and designs the U-Net  [30] archi-
tecture for the semantic scene understanding task, as 
shown in Fig. 6. SPVCNN [31] introduces an additional 
point branch for the voxel-based MinkowskiUNet to 
compensate for the missing information of the original 
points. Cylinder3D [32] replaces the cubic partition with 

Fig. 4  Framework overview of PointNet, which is the pioneering work in point cloud understanding

Fig. 5  Illustration of EdgeConv proposed by DGCNN that is the pioneering work in graph-based point cloud understanding
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the cylindrical partition to better utilize the property of 
varying density of the point clouds, as shown in Fig.  7. 
SphereFormer  [33] devises the transformer-based net-
work to leverage its global receptive field. Another line of 
methods concentrate on the range view representation as 
it is dense, compact and can resort to the contemporary 
and top-performing 2D segmentors owing to its 2D form. 
RangeViT  [34] and RangeFormer  [35] introduces the 
powerful transformer architecture for range-view-based 
segmentation. RPVNet [36] fully utilizes the information 
of range, point and voxel representations to yield the seg-
mentation results.

Albeit that point cloud can provide accurate spatial 
positions of objects in the 3D, it lacks color and texture 
that are critical to the categorical recognition of objects. 
To compensate for the shortcoming, the attention of both 
academic and industrial communities has been shifted 
to the combination of the point cloud and RGB images, 
forming the multi-modal fusion methods [37, 38]. Since 
multi-modal fusion utilizes the strength of both worlds, 

it can benefit more robust and comprehensive percep-
tion of the surrounding environment. For instance, 
UniSeg [37] takes three point cloud representations and 
the images as input, and designs the learnable cross-
modal fusion and cross-view fusion modules to fully lev-
erage the valuable information in these input signals.

Recent years, there emerges a trend that builds the 
foundation model to tackle diverse tasks with single 
architecture. Point Transformer V3 [39] is the pioneering 
work that achieves impressive indoor and outdoor, seg-
mentation and detection tasks simultaneously. It is built 
upon the transformer architecture and overcomes the 
heavy computation cost introduced by the attention cal-
culation using the efficient serialized neighbor searching 
mechanism.

4.3 � Detection
3D detection aims to estimate the 3D spatial locations 
and categories of objects in the 3D space. According to 
the type of the input signal, contemporary 3D detection 

Fig. 6  Architecture of MinkowskiUNet-32, whose variants serve as the backbone for many competitive LiDAR segmentation models

Fig. 7  Overview of Cylinder3D
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algorithms can be categorized into the following groups, 
i.e., LiDAR-based, image-based and multi-modal fusion 
methods. As to LiDAR-based detectors, they usually 
adopt the point [5], voxel [6], point-voxel [40] and range 
image representation  [41]. Point-based detectors, such 
as PointRCNN [5], directly estimate the 3D spatial posi-
tions and categories of objects from the point cloud, as 
shown in Fig.  8. Because handling tens of thousands of 
points is tedious and time-consuming, the voxel repre-
sentation is presented in VoxelNet, where unordered 
points are rasterized into a fixed number of regular cubes 
(a.k.a voxels). To reduce the information loss caused by 
the rasterization process, point-voxel-based detectors, 

e.g., PVRCNN [40], are designed to harness the strength 
of both representations.

Since the collection and annotation of LiDAR data 
is expensive, recent trends favour the image-based 
detector  [42]. Compared to the point cloud, images are 
cheaper and contain rich color and texture information. 
As a representative, BEVFormer  [43], which follows the 
detection pipeline of Tesla, achieves impressive perfor-
mance for multi-view detection and serves as the cor-
nerstone of many subsequent works (Fig. 9). BEVFormer 
follows the top-down pipeline that takes the BEV features 
as query and employs the cross-attention mechanism to 
extract useful information from the front-view features. 

Fig. 8  Overall architecture of PointRCNN

Fig. 9  Overall architecture of BEVFormer
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However, considering that images lack precise spatial 
measurement compared with the point cloud counter-
part, there emerges surging interest in the combination 
of both point cloud and images, forming the multi-modal 
fusion detectors. PointPainting  [44] and PointAug-
menting  [45] are the classical multi-modal detectors 
that incorporate the rich visual information of RGB 
images into the LiDAR-based detectors. LoGoNet  [46] 
devises the local-to-global fusion module and surpasses 
many competitive multi-modal detectors in the popular 
Waymo leaderboard.

The aforementioned detectors are mainly built in the 
onboard settings where the computation and storage 
resources are limited. Recently, the offboard detectors 
have drawn surging attention from both academic and 
industrial communities which can achieve impressive 
detection performance given unlimited resources. Take 
the notable  3DAL  [47] as an example. It fuses all point 
cloud frames of one sequence and surpasses the detection 
accuracy of humans in the challenging Waymo bench-
mark. The top-performing offboard detectors  [47, 48] 
can serve as the auto labelling function that can signifi-
cantly reduce the expensive cost of the labelling process.

4.4 � Tracking
3D object tracking targets at assigning the same object 
the same instance id across multiple frames. It relies on 
the single-frame detection performance and the suffi-
cient utilization of the valuable temporal information. 
Recent efforts have been paid on handling the occlusion 
problem, reducing false predictions as well as making 
better use of the temporal and contextual information 
hidden in the input sequences [49–51]. The overview of 
the classical CenterPoint framework is shown in Fig. 10. 
The development in the single-frame 3D detection field 

also promotes the advances in the 3D tracking domain. 
The offboard 3D detection usually utilizes the tracking 
philosophy to improve the detection accuracy in a con-
secutive sequence of frames.

4.5 � Matching
Matching aims to find the correspondences between 3D 
points of two point cloud frames. The matching task usu-
ally consists of two consecutive steps: feature extraction 
and data association. Before the advent of deep learning, 
the feature extraction is hand-crafted and the data asso-
ciation techniques are mostly optimization-based ones. 
The FPFH [52], ESF [53] are two widely used features 
that used in the pre deep learning era. The other feature 
extractors such as 3DSIFT [54], PFH [55] can be found 
in this survey [56]. After deep learning is prevalent, the 
performance of point feature is largely improved, regard-
ing the distinguishability and recall. The typical example 
is 3DMatch [57]. As depicted from Fig. 11, 3DMatch uses 
a Siamese Style 3D ConvNets to extract point-wise fea-
tures and trains the network by minimizing the distance 
of corresponding 3D point pairs (matches) while pulling 
apart the distance of noncorresponding 3D point pairs. 
Based on this idea, many variants are subsequently pro-
posed. OctNet [58] proposes a Octree-based neural net-
work to relieve the memory consumption of a 3D CNN. 
FCGF [59] leverages the sparse convolution operation to 
reduce the memory consumption and improve the effi-
ciency of point feature extraction. IMFNet [60] leverages 
the multi-modal information to further improve the dis-
crimination of point features.

4.6 � Registration
The objective of 3D registration is to estimate the trans-
formation matrix between two point cloud frames. The 

Fig. 10  Schematic overview of the CenterPoint algorithm
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point cloud registration methods can be categorized into 
two classes: pre deep learning and post deep learning.

The pre deep learning methods mainly use optimiza-
tion-based strategies. One typical example is ICP [61], 
which iterates the transformation estimation and cor-
respondence estimation. The vanilla ICP is sensitive 
to noise and outliers. Many variations [62–68] are pro-
posed to tackle the limitations of ICP. GO-ICP[62] uti-
lizes a branch-and-bound (BnB) scheme that searches 
the entire 3D motion space SE(3) and develops the ICP 
to obtain global optimal solution. TEASER, introduced 
in the paper by Yang et al. (2020) [64], utilizes Truncated 
Least Squares cost and separates the estimation of scale, 
rotation, and translation. It has demonstrated robust-
ness against 99% outliers. With advancements in 3D sen-
sor technology, a new subfield called cross-source point 
cloud registration has emerged to handle data from dif-
ferent domains, which exhibit greater variations. Huang 
et al. [66–68] have proposed several methods to address 
the challenges of cross-source registration by enhancing 
the Iterative Closest Point (ICP) algorithm and achiev-
ing high accuracy in handling cross-source point cloud 
registration.

The post deep learning methods leverage the strong 
ability of deep neural networks to optimize the trans-
formation. The post deep learning methods [57, 69–74] 
can be further divided into two categories: correspond-
ence-based and correspondence-free methods. The main 
idea of correspondence-based methods is to replace the 
feature extractor with deep learning features and uses 
the learned features to extract correspondences. These 
correspondences are utilized to estimate the transfor-
mation with RANSAC or SVD. The typical example of 
correspondence-based methods is 3DMatch [57], which 
leverages a 3DCNN to extract the deep features and 

uses a RANSAC to estimate the transformation. The key 
objective of correspondence-free methods is to develop 
an end-to-end neural network to directly estimate the 
transformation. The typical examples are DGR [69] and 
FMR [75]. DGR [69] develops a neural network to esti-
mate the descriptor and the weights of weighted SVD. 
Then, the transformation is optimized with a closed-form 
solution. FMR [75] estimate the feature alignment error 
of two point clouds. Then, the error is backbprogated to 
estimate the transformation by optimizing a LM-based 
registration algorithm. Obviously, these correspondence-
free methods combine the deep learning with the con-
ventional registration theoretical framework.

The recent registration methods [73, 74] follow this 
line and propose advanced feature extraction module to 
enhance the association of both given point clouds, as 
shown in Fig. 12.

5 � Benchmark
We present the basic information of popular benchmarks 
in 3D classification, segmentation, detection, tracking, 
matching and registration. These benchmarks are widely 
used by both industrial and academic communities.

ModelNet40  [76]. It is a synthetic object-level bench-
mark and consists of 12,311 CAD models. The quantity 
of object categories is 40. It includes common objects 
such as chairs, tables, cars, etc. These CAD models are 
captured from different angles and orientations. In Mod-
elNet40, 9,843 samples are used for training while the 
rest 2,468 samples are chosen for testing.

ShapeNet [77]. It is a widely used dataset for 3D shape 
analysis. It covers a wide range of object categories and 
is comprised of approximately 51,300 unique 3D shapes 
from over 55 different categories.

Fig. 11  Schematic overview of the 3DMatch algorithm
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ScanNetV2  [78]. The ScanNetV2 dataset is an indoor 
segmentation benchmark and provides 1,201 and 312 
scenes for training and validation, respectively. The total 
number of categories is 20.

S3DIS [79]. The S3DIS dataset for semantic scene pars-
ing consists of 271 rooms in six areas from three different 
buildings, and the number of categories is 13. Following a 
common protocol, area 5 is withheld during training and 
used for testing.

SUN RGB-D  [80]. The SUN RGB-D dataset contains 
over 10,000 RGB-D images captured from different 
indoor scenes, covering a wide range of object categories 
and scene types.

SemanticKITTI  [81]. It is a popular outdoor LiDAR 
segmentation dataset and is comprised of 22 point cloud 
sequences, where sequences 00 to 10, 08, and 11 to 21 are 
used for training, validation and testing, respectively. The 
total number of categories is 19. It only provides front-
view images for multi-modal fusion.

KITTI  [82]. It is well-known autonomous driving 
benchmark for 3D detection. It contains 7,481 training 
samples and 7,518 testing samples. Average precision 
(AP) on easy, moderate and hard levels is the primary 
evaluation criterion.

nuScenes  [83]. It is comprised of 1,000 scenes with 
approximately 20 seconds for each scene. The key frames 
are labeled at 2 Hz. Each sample contains six multi-view 
RGB images captured from different cameras and one 
point cloud frame collected by a 16-beam LiDAR. For 
the 3D detection task, the number of annotated 3D boxes 
and categories is 1.4M and 10, respectively.

Waymo [84]. It is one of the largest autonomous driv-
ing benchmarks, with 798, 202 and 150 sequences chosen 

for training, validation and testing, respectively. Each 
sequence has around 200 frames and there are five RGB 
images accompanying each point cloud frame. The stand-
ard metrics for evaluating detectors are average precision 
(AP), average precision weighted by heading (APH) on 
LEVEL 1 (L1) and LEVEL 2 (L2) difficulty levels.

ONCE  [85]. It is a large-scale autonomous driving 
dataset that contains 1 million LiDAR frames and 7 mil-
lion camera images. 15 K scenes are fully annotated with 
5 classes, including car, bus, truck, pedestrian and cyclist.

3DMatch [57]. It is a widely used indoor point cloud 
dataset to evaluate the performance of registration algo-
rithms. The dataset consists of 62 indoor scenes, which 
are captured by a RGB-D sensor. The 54 scenes are used 
for training and 8 scenes for testing. The ground-truth 
transformation is estimated by the RGB-D reconstruc-
tion pipeline.

KITTI [82], nuScenes [83], and Waymo Open Dataset 
(WOD)  [84] are the three most influential benchmarks 
for BEV-based 3D perception. KITTI is a well-known 
benchmark for 3D perception. It consists of 3712, 3769, 
and 7518 samples for training, validation, and testing, 
respectively. It provides both 2D and 3D annotations for 
cars, pedestrians, and cyclists. The detection is divided 
into three levels, i.e., easy, moderate, and hard, based 
on the size of detected objects, occlusion, and trunca-
tion levels. NuScenes contains 1000 scenes with dura-
tions of 20 seconds for each scene. Each frame contains 
six calibrated images covering the 360-degree horizontal 
FOV, making nuScenes one of the most commonly used 
datasets for vision-based BEV perception algorithms. 
WOD is a large-scale autonomous driving dataset with 
798 sequences, 202 sequences, and 150 sequences for 

Fig. 12  Schematic overview of the GeoTransformer algorithm
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training, validation, and testing, respectively. Apart from 
the above-mentioned three datasets, more benchmarks 
such as Argoverse, H3D, and Lyft L5 can also be used for 
BEV-based perception.

6 � Evaluation metric
For classification tasks, accuracy is the major metric to 
evaluate the performance of classifiers. For 3D object 
detection, mean average precision (mAP) and nuScenes 
detection scores (NDS) [83] are often employed as evalu-
ation criterion. The most commonly used criterion is 
which is the area under the precision-recall curve.

Specifically, to calculate AP, we first use Intersection-
over-Union (IoU) to measure the distance between the 
predictions and labels. The definition of IoU between 
prediction A and label B is given below: 
IoU(A,B) =

|A
⋂

B|

|A
⋃

B|
 . If the IoU between prediction and its 

label is larger than a pre-defined value, the prediction is 
seen as True Positive (TP). Otherwise, it is treated as 
False Positive (FP). Then, Precision and Recall can be 
computed based on TP, FP, and FN: 
Precision = TP

TP+FP
,Recall = TP

TP+FN
 . Here, FN denotes 

False Negative. And AP is calculated using the interpo-
lated precision values: AP = 1

|R| r∈R pinterp(r) , where R 
is the set of all recall positions, pinterp(.) is the interpola-
tion function, defined as: pinterp(r) = maxr′:r′≥r p(r

′) , and 
the mean average precision (mAP) is the average of APs 
of different classes or difficulty levels.

For LiDAR semantic segmentation tasks, we adopt the 
Intersection-over-Union (IoU), mean of Intersection-
over-Union (mIoU), mean of class-wise accuracy (mAcc), 
and overall point-wise accuracy (OA) as the evalua-
tion criterion. Since the number of points may vary sig-
nificantly among different classes, we can also use the 
inverse class frequency scores to reweight the calculation 
of mIoU.

For the matching and registration tasks, five metrics are 
usually adopted. (1) Registration Recall (RR) refers to the 
proportion of point cloud pairs that meet the accuracy 
threshold. (2) Rotation Error (RE) is the average angular 
deviation between the estimated rotation and the ground 
truth rotation. (3) Translation Error (TE) is the average 
discrepancy between the estimated translation and the 
ground truth translation.. (4) The F1-score (F1) is calcu-
lated using the formula: F1 = 2TP

2TP+FN+FP
 , where TP rep-

resents the true positive, FN represents the false negative, 
and FP represents the false positive. The F1-score is uti-
lized to assess the balance between precision and recall, 
measuring their stability. (5) Inlier Recall (IR) quantifies 
the proportion of estimated correspondences that have 
residuals below a specified threshold (e.g., 0.1m) based 
on the ground-truth transformation. The first three met-
rics focus on assessing registration accuracy, while the 

remaining metrics aim to evaluate the ability to reject 
outliers.

7 � Future work
In this section, we list several promising research direc-
tions that are worth exploring in the 3D domain.

Large Language Models. The emergence of Large 
Language Models (LLMs)  [86, 87] is undoubtedly the 
milestone event in the deep learning field. Considering 
that LLMs are trained on a large corpus of textual infor-
mation, they typically embrace rich world knowledge and 
information. How to incorporate these powerful LLMs 
into the 3D field is also a hot topic worth exploring. 
Uni3D-LLM  [88] makes the first attempt to use LLMs 
to process 3D perception and generation tasks in a uni-
fied manner. FrozenCLIP  [89] employs the frozen CLIP 
model to perform LiDAR-based scene understanding.

Knowledge Transfer from 2D to 3D. PointCLIP  [20] 
makes the first attempt to introduce the strong vision-
language model, i.e. CLIP  [19], for the point cloud 
understanding tasks and achieves appealing zero-shot 
classification and segmentation performance in indoor 
benchmarks. Since the amount of training samples in 2D 
and NLP domains is much larger than the 3D domain, 
how to effectively leverage the precious knowledge hid-
den in these domains is also an interesting research 
direction. Effective multi-modal and cross-modal knowl-
edge distillation algorithms [90–93] are needed to better 
utilize the abundant information hidden in 2D images 
and videos.

Synthetic Data. Manually collecting and annotating 
3D data is extremely expensive. To relieve the heavy reli-
ance on the large-scale training data, using synthetic data 
is undoubtedly a promising direction. Compared to the 
real data, the expense of collecting synthetic data and 
making annotations is much cheaper. Therefore, how to 
effectively utilize a large amount of valuable synthetic 
samples is an important direction to explore. However, 
since synthetic data may differ from the real data in many 
aspects, such as texture, lighting, material, physical con-
straints, models trained on synthetic data may witness 
significant performance drops when directly deployed in 
the real-world applications. Techniques such as domain 
adaptation, neural rendering, data augmentation, are 
required to relieve the gap between synthetic and real 
samples [94, 95].

Foundation Models. Note that 2D foundation mod-
els, such as the SAM series  [96], have reshaped the 2D 
vision field and greatly facilitate many downstream tasks 
and applications. However, due to the lack of large-scale 
3D benchmarks, the 3D foundation models have not 
appeared. The building of the 3D foundation models 
is inevitably the urgent task to date as they can greatly 
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reduce the design and deployment cost of many 3D tasks, 
paving the way for the Artificial General Intelligence 
(AGI) 3D era. To build such a foundation model in the 3D 
domain, one can either train a powerful model on a large 
quantity of 3D samples, or take foundation models from 
other fields as the backbone and employ adapters to re-
train or fine-tune such model on the provided samples.

Network Design. For 2D domains, networks such 
as ResNet  [97], EfficientNet  [98], MobileNet  [99], have 
become the de facto architectures for many down-
stream applications. However, for the 3D field, there is 
no such network series that can be applicable to vari-
ous tasks. Since sparse convolution is adept at capturing 
local information while self attention excels at grasp-
ing global relationship, combining the strengths of both 
operators is straightforward, constituting the hybrid 
3D networks. Drawing inspirations from the Inception 
Transformer  [100], designing hybrid networks that fully 
leverage the strengths of both operations is a promising 
research direction. We can also follow the pipeline of [39] 
and propose novel modules to relieve the shortcomings 
of the current model.

8 � Conclusion
In this survey, we summarize the recent advances in the 
3D field, including the main-stream pre-training strate-
gies, 3D perception tasks, benchmarks as well as the 
evaluation metrics. We also point out several promising 
research directions of the 3D field. We hope this survey 
can lay the foundation for both academic and industrial 
communities and inspire more fundamental works.
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