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Abstract
Using deep learning in complex online surface inspection systems is challenging due to different framework condi-
tions. First, time restrictions in production are usually fixed in terms of clock rate and response time. Furthermore, these 
methods need a lot of data, while typically the data situation is thin in the beginning as well as continuously unbal-
anced: defects occur rarely and thereby providing few example data for learning, while the desired detection rate is 
100%. Another important issue is that although defect catalogues exist, they often change, especially when automatic 
inspection is applied for the first time. This is due to imaging systems usually being able to detect more defects than 
visual-manual inspection, therefore production, management, and quality assurance usually reiterate their prior defect 
catalogues. However, data driven methods depend heavily on consistent annotation. Therefore, respective parties must 
be made aware of this issue on the one hand, on the other hand, annotation and reannotation must be easy and useable 
by non-experts. Related is the issue of parametrization and traceability. Both are not inherent to neural networks but 
must be provided to some level to help building trust in machine learning methods. In this paper, we present a qual-
ity inspection system that uses deep neural networks for defect detection under real production conditions in wood 
manufacturing. We will address how we systematically deal with the above issues both in terms of process and algorithm.

1  Introduction

In many industrial production sites, manual inspection is still the method of choice when it comes to surface control. 
Among the reasons for this are the flexibility of manual laborers and their ability to make decisions under unexpected 
circumstances.

However, there are several reasons why computer vision (CV) based inspection systems are constantly on the rise [1]. 
The main reason is that computers mostly outperform humans in repetitive calculations, in speed as well as consistency. 
Furthermore, long running systems are more cost efficient than manual inspection [2].

Up until today, CV based inline inspection algorithms are often done with so-called “classical” CV algorithms. That 
means experts build algorithm chains. These chains consist of filtering algorithms, statistical methods, adaptive thresh-
olding, modelled feature extraction and usually some classification step in the end [3, 4]. This approach has various 
advantages as can be seen on the left-hand side of Table 1.

The disadvantages however (right hand side of Table 1) are increasing. The most important one is that these algo-
rithms do not perform well in certain cases. Additionally, algorithms for data driven methods, have been constantly 
improved in the last 15 years. Therefore, these “classical” algorithms have been replaced more and more by data driven 
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deep learning approaches [3]. Several problems, such as the detection of cars in images or the identification of faces, 
are exclusively solved with these methods and often even outperform human recognition [5, 6]. On the left-hand 
side of Table 2 several advantages of data driven methods are shown. Various deep learning based defect detection 
systems have been developed and have shown good results in several application areas. However, the applicabil-
ity of these methods highly depends on the precise definition of the application domain (e.g. steel [7, 8]) and the 
defect types and example datasets (e.g., cracks [9–11]). Although there is a vast amount of literature on surface 
detection with CNNs, there are only few industrial inline inspection solutions presented. Mostly because translating 
the industrial expert knowledge into a necessary database presents several difficulties [12], as displayed on the right 
hand side of Table 2. Because of these reasons, industrial deep learning solutions for defect detection are still scarce 
and only applied in areas with very well-defined defect types such as cracks. However, in many application domains 
defect inspection is done fully manual where human interpretation—often including knowledge of the production 
process—is key for defect assessment. Applying state of the art CNNs to the final dataset is not the key problem. The 
key problem is the collection of said dataset in accordance with the specific requirements of industrial production 
on the one hand and with knowledge about the workings of CNNs on the other hand.

In this paper, we will present a process on how to implement a data driven solution for image -based surface 
inspection under industrial conditions. This process will especially focus on the issue of data collection and anno-
tation (second and third disadvantage in Table 2). We will discuss challenges and present an application example.

In the following, we will first describe the pipeline of classical image processing and deep learning for develop-
ing an inline surface inspection system, and then propose a hybrid solution for such inspection systems. In the 
next section, we explain an application example for a real-world problem and show the main parts and steps of our 
application. In the discussion section, we will reveal the challenges of such systems and in particular discuss the data 
cleaning process. In the last section, we summarize our results and further work.

2 � Methods

2.1 � Classical image processing for inline surface inspection

A classical image processing pipeline usually consist of filtering the image, adaptive thresholding to identify candidates 
for defects and finally classification of these defects [13].

A typical process of developing image processing solutions for inline surface inspection involves expert knowledge 
from domain experts but only at specific points. In Fig. 1 the process steps displayed in blue represent their input. Steps 

Table 1   Classical image processing

Advantages Disadvantages

With a few example images, first approaches can be developed
Lean solutions are possible. Simple (sub-) tasks can be solved with 

very efficient algorithms
Single steps of the solution are understandable, explainable, and 

parametrizable. New variants can be included with reparametriza-
tion

High number of parameters to be manually set
Design and maintenance of these algorithm chains is an expert task
Image quality should be high, i.e., defects should have high contrast 

compared to the rest of image
Performance is sometimes poor and limited
Problems such as inspection of natural materials almost impossible

Table 2   Data driven methods

Advantages Disadvantages

Generic and depending mostly on good data
Openly available architectures and datasets that can be adapted to 

the respective application domain
Powerful on poor quality images
Outperform classical image processing/machine learning methods if 

enough data is available

The data is very unbalanced. Defects occur rarely (in comparison to 
non-defective parts) and vary in importance

Data collection must be done in accordance with the production 
schedule—as not every variety is produced at the same time. Pro-
duction is usually not changed for the purpose of data collection

Data annotation is necessary and needs precise and consistent defi-
nition of defect classes
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in yellow represent CV expert work. Initially, defect catalogues are shared, and production/manual inspection expert 
interviews are conducted. However, after this, even with only very limited image material, a first algorithm chain can be 
developed. Image processing experts combine parametrizable algorithms. A first iteration is then run on the system, at 
this point again, production experts check the outcome of the automatic analysis. Typically, too many defects are found 
on the one hand (false positives), and some might also be missed (false negatives). This leads to a reparameterization of 
the developed algorithms. If the system is well designed, unknown variants of the product/new kinds of defects can be 
included into the system by adapting only a few parameters.

However, challenges of this expert modelled image processing are that the advantage of being able to parametrize 
each step also is a disadvantage: parametrization has to be done manually and usually with image processing expert 
knowledge.

2.2 � Deep learning

We will focus on deep learning in this work as this is the dominant form of data driven approaches. Within deep learning 
approaches convolutional neural networks (CNN) are the most relevant architectures. Images are not a random accumu-
lation of pixel values, but rather contain spatial information. Features should therefore represent this spatial connection. 
CNNs are designed to encode this information on several resolution layers. They consist first of a image encoding through 
so-called convolutional layers—in which image information is encoded—and max pooling layers—where most relevant 
features are selected. And then, depending on the desired output, for example of a classification step done by a so-called 
fully connected layer, where the network decides how to sort the images into classes [14], or of a decoder step, where 
not only classification but also segmentation can be performed [15].

In both cases thousands to millions of weights must be learned. Not only efficient algorithms and computational 
power are needed for this purpose, but also a lot of data. Data acquisition, however, is only a small part of the task. For 
the networks to learn their weights properly they must know “how” to learn them. In case of classification on an image 
level they need to be annotated. In case of detection, annotation is not performed on an image level, but the various 
classes contained in an image must also be localized.

2.3 � Deep learning for inline surface inspection

The most important task for data driven methods is to build a representative and large enough database. This, however, 
changes the procedure of developing surface inspection systems. In a classical system the work of designing the surface 
inspection system is mostly done by image processing experts who “translate” the defect catalogue and the domain 
expert input into algorithms—see the yellow part of the pipeline in Fig. 1. This modelling can be avoided in deep learn-
ing solutions, as it is done by the data itself. Data must therefore be reliable and well categorized. Therefore, domain 
experts must be involved to a higher degree in building the database as illustrated by the green parts in Fig. 2. This can 
be very time-consuming and difficult. Another issue is that in the traditional approach interpretability and parametriza-
tion are inherent to the solution. In contrast to that, in data driven methods most of this is “hidden” in the annotation. 
This annotation must be consistent over the whole dataset. Future changes of requirements and variants that might 
influence current annotation must therefore be anticipated.

2.4 � Hybrid setup for inline surface inspection

The most problematic part of deep learning systems is the collection and annotation of data. Therefore, instead of exclu-
sively developing a data-driven system, we propose to use a hybrid solution as displayed in Fig. 3. A candidate detector 
is developed by means of classical image processing. A focus should be in detecting rather too many than too little and 

Fig. 1   Typical development 
steps of a defect detection 
algorithm with classical image 
processing. Domain experts: 
blue, image processing 
experts: yellow
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on building a first solution. The candidate annotation is then usually much easier and faster than the original image 
annotation. The discussion of how to annotate defects is similar in the full deep learning solution. However, first defect 
candidates can be used as a basis for discussion. This is significant mainly for two reasons: First, to get an impression of 
the expression of defects in the images—as they are usually different from the human-visual impression. Secondly the 
number of detected defects can be estimated—often automatic inspection systems detect more defects than is desirable 
for production management. The database that is build can either be used for classification or can be supplemented with 
“background” images for additional localization as described above. Even if some “raw image annotation” has to be done 
too (marked here as “subsampled image annotation”), the bulk of the necessary data is done by candidate annotation.

3 � Application example

3.1 � Inspection system environment

We present an inline-surface inspection system for shelve panels. The system will replace a visual manual inspection. 
There are several fixed parameters such as the production pace (about 50 m/min) and response time (depending on 
length of panel (7–12 s). Requirements to the system are that it meet the production times and be as good as the manual 
inspection (or better). The reasons for exchanging the current inspection are the higher reliability and consistency of an 
automatic system.

3.2 � Image acquisition

The product varieties consist of unicoloured panels as well as wood pattern. The wood pattern is not just applied by 
colouring the panels but also by imprinting wooden structures. The panels have different sizes. Ranging from about 
50 cm up to 2 m in length and 20 cm to 50 cm width.

The defect catalogue consists of typical defects such as scratches and cavities and several specific defects such as 
discolouring, excess of glue or lines. The higher adaptability as well as the irregular pattern of the surfaces are the reason 
this system was developed with a deep learning algorithm. Independently of the algorithmic approach, the first task is 
to define an imaging setup that ensures that defects are covered. We decided to us three different kinds of images. A 
brightfield setup for scratches and cavities, a darkfield setup for even surface defects and a full reflection setup that is 
specifically integrated for defects in the imprinted wooden structure. The setup can be seen in Fig. 4.

Fig. 2   Process of building a 
defect detection based on 
deep learning algorithms. 
Domain experts: blue, image 
processing experts: yellow, 
both: green
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Fig. 3   Hybrid processing for inline surface inspection. Domain experts: blue, image processing experts: yellow, both: green
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3.3 � Defect definition

Defect definition must be done in discussion between production/domain experts and CV experts. The former usually 
have a focus on the genesis of the defect as well as the possible consequences (e.g. fixable vs. unfixable). Image process-
ing experts must consider how to define classes that comply with the mathematical logic of the deep learning algorithm. 
In Fig. 5 one can see an example of the defect class “sinkhole”. The expression of these defects is very different: on the 
left-hand side strong sinkholes can be seen that are characterized by round, clear structures, while weak sinkholes appear 
through a cluster of dots. Sinkholes are one example of defects that have a varying appearance and to ensure a detection 
by a data-driven method the full variety must be covered with multiple examples.

Therefore, in this system, we decided to build a classifier that is based on the image expression of defects as much as 
possible while still fulfilling the customers’ requirements. We have four main categories that are of most interest to the 
customer. In Fig. 6 a variety of sample pictures for these four categories are shown. We include another category, that is 
called “negative” which is applied to false positives of the detection dataset.

3.4 � Candidate detection

Tasks that can be solved by classical image processing in a stable manner, should be solved thus, because it reduces 
the amount of data needed. In many production cases the segmentation of object and belt is such a pre-processing 
step. This step is also executed for the three images from this system. After this, we have three exact segmentations of 
the same object. One could treat them as separate grey-scale images, process them separately and join the results in 
the end. Instead of this, we decided to register them onto each other, to directly deal with one multidimensional image 
instead of three one-dimensional ones. Furthermore, as we have exactly three channels, it is very useful to treat them as 
RGB images. Libraries for image processing and image display are generally available for RGB images and can directly 
be used on this “mixed” image. Additionally, pretraining data bases are more often available for RGB than for general 
multidimensional images. The CNN might therefore be easier to apply.

After foreground detection and registration, the algorithm pipeline consists of typical steps edge preserving filtering, 
adaptive thresholding, and mathematical morphology, all done on this RGB image.

Fig. 4   Imaging Setup: light 
sources are in yellow (left one 
spotlight, right one incident 
light), cameras in green

Fig. 5   Customer defined defect type "sinkhole" with different intensities, strong (left) to weak (right)



Vol:.(1234567890)

Research	 Discover Data             (2023) 1:3  | https://doi.org/10.1007/s44248-023-00004-w

1 3

3.5 � Candidate annotation

A panel of 2 m consists of about 9000 pixels in length, defects down to 10 pixels need to be detected (without our RGB 
image registration on three images per panel) this is tedious at best, not doable at worst. We built a custom annotation tool 
as displayed in Fig. 7. A visualization of the detailed defect itself (three different images, original and normalized for clearer 
visibility) is displayed alongside—as classification decision depends on size and position on the panel—the RGB image of the 
whole panel. The annotation expert should have the definition of the defect classes at hand. Annotation itself can then be 
done without further image processing/AI expertise with one or two clicks per defect. The annotation tool was programmed 
in python with standard open source libraries for simple GUI implementation such as HighGUI from OpenCV.

Fig. 6   In the leftmost column, the category “Rillispur, i.e., line defects is displayed. Next to it “Staub”, i.e., dust, next to that “Nest”, i.e. dotted 
local defects. They are displayed in three different intensities (top to bottom). The rightmost two columns represent the category “positive”; 
those are reserved for very clear or very global defects that occur less often

Fig. 7   Custom annotation tool. Left: three different images of candidate (brightfield, dark field, full reflection) original and normalized. Right 
side: position of candidate in panel, middle: annotation choices
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3.6 � Deep learning

Our goal is to build a database that enables the use of different deep learning techniques. The model used for classification 
is the VGG16 [16] architecture, pretrained on the ImageNet [5] database. In Table 3 the recall and precision of the CV-expert 
defined annotation is shown. While the overall accuracy of the domain expert-defined classes was 58%, the overall accuracy 
of the CV-expert defined classes is above 88%. Careful labelling with understanding of the underlying mathematical algo-
rithms can therefore make a big difference. Additionally, some confusion are in between the classes of “Staub” and “negative” 
which do not count as defects. They can therefore be neglected. It must be said, that the database for CV-expert labelling 
was slightly bigger and not as biased. This might also have influenced the results.

For detection we use the same model with an additional background class and combine all the labelled foreground classes. 
On the right-hand side of Fig. 8 one can see the resulting response of the classifier of this foreground class after applying a 
sliding window with overlap to detect areas of interest.

Processing time depends on the length of the panel and the number of defect candidate. However, in industrial inline 
inspection systems, the average processing time is of limited importance. The main goal is to always comply with the fixed 
production rate (50 m/min) and response time (between 5 and 8 s, depending on the length of the panel). Within this time 
all system coordination as well as defect detection take place. A local server is designed to comply with these requirements 
(no cloud computing possible).

Table 3   Precision, recall and 
support for CV-expert defined 
categories

Category Precision Recall Support

Nest 0.970 0.780 1072
Rillispur 0.972 0.946 2013
Staub 0.812 0.623 334
Negative 0.830 0.967 2095
Positive 0.728 0.725 630
Accuracy 0.890 0.884 6144

Fig. 8   Defect detection with classical image processing (left) and sliding window NN on the right
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4 � Discussion

The used methods enable a fast annotation of the database. However, in contrast to classical approaches it remains 
difficult to change annotations iteratively. Therefore, the definition of defect classes is one of the most crucial points 
in designing such a system. In our approach, it became clear that the previously defined defect classes are not nec-
essarily suitable for a databased defect detection algorithm. Especially the dataset bias and the need for sufficient 
representation of all classes leads to poor results in the beginning. In addition to well defined defect classes, we 
therefore advise a two-step approach, where a first coarse classification is performed. It is also our experience that 
the importance of defects changes over time, with changing production facilities and changing supplier/customers 
of the production. This is also a reason why a graded defect annotation is sensible. This way reannotation can also 
be minimized by only targeting subgroups of the whole dataset, if necessary. 

The collection of additional data without any candidate detection first, also has to be performed. In our case this 
was done by monitoring a graphical display of the system by image processing experts. In the future we will addi-
tionally implement an automatic feedback system that enables production to do feedback sessions and thereby 
improve the system.

Processing time, as stated in results, satisfies the customers’ response time and production rate demands. The big 
improvement to the prior approach (visual-manual control) is that control is now fully automatized, consistent, and 
transparent. Furthermore, no more manual labour is need for quality inspection.

5 � Conclusion

We have shown that using deep learning for inline defect detection systems is possible but at the same time has 
various challenges in comparison to a traditional inspection automatization approach. Production experts and image 
processing experts must communicate constantly to ensure that the defect definition is correct. We have proposed a 
process on how such database generation can be done for industrial inline surface inspection. The main advantage 
of having such a database is that constant advances in deep learning can easily applied on this database. While clas-
sical solutions are adaptable only be experts and with a lot of effort, the effort of interchanging a CNN architecture 
for a given database is minor. Even tasks that might not be solvable for example due to time restrictions might be 
solvable in the future by a new architecture/hardware setup based on the existing dataset. Careful dataset genera-
tion can therefore be seen as a solid investment into the future of quality inspection as well as a means to realize a 
current solution.

Our experience with industrial production (especially small and medium sized companies (SME)) is, that they have 
very traditional inspection systems or mostly no automatic inspection at all. This is reflected by the lack of literature 
on Deep Learning application in industrial inline surface inspection systems.
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