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Abstract
The prevalence of world-wide access to the Internet has come at a cost. A lot of misleading information is posted on pub-
lic news websites and social media. Many news writers and organizations manipulate their posted data to propagate false 
information that target different societies and in different languages. Accurate and timely detection of false news is made 
possible in large part using machine learning-based technologies. This paper targets the problem of detecting fake news in 
Arabic language using machine learning models. A hybrid model of two deep neural networks is used to classify Arabic 
news articles in order to detect fake articles. The two types of neural networks are convolutional and bi-directional long-
short term memory. Robust features are extracted using two different word vectors and a complex model of a convolutional 
neural network. Moreover, a set of auxiliary output layers are used to enhance the model accuracy. Multi-class classification 
is achieved via modifying the primary output layer. Results show an accuracy of 88% and 78% for binary classification and 
multi-class classification, respectively.
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1  Introduction

News target different people who are interested in specific 
events, topics, or facts [1]. Fake news is defined as unverified 
and manipulated information that propagates to misguide 
newsreaders, in order to create incorrect awareness, earn 
money, or achieve political objectives [1–7]. False infor-
mation is manipulated by many parties such as individuals, 
groups, social bots, and news organizations. Moreover, the 
development of social bots for different platforms of social 
media has facilitated the dissemination of fake news easily 
and rapidly [5, 7–9].

False information affects individuals, businesses, gov-
ernments, and democracy, and it has been shown in recent 

years that it may cause calamities in societies. It results in a 
negative impact on journalism, society, economy, political 
insecurity, elections, and public judgment [1, 4–8, 10–12]. 
For instance, fake news related to the Corona pandemic 
affected the safety, physical and mental health of the public 
[13]. Consequently, the term fake news detection has been 
formulated recently, which refers to the detection of decep-
tive news articles that targets people in order to affect their 
ideas about the topic of interest [2].

In contrast to the conventional media, a huge number of 
news events and articles propagate rapidly among news-
readers through social media such as Twitter and Meta (i.e. 
Facebook) and the Internet [1, 6, 7, 12, 14, 15]. Addition-
ally, fake news is distributed as private messages through 
applications such as WhatsApp. The Internet facilitates 
the access to read news from anywhere and also to send it 
rapidly with minimal effort. In addition, a large number of 
online news sources are gray and make it difficult to distin-
guish between fake and real news [2, 5–7, 9]. Consequently, 
different types of fake news have been extended beyond fake 
and real such as rumor, misinformation, or disinformation 
[2, 7]. Rumor news is created and propagated in social media 
such as Meta (i.e. Facebook), while disinformation news is 
particularly created and propagated to misguide the public. 
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Misinformation news or false information is sometimes 
introduced within legitimate news by mistakes [5].

Automatic fake news detection has a significant impor-
tance, because manual detection by expert journalists is 
inconvenient, costly, time-consuming, and cannot handle the 
large volume of news in today’s big data era. Thus, machine 
learning (ML) and news datasets are needed to identify fake 
news automatically [2, 5–7, 14, 16]. Nevertheless, automatic 
fake news detection has a potential challenge, where ML 
models require a large number of annotated articles that 
could be suffering from human bias [1, 6, 12].

Regardless of the language, automatic fake news detec-
tion is a hot research problem all around the world [8]. There 
is an observed lack of research in detecting Arabic fake news 
compared with English fake news and other languages [4, 
17]. Furthermore, most available Arabic datasets were col-
lected for different goals such as categorical classification 
or named entity recognition. For instance, the ArCAR [18], 
SATCDM [19, 20] have used the SANAD dataset [21] to 
classify the Arabic news articles based on the news topic 
such as sport or politics without considering the problem of 
fake news. The work in [22] used Arabic news articles for 
name entity recognition.

In this paper, an automatic Arabic fake news detection 
model is proposed. The model outperforms the work in [23] 
in terms of performance. In the proposed model, a hybrid 
neural network model [5] is improved and enhanced by 
extracting more robust features that allow the model to dis-
criminate between various classes. Specifically, the contribu-
tions of this paper are:

1.	 Two 300-dimensional word vectors representation are 
generated and fed to two embedded layers (GloVe and 
FastText layers).

2.	 Expanding a one-dimensional convolution layer into 
three two-dimensional layers to extract robust features. 
The ELU-gate unit [24] is used to decide which features 
are needed for activation and which ones should pre-
serve their linear property.

3.	 Bidirectional long-short term memory (Bi-LSTM) is 
used for the learning of the order of features dependen-
cies in both directions, where two different activation 
functions are used.

4.	 A set of auxiliary outputs is used to increase the sug-
gested model’s accuracy and the primary output layer is 
modified to provide a multi-class classification solution.

We aim to integrate the proposed fake news detection 
model within Internet browsers, where users can be warned 
and alarmed of the possibility of fake articles on-the-fly. The 
rest of the paper is arranged as follows. Relevant research on 
false news detection techniques for Arabic and non-Arabic 
languages is covered in Sect. 2. A background on vector 

representations and deep neural networks (DNN) is provided 
in Sect. 3. The methodology, which includes the dataset, 
reference model, and the proposed model, is described in 
Sect. 4. Also, the model architecture is presented in Sect. 4. 
The evaluation and results of the experiments are presented 
in Sect. 5 for the multi-class classification and binary detec-
tion problems. The paper is finally concluded with some 
closing observations in Sect. 6.

2 � Related Work

Many researchers have focused on using ML models for the 
detection of fake, rumors, misinformation, or disinforma-
tion news propagated through the Internet [14]. Our research 
group earlier focus was concerned with a simple tool for the 
detection of Clickbaits and false news in social media sites 
[25]. Moreover, we have developed a lightweight solution to 
visualize fake news datasets, where classification, clustering, 
plots, and correlation were used to analyze the dataset [26]. 
More recently, we have shifted the focus to Arabic fake news 
detection, where we collected a dataset and made it publicly 
available [4, 17]. An overview of the models that have been 
proposed for the identification of fake news written in Arabic 
and non-Arabic languages is given in this section.

2.1 � Arabic Fake News and Tweets Detection

The Researchers in [1, 4, 15] used ML to detect Arabic fake 
news using custom features like content- and user-based ele-
ments. Moreover, Alzanin and Azmi [1] utilized topic-based 
and tweet-based features in unsupervised and semi-super-
vised models to identify Arabic tweets as rumors or not. 
The authors of [15] combined topic-based and user-based 
features. Then, they used content verifiability and users’ 
responses polarity to enhance the performance. Moreover, 
Johnson et al. [4] used sentiment analysis for Arabic tweets 
to help the detection accuracy.

Other researchers introduced a word-embedding tech-
nique in ML models such as the work in [3] and [11]. The 
authors of [11] used cross-lingual embedding to train Eng-
lish claims. Then they used Arabic claims to evaluate the 
trained model. On the other hand, the authors of [3] used the 
n-gram, char-gram, and term frequency-inverse document 
frequency (TF-IDF) to calculate a score between headline 
and the corresponding content. Furthermore, some Ara-
bic researchers in different studies used conventional ML 
methods, such as Naive Bayes, to evaluate their collected 
datasets [14, 15, 27]. Others used a transformer-based lan-
guage approach for Arabic stance detection that consists 
of true and false claims [10, 16]. The neural-based models 
played a significant role in some studies for Arabic fake news 
detection [2, 28]. Transformer-based language models and 
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DNN models were compared in terms of performance by 
the authors of [2], where the transformer-based language 
model, called AraBERT v02 [29], has achieved a better per-
formance. The authors of [28] proposed a deep co-learning 
approach based on a semi-supervised model that uses a com-
bined two convolutional neural networks (CNN) to estimate 
the Arabic weblogs. The first CNN branch uses the continu-
ous bag-of-words (BOW) model, while the second branch 
uses a character-level embedding.

The work in [23] used different ML and deep learning 
models for the binary and multi-class classification tasks 
in detecting Arabic fake news. The authors evaluated 8 
different models which are: capsule networks, deep dou-
ble Q-learning, deep pyramid CNN, information distilled 
LSTM, support vector classification, linear SVC, K-Means, 
and Bayesian gaussian mixture. The dataset that was used 
is Arabic Fake News Dataset (AFND) [17]. Studies have 
demonstrated that deep learning techniques outperformed 
conventional ML models. The capsule networks model has 
achieved the best results in terms of accuracy for both binary 
and multi-class classification tasks. Additionally, the authors 
noted that the trained models had issues with both under-
fitting and overfitting, indicating that the AFND dataset is 
difficult and noisy.

2.2 � Non‑Arabic Fake News Detection

The authors of [8] used different datasets that contain news 
from three different languages and various features for 
comparison, which are: CBOW, skip-gram, document-class 
distance (DCDistance), and 14 sets of textual features. In 
addition, the authors employed support vector machines, 
k-nearest neighbors algorithm, gaussian Naive Bayes, and 
random forest as their four main traditional ML models for 
training and testing. The authors of [13] used two approaches 
for the detection of COVID-19 fake news pandemic. The 
first approach consists of five pre-trained transformer-based 
language methods, and the second is a mathematically clean 
training sample.

The global vectors for word representation (GloVe) [30, 
31] have been applied in two methods to improve the mod-
els’ performance. First, the researchers in [12] used the 
GloVe model to generate a word representation vectors, 
while the researchers in [5, 6] used the pre-trained GloVe 
embedding, which is provided by Stanford NLP team [31]. 
Moreover, the GloVe vectors are used along with Bi-LSTM 
for the detection of English fake news [5, 6, 12]. The pro-
posed model in [6] classifies news articles into fake or real 
news. The proposed model in [12] combines the news arti-
cles with live features such as the details of the news authors.

The hybrid deep neural network model [5] is a binary 
classification model that uses both CNN and LSTM to dis-
tinguish between bogus and true news. The length of the 

input sequences is 300 tokens. The 100-dimensional GloVe 
representation maps input sequences to the correspond-
ing vectors in the embedding layers. The features are then 
extracted using a one-dimensional max-pooling layer and a 
one-dimensional convolution layer. The number and size of 
the kernels are 128 and 5, respectively. The extracted fea-
tures (48-dimensional vector) are fed into the LSTM layer to 
learn long-term dependencies. Sigmoid activation function 
is used in the output layer, which is a fully connected layer, 
to shrink the output to 1 and decide whether the article is 
false or true. The loss function in this case is binary cross-
entropy. However, the baseline model is for binary classifica-
tion only. To compare our proposed model with the baseline 
for the multi-class classification, we have therefore modified 
the output layer. The fully connected layer is modified to 
classify news articles into credible, not-credible, and unde-
cided. The loss function is the category cross-entropy.

Other researchers utilized ML with different systems to 
identify and detect fake news [7, 9]. The authors of [7] inte-
grated ML models in the Chrome browser to identify the 
fake news posts on Meta (i.e., Facebook). They improved the 
effectiveness of their strategy by utilizing both content- and 
user-based features. The FaNDeR [9] utilized a question-
answering system with a CNN model to assess the reliability 
of the news media by classifying their news into false, true, 
or neutral.

3 � Background

3.1 � Word Vector Representation

One of the critical stages in the natural language processing 
(NLP) and text classification task is generating words vec-
tors representation, where a model is used to convert texts 
to real-valued vectors [5]. Some of these models are TF-
IDF models and the BOW. The BOW model counts unique 
terms within the text, while the TF-IDF model counts the 
common and rare terms [19]. However, these models have 
many limitations, such as disregarding words arrangements 
and the semantic of the text. Also, vector representations 
have large dimensions [8, 12, 18, 19]. CNN models are used 
to handle such limitations, where two types of models are 
used, which are: feature selection and word-embedding. The 
feature selection models reduce the dimension of the vectors 
by selecting subset features. The word-embedding models 
extract the syntactic and semantic features by extracting 
statistical relations between two vectors [8]. Consequently, 
fixed length of sequence integers are generated for text clas-
sification tasks [5, 6, 8, 19]. The GloVe representation is the 
most pre-trained word-embedding model used in text clas-
sifications studies [5, 6, 19]. GloVe is an unsupervised learn-
ing algorithm that converts each word into a value in a high 
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dimensional vector. Hence, similar words result in values 
stored in the same location. However, the word-embedding 
is sensitive to the language and domain of the datasets [5]. 
Thus, different models and pre-trained vectors were gener-
ated for different languages such as FastText [32].

3.2 � DNN

DNN has widely been used in different ML applications 
for it is high-performance and adaptivity. Companies that 
rely on artificial intelligence (AI) for their business process 
utilize deep learning to perform the work artificially and 
automatically [7, 33]. One of the most interesting charac-
teristics of the DNN is the generalization, where the same 
architecture is used for different datasets and in various 
applications [33]. DNN has different approaches that are 
widely used in NLP such as CNN, ​recursive neural​ ​network 
(RvNN​), and ​recurrent neural network (RNN​) [7, 33]. Next, 
we will discuss CNN and Bi-LSTM, which is an improved 
version of RNN.

3.2.1 � CNN

It is based on the multilayer perceptron (MLP), which con-
sists of connected neurons to extract features and a fully 
connected MLP to make decisions. It was built for two-
dimensional inputs such as images. The CNN inputs in the 
NLP tasks are one-dimensional (text), where features are 
extracted using a one-dimensional convolution layer [5, 6, 
19]. In the forward process, several fixed size filters are con-
voluted over the input data to extract abstract features by 
multiplying their weights with the data [5]. The weights are 
updated in the backward process by utilizing the differences 
between the target and predicted values.

3.2.2 � Bi‑LSTM

The RNN model learns short sequential data such as short 
sentences. It utilizes previous and current words of input 
sequences to recognize the entire meaning of the input text. 
Moreover, LSTM is an enhanced version of the RNN that is 
designed in order to learn large inputs such as long articles 
[5–7, 12]. The four gates that make up an LSTM are the 
input gate, output gate, input modulation gate, and forget 
gate. These gates correspond to four different parameters. 
The output of previous hidden states along with the local 
inputs are used for training. The four values of the gates 
are computed to decide which information is stored, read, 
ignored, and written [5, 6]. In addition, the Bi-LSTM is an 
improved version of the LSTM to learn and extract features 
in both directions at the same time, which is referred to by 
forward (past to future) and backward (future to past) [6].

4 � Methodology

4.1 � Dataset and Pre‑processing

AFND dataset consists of about 607,000 articles that were 
collected from 134 public Arabic news websites [17, 23]. 
A weak labeling approach was used to annotate the arti-
cles as not-credible, undecided, and credible. Articles that 
contain less than 120 words before cleaning and 100 words 
after cleaning were ignored. To achieve a balanced dataset, 
public news websites that contain 4280 Arabic articles or 
more were selected. Then 4280 news articles were selected 
randomly from each website. Afterwards, eight websites 
were randomly selected for each label. Finally, 90% of the 
selected articles were used for training and 10% were used 
for testing. As a result, the multi-class classification problem 
has total numbers of 8988 and 72,786 articles for testing 
and training, respectively. In addition, the binary classifica-
tion problem has 6420 and 51,990 articles for testing and 
training, respectively. The labels of the binary classification 
problem are credible (real) and not-credible (fake), while the 
multi-class classification labels are not-credible, credible, 
and undecided. The Arabic text is cleaned by eliminating 
non-Arabic words, stop words, white spaces, and punctua-
tion marks [2, 20, 23]. The Arabic terms are normalized to 
reduce the model input size using the Tashaphyne library.1 
Moreover, many hashtags, emojis, and website links were 
observed in the text and were replaced by their correspond-
ing Arabic words as shown in Fig. 1 (presented as a table).

5 � Reference Model

The hybrid DNN model is a binary classification model that 
uses both CNN and LSTM to categorize news into fake or 
true [5]. The length of the input sequences is 300 tokens. 
The GloVe representation maps are 100-dimensional input 
sequences to the corresponding vectors in the embedding 
layers. Then, a one-dimensional convolution layer and a one-
dimensional max-pooling layer are used to extract features. 

Fig. 1   Arabic words for hashtag, emoji, and web links

1  https://​pypi.​org/​proje​ct/​Tasha​phyne/.

https://pypi.org/project/Tashaphyne/
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The number of kernels is 128 and the size is 5. The LSTM 
layer receives 48-dimensional extracted features as input.

A fully connected layer is used for the output layer. In 
addition, a Sigmoid activation function is utilized to clas-
sify an article into true or fake via the use of a binary 
cross-entropy function. The reference model capability is 
for binary classification only. Therefore, we modified the 
output layer to achieve a multi-class classification capability 
and compare the reference model with the proposed model. 
The fully connected layer classifies news articles into not-
credible, credible, and undecided. The loss function is the 
category cross-entropy.

5.1 � Proposed Model

The proposed model is an enhanced model of the hybrid 
CNN and LSTM model [5]. It extracts robust features using 
a concatenation of two word-embedding vectors and a set 
of CNN layers. Then it learns the order dependencies of 
extracted features in both directions. Finally, it uses a set 
of auxiliary output layers to discriminate classes from each 
other. The proposed model architecture is shown in Fig. 2.

5.1.1 � Word Vector Representations

The post padding technique is used to pad articles into 984, 
which is the maximum length of the articles after the pre-
processing phase. The tokenizer method in Keras2 is used 
to tokenize articles, encode Arabic terms into indices, and 
compute the frequency of each token in the training and 
testing sets. The number of tokens in the vocabulary file is 
86,241. GloVe model [30] and pre-trained Arabic FastText3 
are used to generate two 300-dimensional word-vector rep-
resentations using the pre-processed dataset. First, the GloVe 
model uses the frequency of each token to generate a GloVe 
representation. Second, the pre-trained Arabic FastText vec-
tors are mapped to tokens in the proposed vocabulary to 
generate FastText vectors as shown in Fig. 2.

5.1.2 � Inputs and the Embedding Layers

Unlike the model in [5], the length of input sequences is 984 
to utilize as much as possible of the information in the news 
articles that contain long text and to avoid losing details. The 
proposed model utilizes features from two word-embedding 
layers that map the GloVe and FastText vectors to encode 
articles. Both embedded layers are concatenated and fed to 
the model for feature robustness.

5.1.3 � Extracted Features and the Dependency Learning

Three convolution layers of two dimensions are used to 
extract more robust features [24]. The pooling layer was 
eliminated to preserve the spatial dimension of features, 
where the model extracts more features without increasing 
the computational complexity [34]. The ELU-gate unit is an 
alternative to the pooling layer. It determines which features 
are absolutely required and which ones are required to pre-
serve its linearity.

Furthermore, the two branches are assembled using a 
multiplication operator and fed into the third convolution 
layer to choose the most relevant features of the ELU and 
linear features. The number of filters is increased to 256 for 
better performance [35]. The proposed model uses Bi-LSTM 
layer instead of LSTM layer to perform feature extraction 
and learn sequences in both directions.

The number of units in Bi-LSTM is 128, which produces 
better results [35]. Hence, the number of feature maps is 
256 because it is a bi-directional approach. Different activa-
tion functions were used to test the Bi-LSTM layer. Con-
sequently, the training process is tuned using ELU and 
RELU activation functions for forward and recurrent steps, 
respectively. Similar to the model in [24], the layers of both 
CNN and Bi-LSTM are followed by l2 regularization, batch 
normalization, and dropout layers to reduce the effect of 
overfitting.

5.1.4 � Output Layers and Loss Functions

The design of the output layer is inspired by the solutions 
proposed in [35, 36], where multiple output layers are used. 
The proposed model is composed of one primary layer and a 
set of auxiliary layers. The number of auxiliary layers equals 
the number of classes. Hence, the number of auxiliary layers 
for the binary classification and multi-class classification 
tasks are 2 and 3, respectively. The auxiliary outputs are 
fully connected layers that use Sigmoid activation functions 
to classify inputs into classes. The first auxiliary output is a 
binary classification to detect the samples labeled by zero, 
the second output is to classify samples labeled as 1, and so 
on. Inspired by the squeeze-and-excitation networks model 
[5, 37], the binary classification task uses the Sigmoid acti-
vation function to enhance and improve the accuracy. The 
auxiliary branches improve the performance by allowing the 
model to discriminate each class using binary classification. 
Each binary branch feeds its output to the corresponding loss 
function and the primary output layer. The loss function for 
each branch is the mean squared error using Keras library.4 

2  https://​www.​tenso​rflow.​org/​api_​docs/​python/​tf/​keras/​prepr​ocess​ing/​
text/​Token​izer.
3  https://​fastt​ext.​cc/​docs/​en/​pretr​ained-​vecto​rs.​html.

4  https://​www.​tenso​rflow.​org/​api_​docs/​python/​tf/​keras/​losses/​MeanS​
quare​dError.

https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/text/Tokenizer
https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/text/Tokenizer
https://fasttext.cc/docs/en/pretrained-vectors.html
https://www.tensorflow.org/api_docs/python/tf/keras/losses/MeanSquaredError
https://www.tensorflow.org/api_docs/python/tf/keras/losses/MeanSquaredError
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In the multi-class classification task, we have noticed that 
the auxiliary branches suffer from imbalanced data. Thus, 
the classes weights are computed for the loss functions using 

the library Scikit-learn.5 The weights of classes are com-
puted based on the samples’ distribution for both tasks.

Fig. 2   The proposed architecture

5  https://​scikit-​learn.​org/​stable/​modul​es/​gener​ated/​sklea​rn.​ut ils.class 
weight .compute class weight .html.

https://scikit-learn.org/stable/modules/generated/sklearn.ut
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The output Sigmoid probabilities for each branch are con-
catenated and fed to the primary output layer which consists 
of a fully connected layer, categorical cross-entropy,6 and 
Softmax activation function.

6 � Experiments and Results

6.1 � Experiment Settings

The following features of the computer node utilized for 
the research experiments are listed: an Intel processor with 
eight cores, 16GB of RAM, and an Nvidia Quadro P4000 
graphics card with 12GB of RAM. The training process used 
the Adam optimizer and the 0-fold cross-validation method 
[38]. We stopped the training process when the model con-
verged, where the used learning rate was 0.001. The loss 
weights of the primary output and auxiliary outputs are 1.0 
and 0.1, respectively. The number of hyper-parameters in 
the proposed model is approximately 117 million, which 

is considered to be very high. However, current comput-
ing resources can deal with such numbers in an acceptable 
performance.

6.2 � Experiments and Evaluation

Tables 1 and 2 demonstrate that for both binary and multi-
class classification tasks, the proposed model performed well 
when employing the AFND dataset. As shown in the tables, 
a slight improvement in the accuracy can be achieved, when 
using the GloVe representation vector rather than using the 
concatenation of the GloVe and FastText vectors for the 
binary classification. Moreover, a good accuracy improve-
ment is achieved when using the concatenation of the two 
word-representation vectors for the multi-class classification 
task. The auxiliary output layers have improved the accuracy 
in both tasks using the valid set. In addition, the auxiliary 
output layers have improved the performance of the binary 
classification problem in the test set and slightly reduced it 
for the multi-class classification problem.

The model is compared to two of the best performing 
related solutions [5, 23]. Compared with [5], the accuracy 
of our model is enhanced by 7.66% for the binary classifica-
tion task and 6.97% for the multi-class classification task. 
Furthermore, in comparison with the work in [23], for binary 
and multi-class classification, the accuracy has improved 
by 8.66% and 6.62%, respectively. Nevertheless, the com-
putation complexity is higher than the model in [5], where 
the number of hyper-parameters is increased by 109 mil-
lion, approximately. Nevertheless, the proposed model has 
achieved better accuracy as a result of extracting more robust 
features that contribute to the improvement in the accuracy 
and reducing the effect of the misclassification as shown in 
Figs. 3 and 4.

Figure 3 represents the confusion matrices of the refer-
ence and proposed models in the multi-class classification 
task. The correct predictions for all classes are increased in 
the proposed model, which is indicated by a better perfor-
mance. The high prediction accuracy for the not-credible 
class is the reason behind the improvement in the accuracy 
for the binary classification task as shown in Fig. 4, where 
zero indicates the not-credible class and one indicates the 
credible class (labels). As shown in the figure, both the 
proposed and the reference models have similar number of 
correct predictions for the credible class as reported in [5].

Table 3 and 4 present the performance of the proposed 
model in terms of the macro precision, macro recall and 
macro F1-score. The results show that the proposed method 
is consistent and provides a high confidence for the clas-
sification tasks.

In addition, Table 5 and 6 present the accuracy of the 
different classes (i.e., credible, not-credible, and unde-
cided) for the two classification tasks. Table 5 shows 

Table 1   The accuracy of the multi-class classification using AFND 
dataset

Model Valid Test

Nasir et al. [5] 70.04% 70.31%
Khalil et al. [23] 70.9% 71.0%
Bi-LSTM 38.1% 38.1%
CNN 37.99% 38.1%
Proposed model using GloVe representation 77.15% 77.40%
Proposed model using FastText representation 76.53% 76.64%
Proposed model without auxiliary outputs 77.56% 77.93%
Proposed model 77.59% 77.75%

Table 2   The accuracy of the binary classification using AFND data-
set

Model Valid Test

Nasir et al. [5] 83.21% 82.80%
Khalil et al. [23] 79.0% 78.3%
Bi-LSTM 53.43% 53.23%
CNN 53.24% 53.33%
Proposed model using GloVe representation 87.29% 87.49%
Proposed model using FastText representation 86.50% 86.76%
Proposed model without auxiliary outputs 87.05% 87.26%
Proposed model 87.23% 87.39%

6  https://​keras.​io/​api/​losses/​proba​bilis​tic losses/#categorical crossen-
tropy-function.

https://keras.io/api/losses/probabilistic
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that the undecided news articles (class 2) have the lowest 
accuracy which means they are misclassified with higher 
rate than articles in class 0 and class 1 categories. Cred-
ible and not-credible news articles have similar accuracy 

for the multi-class classification. However, the accuracy 
of credible articles is higher than not-credible articles in 
the binary classification.

Fig. 3   The confusion matrices for multi-class classification of the proposed and reference models

Fig. 4   The confusion matrices for binary classification of the proposed and reference models

Table 3   Performance metrics of 
the multi-class classification

Model Macro recall Macro precision Macro F1-score

Proposed model using GloVe representation 76.91% 77% 77%
Proposed model using FastText representation 76.17% 77% 76%
Proposed model without auxiliary outputs 77.41% 78% 78%
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7 � Conclusion

In this paper, we have proposed a machine learning model 
for the detection of fake news articles using Arabic dataset. 
CNN and Bi-LSTM techniques were used in the proposed 
model to extract more robust features. The proposed model 
reduced the misclassification problem and increased the 
accuracy by more than 7%, on average, for binary classifi-
cation and multi-class classification. Although the accuracy 
is increased when using the concatenation of two word-
embedding vectors for the multi-class classification task, it 
is reduced for the binary classification task. Furthermore, 
the accuracy is increased using auxiliary outputs for both 
tasks using the valid set. Moreover, the auxiliary outputs 
improved accuracy using the test set for binary classification. 
However, the accuracy is reduced when using the test set for 
the multi-class classification task. Hence, future machine 
learning methods are needed in order to achieve a higher 
improvement in accuracy for both multi-class classification 
and binary classification that focus on Arabic fake news 
detection.
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Proposed model without auxiliary outputs 87.12% 87% 87%

Table 5   The accuracy of the 
articles’ classes in the multi-
class classification

Model Class 0 (credible) Class 1 (not-
credible)

Class 2 
(unde-
cided)

Proposed model using GloVe representation 79.71% 81.68% 69.35%
Proposed model using FastText representation 79.47% 79.5% 69.55%
Proposed model without auxiliary outputs 80.7% 81.8% 69.74%

Table 6   The accuracy of the 
articles’ classes in the binary 
classification

Model Class 0 (credible) Class 1 
(not-credi-
ble)

Proposed model using GloVe representation 89.8 84.85
Proposed model using FastText representation 89.36 83.79
Proposed model without auxiliary outputs 89.11 85.13
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