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Abstract
This paper introduces the ExaPRR Framework, which is capable of managing and controlling dynamic and interactive 
events in addition to activities related to distributed Published Resources Repository, managing and controlling dynamic 
and interactive events of the said resource discovery (RD) by redefining the concept of request and response based on wave 
model. For this purpose, while analyzing the function of the Distributed Published Resource Repository RD and defining 
the concept of the next element participating in the global activity in this RD, it redefines the concept of request in the 
Distributed Exascale systems. This framework uses the concept of revising the state of implementation of dynamic and 
interactive events in the system and redefining the concept of request at every moment of the process of implementation of 
resource discovery activities based on system status, demanding requests, and dynamic and interactive event, manages the 
resource's discovery activities.

Keywords Distributed resource published · Distributed exascale system · Request attribute set · Dynamic and interactive 
events · Framework

1 Introduction

The resource discovery (RD) operates outside the limits of 
the computing system, unlike the other elements that make 
up the computing system manager, and this makes the rules 
governing the resource discovery obey laws independent of 
the rules expressed by the computing system [1–3]. Non-
compliance of the resource discovery with the rules of the 
computing system and use of the rules of other computing 
systems or the environments in which the computing ele-
ment operates need to use mechanisms, patterns, and frame-
works that increase the probability of responding to process 
requests or reduce the failure rate of the operation Resource 
discovery [4, 5].

One of the essential concepts used to increase the prob-
ability of responding to processing requests in traditional 
systems is the concept of response structures [6]. Account-
ability structures are created in implementing resource dis-
covery activities, and gradually, with the change of system 
status from unstable to stable state, the number of answer-
able states based on accountability structures increases [7].

In computing systems, resource discovery is based on the 
nature of the request and what information can be extracted 
about the process request. The load balancer is called the 
resource discovery based on this information set, based on 
one of the patterns of using the concept of structure or the 
impossibility of using the previous structures to answer the 
request [8, 9]. The function of resource discovery in both 
structured and unstructured methods is based on changing 
the investigated space from one element to another that is 
predetermined and determined or chosen based on a ran-
dom pattern [10]. In the next-generation computing that is 
examined by the resource discovery, the resource discovery 
analyzes this based on one of the two methods of matching 
the nature of the request with the capabilities of the investi-
gated element or matching the characteristics of the request 
with the capabilities of the investigated computing element 
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[11, 12]. The issue is whether the considered element can 
respond to the request. Or can it answer part of the request 
[13]?

Conventionally, the majority of mechanisms, frameworks, 
and patterns used by resource discovery in distributed com-
puting systems are based on the above-mentioned described 
model, and based on a linear pattern, the process of imple-
menting the activities of the resource discovery outside the 
boundaries of the system examined calculations. [9, 15, 
16]. In this model, resource discovery performs activities 
in the investigated computing element outside the comput-
ing system. The implementation of these activities is not 
based on the rules and regulations of the current computing 
system called the RD but on the rules and regulations of the 
investigated element or the computing system of which the 
investigated computing element is a member [9, 17].

In its functional generalities, this subject is considered an 
accepted method to find the requested resource in the local 
computing system that activates the resource discovery. In 
this method, the existence of the concept of implementing 
the activities of the resource discovery in a computing ele-
ment that does not have any obligation to perform the activi-
ties of the resource discovery [9, 17, 18]. Implementing the 
resource discovery in the investigated computing element 
may cause challenges in implementing local activities or the 
possibility of implementing resource discovery activities in 
the investigated computing element for any reason, including 
the concepts of heterogeneity of distributed computing sys-
tems. The high frequency of variability of the investigated 
computing element, and most importantly, changing the pat-
tern governing the process of implementing the activities of 
the investigated computing element, is impossible to conflict 
the created situation with the activities of the resource dis-
covery [19].

In distributed computing systems, regarding the operation 
process of resource discovery, considering that the number 
of elements that can be examined outside the computing 
system is much higher compared to the number of factors in 
which it is not possible to implement the resource discovery 
activities. The resource discovery ignores the impossibility 
of acting the computing mentioned above the element. It 
does not even consider it in implementing activities related 
to resource discovery and transfers the implementation pro-
cess to the next computing element [20].

Several mechanisms, such as distributed information 
repositories, solve the mentioned challenge. In the men-
tioned mechanisms, the process of implementing the activi-
ties of the resource discovery for multiple transfers to ele-
ments outside the current computing system is to transfer 
information to the repository containing the resource infor-
mation of the computing elements outside the computing 
system and to implement the resource discovery activity 
centered on the said repository. The mechanisms mentioned 

earlier, like the mechanism of distributed information repos-
itories, change the process of the activity flow governing 
resource discovery [7, 21, 22].

In distributed computing systems, the activity flow of 
the resource discovery is from the activation process of 
the resource discovery to the computing element contain-
ing the requested resource. As mentioned earlier, one of 
the most important consequences of the activity is the 
possibility of defining multiple responsive elements and 
creating structures starting from the computing element 
that activates the resource discovery containing more than 
one computing element. In such a situation, if there is 
any change in the activity flow structure created for the 
RD, the source discovery process is challenged and can-
not respond to the request to the RD activation process 
[7, 23, 24].

This issue is primarily in distributed Exascale systems, 
where dynamic and interactive events can occur when imple-
menting activities related to Resource discovery [25, 26]. 
The mentioned event can affect the elements that comprise 
the accountability structure process created by resource dis-
covery. The existence of a structure containing more than 
one element, the beginning of which is the element that 
activates the discovery of the resource, makes it possible to 
influence each of the elements that create the accountability, 
as mentioned earlier structure in the event of a dynamic and 
interactive event and ultimately leads to the failure of the 
activities of the resource discovery [27, 28].

The process of the activity flow from the computing ele-
ment that activates the RD to other elements outside the sys-
tem causes if any of the factors creating the said activity flow 
change due to the occurrence of a dynamic and interactive 
event, it causes the failure of the resource discovery [27].

Although the occurrence of dynamic and interactive 
events causes the patterns governing the failure of the 
resource discovery used in Distributed Exascale systems to 
change, defined patterns such as [30] regarding the failure 
of the resource discovery are not entirely correct. It causes 
the creation of new modes and situations in the field of 
influencing the process of implementing resource discovery 
activities. The nature of the dynamic and interactive event 
affecting the function of the Distributed Published Resource 
Repositories RD has significant changes compared to the 
nature of the dynamic and interactive event affecting the 
conventional resource discovery due to the change in the 
activity flow of these mechanisms [27, 29, 30].

In this paper, while extracting the resource discovery 
function based on the Distributed Published Resource 
Repository with emphasis on changing the executive activ-
ity flow, using the vector algebra concept, investigated the 
effects of dynamic and interactive events on the resource 
discovery function. In addition to the analysis, as men-
tioned earlier, a framework be developed to manage the 
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effects of dynamic and interactive events on the resource 
discovery function based on Distributed Published Resource 
Repositories.

2  Basic Concepts

Considering the Distributed Published Resource Reposito-
ries RD function and use of a different model compared to 
the conventional mechanisms used by resource discovery 
in distributed systems, in this section, while examining the 
concept of the operation of this type of resource discovery 
mechanisms, The working function of the mentioned mecha-
nism also be discussed.

2.1  Distributed Published Resource Repositories 
Architecture

The function of Distributed Published Resource Repositories 
RD is based on Fig. 1.

As seen in Fig. 1, if the resource discovery in the Alpha 
computing element cannot respond to local processing 
requests, in this case, by calling the Distributed Published 
Resource Repositories RD, Finding the computing element 
that can respond to the request of the local process. the func-
tion of Distributed Published Resource Repositories RD 
based on the concept of the logical neighborhood [31, 32]. 
Resource discovery defines a set of computing elements out-
side the computing system, which are logical neighbors of 
the Alpha computing element [33]. From the point of view 
of the Distributed Published Resource Repositories RD, any 
element that can respond to the Beta request in the process 
of the Beta request-response structure created in the Alpha 
computing element is a logical neighbor for the Alpha com-
puting element [34].

The concept of logical neighbors of the Alpha computing 
element depends on events and time. It is based on the events 
formed in the computing system of which the Alpha com-
puting element is a member or based on the events created 

outside the computing system in which the Alpha element is 
located, the pattern governing the logical neighbors, includ-
ing membership and neighbor distance, changes the propor-
tion of the Alpha computing element. Also, the passage of 
time is effective on the concept of logical neighbors of the 
Alpha computing element. It may change any of the factors 
affecting the creative space of the logical neighbors of the 
Alpha computing element [4, 7, 35].

At the time of the formation of the computing system, 
since there was no request leading to the call of the Dis-
tributed Published Resource Repositories RD, the space of 
logical neighbors of the Alpha computing element was also 
empty [36]. This issue is also confirmed when the Distrib-
uted Published Resource Repositories RD cannot use any 
logical neighbors to respond to the Beta request, and the 
space of logical neighbors of the Alpha computing element 
for the Beta request is equal to zero. Request Nature Schema 
is used in Distributed Published Resource Repositories RD. 
To answer the request, The concept of RAS indicates the 
nature of the request and the schema based on which this 
nature is described [37, 38].

Conventionally, when a request is created in a process, the 
schematic state of the data structure describing the process 
is changed so that if the request is answered, it is possible to 
continue the execution of the process. The process descriptor 
data structure, which is conventionally a part of the process's 
working space, assigns a set of values to itself at the moment 
of the request, which changes these values in response to the 
request, and the process continues. When the load balancer 
calls, the Distributed Published Resource Repositories RD 
create a schematic space of data-building values affecting 
the Beta request.

From the point of view of the Distributed Published 
Resource Repositories RD, the RAS created for the Beta 
request is equivalent to the Beta request itself, and both 
describe the same concept. The concept of request cannot 
be used as an indicator in defining a pattern to match other 
requests, but the concept of RAS can be used as an indicator 
in the context of matching two RAS with each other. From the 
point of view of Distributed Published Resource Repositories 

Fig. 1  Schema for creating 
response structure to Dis-
tributed Published Resource 
Repositories RD
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RD, when the RAS related to two Beta requests are the same, 
then the pattern and structure of responding to the previous 
Beta request can also be used for the new Beta request. The 
definition of RAS in the operation of the Distributed Published 
Resource Repositories RD allows the resource discovery to 
decide whether the set of logical neighbors of the computing 
element Alpha is null or non-null [7, 35, 40].

As can be seen in Fig. 1, the centrality of the concept 
of the management element's function of discovering the 
resource of Distributed Published Resource Repositories is 

centered on the concept of logical neighbors and also the 
use of the RAS pattern to find a logical neighbor that can 
respond to the request. According to Fig. 1, it can be stated 
that the Distributed Published Resource Repositories RD is 
in a stable state when, for the occurrence of Zeta, a request 
to find a resource that the load balancing element in the local 
computing system is not able to respond to, in the time inter-
val [α,β] is at least able to respond to Omega request without 
needing to use the pattern of random resource discovery and 
activate the mechanism that tries to find the resource based 
on the investigation of the computing element.

The definition of the Omega value is based on system per-
formance. However, conventionally, it is possible to decide 
from the normal distribution what ratio the Omega value has 
with the Zeta value according to the mentioned period. In 
distributed computing systems, as the size of the computing 
system decreases, the Omega to Zeta coefficient must be 
significant. It is possible to specify a relative relationship 
between the concept of the size of the distributed computing 
system and the acceptable size of the Omega to Zeta coef-
ficient [41, 42].

When the function of Distributed Published Resource 
Repositories RD reaches a sufficient number based on the 
number of Omega to Zeta coefficient, then the function 
of Distributed Published Resource Repositories RD be 
based on the majority of requests calls information about 
the requested resource described by RAS from its logical 
neighbors. In this situation, if called, Distributed Published 
Resource Repositories RD sends a request to its logical 
neighbors based on RAS, and logical neighbors based on 
RAS send resource information that meets the RAS condi-
tion. The Distributed Published Resource Repositories RD 
creates a data repository about the resource, RAS, and the 
logical neighbor responding to the request.

In some mechanisms implemented based on the concept 
of Distributed Published Resource Repositories, the local 

system manager in which the data repository related to the 
mechanism is created propagates the created repository to its 
logical neighbors until the arrival of other logical neighbor 
elements. It reduces the state of balance in the operation of 
the Distributed Published Resource Repositories RD.

As seen in the function of Distributed Published Resource 
Repositories RD, one of the central elements of the activity 
of the said element is based on the concept of logical neigh-
bors. The space of logical neighbors created by the Distrib-
uted Published Resource Repositories RD is described based 
on formula 1.

As seen in Eq. 1, the Alpha computing element uses the 
concept of RAS response capability to define the space of 
its logical neighboring elements. Based on the first part 
of Eq. 1 of the approach, the Alpha computing element of 
each of its neighbors can respond to the request described 
by the RAS in the Alpha computing element or be a part 
of it. The condition of the first part of Eq. 1 indicates 
whether, in the case of a specific RAS, the computing 
element considered as a logical neighbor candidate, the 
Alpha computing element, can participate in the response 
structure related to the request described by the RAS and 
be a part of the response structure or the endpoint of the 
request-response structure. The nature of requests in tra-
ditional systems is such that over time and due to changes 
in the computing system, including the computing element 
containing the process creating the request described by 
RAS. In another state, the structures responding to the 
part (or parts) of the description request are not changed 
by RAS; for this reason, in Eq. 1, the first part describing 
the request is not considered a function of a variable and 
is assumed to be an independent and unchanged variable.

The second part of Eq. 1, �������������������������������������������������������⃗
[(
(LN|RNSelemnt(Alpha)

)
(time)

]
 , 

It states that if part or all of the request described by RAS 
is accepted, over time, the process of executing the request, 
known as the vector describing the status of the response 
process to the request described by RAS, be defined. This 
vector indicates whether the temporal events governing 
the candidate computing element as a logical neighbor can 
respond to requests described by RASs identical to the cur-
rent RAS present in the Alpha computing element.

RAS is a unique concept for each request that may be 
changed during the execution and response process by the 
computing elements in the response structure, and this 
change is caused by not fully responding to the RAS based 
on the operation of the computing element or the mecha-
nism used for the accountability structure. Answering a 

(1)
�
Alphamachine�LN

�
=

⎡
⎢⎢⎣

∑numberLN

k=1

�
(Alphamachinerequest (t, e)�RNSelemnt(Alpha)

�

�������������������������������������������������������⃗��
(LN�RNSelemnt(Alpha)

�
(time)

�
⎤
⎥⎥⎦
�
acceptLN

�



57International Journal of Networked and Distributed Computing (2024) 12:53–81 

1 3

part of the RAS causes the RAS generated by each com-
puting element to differ from the RAS received by the 
responding computing element. Changes made to the RAS 
created by the resource discovery's activation process 
make it possible that at the moment of creation, the space 
of elements of logical neighbors of the RAS created to be 
the same as the RAS or previous RASs answered by the 
candidate computing element for the neighbor.

In traditional distributed computing systems, the events 
governing the computing element of the logical neighbor 
candidate or the passage of time cause changes in the vec-
tor describing the state of the process of responding to the 
RAS request. In traditional distributed computing systems, 
the invariance of the state of the request-response vector 
means that if a computing element in the process of previ-
ous executions encounters the same RAS as the RAS it is 
currently responding to, then it can decide on acceptance 
or non-acceptance. In traditional systems, the computing 
element being investigated by the resource discovery to 
add said computing element to the response structure can 
either be fully responsive to RAS or cannot be responsive 
to RAS. This situation causes the second part of Eq. 1 in 
traditional systems to be considered as either zero or one.

Zero means that the first part of Eq. 1 is not considered, 
and the investigated computing element can respond to the 
request described by RAS. One causes the first part of Eq. 1 
to be the criterion and axis of the ability of the computing 
element to respond to the request described by the RAS is 
considered specific.

The Distributed Published Resource Repositories RD 
based on Eq. 1 creates the space of its logical neighbors. 

This issue makes the Distributed Published Resource Repos-
itories RD, to start its activities, need to use another resource 
discovery mechanism that can define logical neighbors for 
the Distributed Published Resource Repositories RD. This 
mechanism can be considered as a mechanism that makes 
the distributed computing system reach a stable state from 
the point of view of resource discovery.

From the point of view of the Distributed Published 
Resource Repositories RD, the stable state is a state in 
which logical neighboring computing elements are created. 
The creation of neighboring computing elements causes 
the computing element that activates the Distributed Pub-
lished Resource Repositories RD to create a tour of logical 

neighbors, based on a concept known as the voice interac-
tion model, to send status determination requests to them 
and information Received from the status of the resources, 
it stores them in the corresponding repository.

The computing element enabling the Distributed Pub-
lished Resource Repositories RD should decide what 
information it should collect from the logical neighboring 
computing elements and whether it should store this infor-
mation in its respective repository or not, and it must decide 
how long this information is valid and reliable and in what 
time intervals he publishes its reservoir (or reservoirs). 
The nature of the information collected about the status of 
the resources indicates how the management element of 
resource discovery works and the pattern of requests gov-
erning and described in the computing system. The pattern 
that governs the request and what resources are requested 
by the member processes of the computing system indicates 
that the resource discovery should collect information about 
what resources and in what detail. The ability of computing 
elements to create informative data about resources is also 
one of the essential criteria for the Distributed Published 
Resource Repositories RD to decide on the information they 
should collect.

From the point of view of Distributed Published Resource 
Repositories RD, it is considered that the functional space of 
resource discovery is among logical neighbors and succes-
sive layers of logical neighbors. Therefore, the element that 
activates the resource discovery, the element that creates the 
reservoir, is the central point, which is the logical neighbor 
of the first layer in the initial radius and the neighbors of 
the second layer in the second radius, and so on up to layer 
n, can be considered for the element creating the reservoir.

According to the definition of different radii, an activity 
related to resource discovery is being implemented among 
different radii; therefore, the resource discovery is in the 
form stated in Eq. 2.

In traditional systems, the second part of Eq. 2 is not 
considered conventionally, and the Distributed Published 
Resource Repositories RD only collects the type of data 
related to the computing element shared by that element. 
The reason for this issue is in the functional model of Dis-
tributed Published Resource Repositories RD in traditional 
systems, finding the exact resource required for the process 
in the shortest possible time and not reusing the obtained 
information to respond to repeated requests. In traditional 
systems, the Distributed Published Resource Reposito-
ries RD because it uses the RAS pattern. Therefore, the 
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Distributed Published Resource Repositories RD consider 
only finding a resource that matches the requested resource. 
Therefore, the collection of other information, even in some 
cases, other than the information of the computing element 
responding to the request for the Distributed Published 
Resource Repositories RD, is not justified in maintaining 
the data-building information.

The Distributed Published Resource Repositories RD 
should typically collect information from the logical neigh-
bors created based on Eq. 1 when the activation event of 
the Distributed Published Resource Repositories RD occurs. 
Using such a model increases the time required for imple-
menting activities related to resource discovery compared 
to other resources. In the Distributed Published Resource 
Repositories RD operation, the resource discovery first sends 
the information collection message based on Eq. 2 within the 
radii defined in Eq. 1.

This is equivalent to the search process of the resource 
discovery other than the Distributed Published Resource 
Repositories RD. Distributed Published Resource Reposito-
ries RD should collect the information received from the ele-
ments with the ability to respond to the request described by 
RAS and store this information in the data structure accord-
ing to the function. The resource discovery should be able 
to decide based on a mechanism about the element with the 
highest matching rate with the request described by the spe-
cific RAS. Considering the above factors, if the Distributed 
Published Resource Repositories RD wants to use the time 
pattern of the event that activates the resource discovery, 
compared to other resource discovery mechanisms, it cannot 
execute at the right time.

Based on the collected data, the Distributed Published 
Resource Repositories RD creates a data structure known 
as the resource status resource in the element that activates 
the resource discovery. The mentioned data structure is in 
the form of a data structure based on the i-node file system 
model. In this data structure, after the resource discovery 
obtains the status of the resources responding to the request 
described by RAS, it tries to create the five in the order 
described in Eq. 3 to describe the resource status from the 
point of view of Distributed Published Resource Reposito-
ries RD.

As seen in Eq. 3, from the point of view of Distributed 
Published Resource Repositories RD, a resource is described 
based on six indicators. This issue is while in the operational 
functions of resource discovery, conventionally in traditional 
systems, either the resource can respond to the request or 
cannot respond to the request. In this type of system, the 
resource status is considered a Boolean function. This is the 

(3)ResourceDefine∶ ∶
[
State,Responsiblity,Capability,Availbility, Locality − Globality,Octopusstructure

]

case in distributed Exascale systems if resource discovery 
defines the requested request as RAS [27].

In this case, each examined element and resource can 
answer a part of a request. In this situation, either the 
resource fully responds to the request, the resource responds 
to a part of the request, or the resource cannot respond to 
the request.

In the Distributed Published Resource Repositories RD, 
due to the use of the i-node data structure concept, it can 
have various modes such as complete response, partial 
response, time response inability, event response inability, 
and also default allocation based on It can consider the two 
concepts of time and event for the resource.

In such a situation, in Eq. 3, the source state can be 
considered any of the mentioned states if the Distributed 
Published Resource Repositories RD uses the concept of 
resource status based on two patterns of time and event. 
The request described by RAS is a function of time and 
events. There is no arrangement to respond to the requests 
that make up the request described by RAS, and it can be 
based on The pattern of access to various Distributed Pub-
lished Resource Repositories at any moment and based on 
any event to respond to any part of the request described 
by RAS. The ability to respond to requests in an out-
of-order manner by the Distributed Published Resource 
Repositories RD results from considering the aforemen-
tioned extended definition of a resource. The possibility of 
accessing in Distributed Published Resource Repositories 
parallel.

As seen in Eq. 3, one of the productive spaces is the 
Responsibility space. This space shows the resource's abil-
ity to respond to the request received by the resource's proxy 
process. When Distributed Published Resource Repositories 
RD receives information from resources available in each 
of its logical neighboring computing elements, one of the 
spaces that should be submitted for each element defined in 
that computing element to Distributed Published Resource 
Repositories RD is the resource’s ability to respond to 
requests. There are several classifications regarding the abil-
ity of each resource to respond to requests.

This classification should conventionally be equivalent to 
the classification of requests from the point of view of the 

Distributed Published Resource Repositories RD. In this arti-
cle, considering that every request defined in the system is 
defined based on one or more of the four types of fundamen-
tal resources of the operating system, therefore, the comput-
ing element under review must create its matrix of resources 
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in the form 

⎡
⎢⎢⎢⎢⎣

StatusR1p StatusR1m
StatusR1f StatusR1io

⋮ ⋱ ⋱ ⋮

⋮

StatusRnp

⋱

StatusRnm

⋱

StatusRnf

⋮

StatusRnio

⎤
⎥⎥⎥⎥⎦
 . 

The resource description matrix related to the computing ele-
ment is a 4*n matrix, where n is the number of resources in 
the computing element. The functional nature of some 
resources in the computing system may be such that it is 
impossible to provide information about them to create a 
resource definition. In most cases, these resources are local 
resources stored by the computing element, which are not 
used according to the policies of the computing element in 
the resource definition process for the Distributed Published 
Resource Repositories RD.

Each level of the resource description matrix shows the 
percentage of the resource’s ability to respond to the speci-
fied resource type. Each directory of the resource description 
matrix can also represent the free time that the resource can 
place on the resource type in the resource definition for the 
Distributed Published Resource Repositories RD.

In Eq. 3, the Capability space is considered one of the 
spaces constituting the resource space from the point of view 
of the Distributed Published Resource Repositories RD. The 
Capability space represents the capability of each logical 
neighbor computing element enabling the Distributed Pub-
lished Resource Repositories RD.

Figure 1 shows a flow path between each logical com-
puting element of Alpha and the Alpha, indicating the con-
nection between the two computing elements to create a 
Distributed Published Resource Repository in the Alpha. In 
this data flow path, the greater the ability of the neighbor-
ing to respond to requests in the field of resource discovery 
in the Alpha. In terms of the Alpha logical neighbor, If it 
is calculated Alpha, the higher the ability to respond to the 
requirements related to the resource discovery function in 
the element. It is displayed more boldly. The thickness of 
the communication line between two Alpha computing ele-
ments and the logical neighbor of the Alpha is because, in 
the Distributed Published Resource Repositories RD, the 
information transfer flow is always from the logical neighbor 
to the Alpha. It shows the capability of the logical neigh-
bor computing element in responding to the specific request 
raised by the resource discovery in the Alpha.

The data flow between Alpha and Alpha's neighbor is not 
unique, and there may be more than one data flow between 
Alpha's computing element and the desired logical neighbor 
of Alpha's computing element. This is because in the Alpha, 
and the resource discovery can have more than one resource 
discovery request based on the functionality of the Distrib-
uted Published Resource Repositories RD. In this case, a 
situation can be considered in which the neighboring com-
puting element mentioned in the previous scenario for the 

Alpha with high capacity can respond to the resource dis-
covery request in the Alpha. More than one data flow line is 
formed between two Alpha and Alpha’s logical neighboring.

In Eq. 3, Availability space is considered one of the 
spaces that make up the resource space in Distributed Pub-
lished Resource Repositories RD. The Availability space 
represents the temporal stability capability of responding to 
the request described by the resource discovery in the Alpha. 
Considering that the resource discovery request defined in 
the Alpha is running in a distributed and non-exclusive sys-
tem, it is possible that during the process of responding to 
the resource discovery request related to the Alpha com-
puting element, for any reason, the computing element of 
the logical neighbor is not able to continue the process of 
responding to the request.

In such a situation, considering that the resource discov-
ery in the Alpha sends the resource access request or a part 
of the resource access request broadcast to all its logical 
neighboring, so one of the decision criteria of the resource 
discovery. The resource available in the Alpha is the Avail-
ability that each logical neighboring provides in response to 
a specific request defined by the resource discovery in Eq. 3. 
Availability is a capability with an independent variable of 
time and event, and at the moment of the functional form 
of the computing element, the concept of the Availability of 
the element to respond to the requests related to the resource 
discovery is equal to zero. Over time and according to the 
occurrence of various events and based on the data structure 
of the operating system in the context of responding to the 
request, the amount of Availability is extracted by the com-
puting element.

The functional nature of the Distributed Published 
Resource Repositories RD is based on receiving informa-
tion about the resources available in each of a computing 
element's logical neighboring. In the functional mechanism 
of resource discovery, a description of a request based on 
RAS creates a table of published repositories distributed in 
each computing element that activates the resource discov-
ery. In a computing element, due to the formation of multi-
ple requests leading to the call of the Distributed Published 
Resource Repositories RD, there is a need to create multi-
ple repositories tables to respond to the requests. Therefore, 
having a finite number of distributed repository tables per 
request in each computing element leads to resource dis-
covery calls and multiple tables in computing elements of a 
system or a conceivable computing area.

In the operation of Distributed Published Resource 
Repositories RD, there is a concept known as the validity 
time of the data repository collected from other computing 
elements in the system. The concept of repository validity 
indicates the period that the repository or repositories cre-
ated in the computing element are valid for a specific RAS. 
During the validity period of the repository, if the resource 
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discovery has the same RAS as the RAS that led to the crea-
tion of the repository in the computing element, it does not 
create a new repository table to respond to the specified and 
determined RAS. Based on the information in the table, The 
existing repository manages the process of responding to 
the request. The concept of validity time is a function of 
the structure of the computing system, the type of resource 
requested, and the system's operating frequency.

When the computing element has a Distributed Published 
Resource Repository table about a specific RAS, and this 
element itself is a logical neighbor, another computing ele-
ment in which the event leads to the call of the Distributed 
Published Resource Repositories RD is formed, and the 
nature of the RAS related to the request formed is the same 
as the nature of the RAS leading to the creation of the dis-
tributed repository table in the logical neighbor computing 
element, in this case the logical neighbor computing element 
contains the repository table related to RAS, in addition to 
the information about the state of its resources. It also sends 
information about the repository table to the computing ele-
ment where the Distributed Published Resource Repositories 
are enabled.

In the distributed computing system, it is possible to con-
sider a situation where the system is in a state of balance; in 
such a situation, many repository tables are created for each 
specific RAS in each computing element, whose information 
validity period is not over. If an element wants to perform 
the resource discovery activity on a global basis in the case 
of the request described by RAS, in this case, this element 
be determined by the number of the repository table that 
is distributed in each computing element of the computing 
system member or the computing area member.

It turns out that each contains information about the state 
of the resources of the logical neighbors corresponding to 
the local computing element. A Hausdorff space can be 
defined as a distributed computing system that uses Dis-
tributed Published Resource Repositories RD, which shows 
all the information necessary to perform resource discovery 
activities if focused in the first Hausdorff space in all distrib-
uted repositories tables.

In Eq. 3, the Locality-Globality space is considered one 
of the spaces constituting the resource space based on the 
definition of the Distributed Published Resource Reposi-
tories RD. The mentioned space shows the ability of each 
resource to respond to national or local requests, as well as 
the policy governing the resource by the local or national 
resources management element regarding responding to or 
not responding to requests. The functionality of the resource 
has a multidimensional nature. The resource is a multidi-
mensional structure centered on the local operating system 
that governs the resource, the management system that 
governs the distributed computing system, the distribution 
structure, the process of implementing activities, influencers 

on the function of the source, affected by the function of 
the source, stakeholders governing the source, the author-
ity governing the source, resource status as well as request-
response frequency and most importantly, it obeys the space 
that governs the resource owner’s process in determining its 
function.

The type of request sent to the source is one of the most 
critical factors in evaluating the resource's capability. What 
kind of requests the resource shows with what structure and 
behavior and what ability to respond is considered one factor 
in defining the resource space.

In Eq. 3, the Octopus_structure space is considered one 
of the spaces that make up the resource space from the point 
of view of the Distributed Published Resource Repositories 
RD. The Octopus_structure space represents the structure 
governing the creation of the repository table in the com-
puting element that activates the resource discovery. It also 
includes the number of interactions and communications 
between the created repository table and the computing ele-
ments that send information to the computing element that 
activates the resource discovery.

When in a computing element, a process has a resource 
access request that is not available in the computing system, 
and based on the Distributed Published Resource Reposito-
ries RD, it sends a resource status request to the computing 
elements outside the computing system. in this case, a vec-
tor known as Octopus_structure(i,j) can be defined for each 
computing element j that sends information to the comput-
ing element that activates the resource discovery i, which is 
always in line with the computing element j to i.

The size of the vector Octopus_structure(i,j) indicates the 
number of information sent about the status of resources to 
computing element i and the importance of the informa-
tion sent, and the use of the information sent to respond 
to the processing request in computing element i. In tra-
ditional distributed computing systems, the vector Octo-
pus_structure(i,j) usually does not change its direction in 
implementing activities related to resource discovery and 
scientific program implementation. In this type of comput-
ing system, during the implementation process of the scien-
tific program and according to the independent variable of 
time and event, the size of the vector Octopus_structure(i,j) 
changes.

2.2  What Influences D&I on DPRR

The system manager or any constituent part of the system 
manager, such as the resource discovery, makes decisions 
about the process of its activities based on the status of the 
elements that describe the system for a specific management 
element. This issue, especially in resource discovery, means 
defining a set of indicators outside the computing system. 
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Based on these indicators, the resource discovery decides 
on implementing its activities. In traditional systems, the 
key index is based on the change of location of the resource 
discovery’s activities from one element to another outside 
the computing system based on Eq. 4.

As seen in Eq. 4, the space describing the function of the 
resource discovery based on the functional nature of this 
element outside the computing system is centered on the 
investigated computing element. It is also a desired resource 
to be discovered and based on the two spaces of the ele-
ment's activities. Resource discovery and the mechanism 
used to change the location of the resource discovery are 
defined in implementing activities related to the resource 
discovery function.

The activities carried out by the resource discovery are 
based on the reason for creating the load balancing structure, 
migration and system resource discovery, and the nature of 
the resources that the resource discovery is responsible for 
finding and in traditional systems, considering that the said 
structure is designed to execute the program in the short-
est possible time. The resource searched by the resource 
discovery is focused on finding processing and computing 
resources outside the system for processes that require com-
puting resources, so finding the resource is tried as much as 
possible in the minimum time and number of activities. In 
traditional systems, taking into account the above causes 
the resource discovery as an element whose implementation 
increases the time of scientific and practical program execu-
tion, and it should also be implemented in the minimum time 
and number of activities, it is considered.

The nature of the traditional distributed computing sys-
tem is such that it is impossible to change any of the ele-
ments that make up Eq. 4. The constancy of the request 
status, the type of requested resource, and the reason for 
the creation of the structure makes the productive spaces of 
resource discovery, not a function of time or occurrence in 

(4)RDRunningfunction
∶ ∶ < (ExecutionApproach,ChangeLocation), (Location,Resource), finding >

the mentioned systems. In Eq. 4, the existence of the concept 
of change location as a member of the generator space func-
tion of the status of the resource discovery makes it possible 
to specify the status of the resource discovery based on the 
binary (Location, Resource).

Considering the mentioned binary as a description of the 
functional state of the resource discovery causes the status of 
the resource discovery to change if the resource discovery is 
changed or the resource requested by the resource discovery 
is changed. If none of the mentioned pairs changes and the 
time governing the implementation of the resource discov-
ery changes, then the functional purpose of the structure is 
to execute the program in the shortest possible time. The 
status changer is not considered, and in case of failure to 
implement the activities related to the resource discovery 
at a specific time, either relative or absolute time governing 
the resource discovery or interval time, the implementation 
of the resource discovery activities fails.

In the operation of the Distributed Published Resource 
Repositories RD, the resource discovery, contrary to the 
operation of other resource discovery, receives information 
from other computing elements and creates a repository in 
the computing element that activates the resource discovery. 
This issue causes the need to change the concept of defining 
the function of the resource discovery from the state of the 
resource to the state of the sender to the resource and add-
ing several (Time, resource_State, Validation) Resending, 
Dependency) to describe the functional status of resource 
discovery.

In the added multiple, time indicates the duration of the 
formation of the reservoir in the computing element, and the 
concept of resource_State indicates the credit status of the 
resource discovery in each computing element that sends 
information to the computing element that activates the Dis-
tributed Published Resource Repositories RD. The concept 

Fig. 2  Outline of elements 
defining the working status of 
Distributed Published Resource 
Repositories RD
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of the validity of the operation status of resource discovery 
can depend on the operation of the computing system in 
any computing system and can have several definitions. In 
traditional systems, since Distributed Published Resource 
Repositories RD operates on the centrality of computing 
resource discovery these systems, the activities carried out 

on finding processing resources by the resource discovery 
can be done in the computing element in a specified time 
interval considered as the validity of the operation of the 
resource discovery or the number of successful executions 
of the Distributed Published Resource Repositories RD.

In Distributed Exascale systems, the nature of scientific 
and applied programs is running so that those dynamic and 
interactive events can occur at any moment. The occurrence 
of dynamic and interactive events in Distributed Exascale 
systems affects both the functioning of the system managers 
and the functioning of computing processes.

When a dynamic and interactive event occurs in the Dis-
tributed Exascale system, the state of the elements describ-
ing the state of the system for the system manager or any 
part of the system manager changes in a way that is not 
defined for the said element. According to this issue, if the 
Distributed Published Resource Repositories mechanism is 
used for resource discovery in distributed Exascale systems, 
in the case of dynamic and interactive events, the space is 
created due to element function descriptors. The Resource 
discovery and the available function related to the resource 
discovery shown in Fig. 2 should be changed.

Figure  2 shows the interaction and communication 
between traditional elements defining the status of Distrib-
uted Published Resource Repositories RD. As seen in Fig. 2, 
the two fundamental elements, location, and resource, are 
the underlying and central elements of the framework of 
the elements defining the status of the operation of the Dis-
tributed Published Resource Repositories RD. As seen in 
Fig. 2, the Change Elements are considered the framework’s 
fundamental elements. These two elements are considered 
the foundation of the framework and the elements with 
which the other elements are related and interact in some 
way. The fundamental element of the Change Element indi-
cates that the Distributed Published Resource Repositories 
RD has changed the pattern and mechanism of the comput-
ing element and then received the information to create the 

(
Time, SourceState,Validation,Resending,Dependency

)

Distributed Published Resource Repository in the computing 
element enabling the resource discovery.

The operation of the element change mechanism directly 
affects the operation of the Distributed Published Resource 
Repositories RD. Considering this issue, the function 
expressed in Eq. 5 can be considered the function of chang-
ing the element shown in Fig. 2.

As seen in Eq. 5, the management change element based 
on the transfer matrix decides what element can be the next 
computing element that can send information to the comput-
ing element that activates the resource discovery. As seen in 
Eq. 5, the focus of changing the element is on the function 
of the current element. Each computing element, from the 
point of view of the element change function, is in the form 
of a two-dimensional matrix space, the space for defining 
the status of the resources in the current computing ele-
ment that the resource discovery is receiving information 
about its resources for the Distributed Published Resource 
Repository and also the space of describing the state of the 
computing element is described based on five dimensions 
(MAtrib, AAtrib, TAttrib, SAtrib, EAtrib) [43] which is the 
more developed mode of describing the state of the comput-
ing element by considering the space of events governing the 
computing element.

The matrix 
[

Time SourceState
Resending Dependency

]
 in Eq. 5 is a trans-

fer matrix and specifies how to transfer the computing ele-
ment and Change the Element to the next computing element 
to continue the activities of the Distributed Published 
Resource Repositories RD. The mentioned matrix includes 
the elements that make up the elements defining the status 
of the operation of the Distributed Published Resource 
Repositories RD. as shown in Fig. 2, except for the two cen-
tral elements and the concept of validation of the operation 
of the Distributed Published Resource Repositories RD is 
the next computing element. The matrix mentioned in the 
status space description matrix of the next element selected 
to continue the activities of Distributed Published Resource 
Repositories RD is multiplied internally.

A matrix describing the state of the current element in 
which the Distributed Published Resource Repositories RD 
performs resource discovery-related activity and a matrix of 
the next computing element selected by the Distributed Pub-
lished Resource Repository is described based on the inde-
pendent time variable. In Distributed Published Resource 
Repositories RD, at the moment of establishment of Eq. 5 
and the decision of the resource discovery to change the 

(5)
[
Resourecstate
Machinestate

]

Next

(t) =

[
Time SourceState

Resending Dependency

]
∗

[
Resourecstate
Machinestate

]

current

(t)
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element, the time governing the two stated matrices must be 
the same. Distributed Published Resource Repositories RD 
operates in distributed computing systems.

This issue makes the resource discovery to manage the 
challenge caused by the unit time governing the creation of 
two matrices, requiring the use of regional synchronization 
solutions of the beneficiary computing elements of activities 
related to the creation of a Distributed Published Resource 
Repository or the use of the concept timestamp. In any case, 
the resource discovery in the computing element that acti-
vates the resource discovery should simultaneously create 
two state matrices of the computing elements. Estimation of 
Eq. 5, in Distributed Published Resource Repositories RD, 
means the lack of capability of the current computing ele-
ment to continue creating the data required by the resource 
discovery and the existence of capability in the computing 
element that the product matrix of the matrix describes its 
situation in the matrix describing the functional elements of 
the Distributed Published Resource Repositories RD.

In Eq. 5, the validity of the resource discovery function 
in the following computing element is not considered a 
variable in the transfer matrix. The reason for this is due 
to the difference in nature between this variable and other 
variables describing the function of the Distributed Pub-
lished Resource Repositories RD. This variable indicates the 
validity of the resource discovery function mentioned in the 
computing element, which refers to sending information to 
the computing element that activates the resource discovery. 
The system manager of the distributed computing system 
can consider different indicators and criteria to evaluate the 
validity of the resource discovery function in the computing 
element. The resource discovery uses a function like Eq. 6 to 
evaluate the validity of its function. The function expressed 
in Eq. 6, in the most general possible state, provides a matrix 
to decide on the validity of the function of the Distributed 
Published Resource Repositories RD in each computing ele-
ment of the member of the distributed computing system.

As can be seen in Eq. 6, the validity of the Distributed 
Published Resource Repositories RD is a function of the 
four spaces of the statistical community used by the RD, 
the ability to anticipate and respond to requests, the matrix 

of how it works 
�

ΣConditionrequest∕
∑

Totalrequest

ΣTruepositive + ΣTrue∕
∑

Totalrequest

�
 

and the ability matrix to respond to requests is [
ΣTrue∕Predictedconditionpositive

ΣFalse∕Predictedconditionnegative

]
.

(6)Validation∶ ∶

⎡
⎢⎢⎢⎣

StatisticalSociety

�
ΣConditionrequest∕

∑
Totalrequest

ΣTruepositive + ΣTrue∕
∑

Totalrequest

�

Forecast

�
ΣTrue∕Predictedconditionpositive

ΣFalse∕Predictedconditionnegative

�
⎤⎥⎥⎥⎦

In Eq.  6, the space of the statistical community 
describes the requests conventionally distributed by the 
Distributed Published Resource Repositories RD, whether 
when the caller the resource discovery created the pub-
lished table or not. Include the requests that this system 
manager has responded to in creating the table published 
in other elements of the computing system. The system 
manager can apply various policies regarding the time and 
place constraints of the statistical community used by the 
Distributed Published Resource Repositories RD.

The ability of prediction shows the successful participa-
tion of resource discovery in the activities related to the 
creation of Distributed Published Resource Repositories 
in implementing activities related to other computing ele-
ments. The mentioned space can be examined as a defined 
space based on the independent variable of time or event. 
This space is a sphere whose points are computing ele-
ments related to the computing element containing the 
resource discovery in resource discovery activities. The 
higher the degree of connection of the computing element 
containing the resource discovery with another computing 
element of the sphere member in a prosperous state.

In this case, the density of the desire to continue the 
resource discovery activities with the higher density area 
increases. It is the responsibility of the system manager to 
determine the density detection policies, determine the pat-
tern that governs the density, and create an area to respond to 
requests based on the discovery of the mentioned resource. It 
is the responsibility of the system manager to determine the 
density detection policies, determine the pattern that governs 
the density, and create an area to respond to requests based 
on the discovery of the mentioned resource.

Two matrices of how the resource discovery works and 
responds to the requests create a two-dimensional space of 
temporal and event functional description of the Distrib-
uted Published Resource Repositories RD. The mentioned 
space includes the requests and successful and unsuccess-

ful responses of the resource discovery, both in the exist-
ing local activities defined in the computing element and 
the global activities in which the RD participates.

In traditional systems, the concept of describing the 
functional state of the Distributed Published Resource 
Repositories RD is a concept dependent on the location 
and response time of the implementation of the resource 
discovery's activities. As shown in Fig. 2, the central prem-
ise of providing a framework for describing the operational 
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status of the Distributed Published Resource Repositories 
RD is based on the fact that an event has occurred in the 
computing element that activates the resource discovery. It 
also depends on the nature of this event, so it is possible 
to solve the process requirement based on the function of 
Distributed Published Resource Repositories. The state of 
the computing element activates the resource discovery, the 
state of the elements responding to the resource discovery 
requests. It means the element tries to send the state of the 
computing resource or the computing element tries to send 
the Distributed Published Resource Repositories defined in 

the core data building of the system, and also the state of 
the activity density and the global structure describing the 
function of the resource discovery is fixed. The constancy of 
the items, as mentioned earlier in traditional systems, makes 
the Distributed Published Resource Repositories RD in a 
period manage to send the status of unchanged resources and 
create the repository related to the computing element in the 
element that activates the Distributed Published Resource 
Repositories RD.

In Distributed Exascale systems, dynamic and interac-
tive events may occur on any of the fixed activity related 
to activities related to the operation of Distributed Pub-
lished Resource Repositories RD, including the definition 
of the functional state of this element in Each of the con-
stituent elements of the data structure that is affected by the 
dynamic and interactive event. The impact of the dynamic 
and interactive event on the concept of describing the status 

of Distributed Published Resource Repositories RD, can be, 
in addition to the possibility of creating a situation that is 
not known to the said management element and includes 
the effects of the event on the stakeholders in the context of 
changing the nature of the request. It includes the change of 
the productive spaces.

As a result, the process of execution and receiving 
information from other computing elements has been 
changed by the management element based on the Distrib-
uted Published Resource Repositories and finally leading 
to the failure of this element. This makes it possible to 
define Eq. 5 based on Eq. 7 in distributed Exascale systems 
based on Fig. 2.

As seen in Eq. 7, it is also the same as Eq. 5 in that the 
Change Element decides, based on the transfer matrix, 
which element can be the next element that sends infor-
mation to the element that activates the resource discov-
ery. As seen in Eq. 7, the function description space of 
the Change Element used in the Distributed Published 
Resource Repositories RD has been changed from 2*1 
matrix space to 2*2 matrix space.

This change in the space of describing the function of 
the Change Element is caused by separating the concept 
of the local state of the resources and the computing ele-
ment from the state of the computing element at the time 
of presence in the global activity. Dynamic and interactive 
events affect the space of global activities. The impact of 
the dynamic and interactive event on global activity is 
conventionally made in the form of diffusion. If a dynamic 
and interactive event occurs, a chain of changes in the state 
of resources defined in each computing element and the 

[
Resourecstatelocal Resourecstateglobal
Machinestatelocal Machinestateglobal

]

Next

([
time event

D&I frequencyrestructure

])
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state of the beneficiary computing element in the global 
activity commonly occur. In Eq. 7, unlike Eq. 5, in addi-
tion to describing the state of the computing element and 
resource in two global and local dimensions, it considers 
the description of the resource state in terms of four types 
of files, input/output, memory, and process resources.

This issue is because in Distributed Exascale systems, in 
addition to the processing resource, the process can also 
implement the Distributed Published Resource Repositories 
RD in the case of any of the other three types of resources. 
In Eq. 7, the definition of the concept of the state of the 
computing element is the same as in Eq. 5, with the differ-
ence that it is in the form of n five-dimensional space, one 
dimension of which is the description of the computing ele-
ment locally and the n-1 dimension of that is the description 
of the computing element in m global activity. In Eq. 7, 
unlike Eq. 5, which describes the matrix of the function of 
the change element based on the independent variable of 
time, in this formula, the independent variable described in 

the space of the matrix 
[
time event

D&I frequencyrestructure

]
 is 

described. The development of independent variables 
describes the function of the change caused by a dynamic 
and interactive event and its effect on the essential concept 
of the Change Element that sends the information.

Suppose the dynamic and interactive event does not occur 
due to the fixed nature of the state of the affected system in 
implementing the Distributed Published Resource Repos-
itories RD. In that case, the only influential factor in the 
operation of the said RD is the independent variable of time. 
The independent variable of time causes the matrix of the 
generator space to describe the element of change to change 
compared to its previous state.

Considering the concept of time as a factor in changing 
the status of any space, it can be stated that the stability of 
the status of the beneficial elements governing the defined 
system to create the Distributed Published Resource Reposi-
tory in the activation of the resource discovery makes the 
only factor of time to be considered as the factor that changes 
the productive space. In Distributed Exascale systems, the 
occurrence of dynamic and interactive events causes:

a) At any moment of implementing activities related to 
Distributed Published Resource Repositories RD, there 
is a possibility of a dynamic and interactive event occur-
ring and its impact on any interested element in the 
response process by the resource discovery.

b) The occurrence of a dynamic and interactive event and 
its impact causes every element of the beneficiary sys-
tem to implement resource discovery activities. In addi-
tion to being subject to the independent variable of time, 
needed to consider the analysis of the events that occur 
in the system, analysis of dynamic and interactive events 

affecting the computing element, especially the events 
that affect the operation of the Distributed Published 
Resource Repositories. also the frequency required to 
rebuild the operating system data structure that the Dis-
tributed Published Resource Repositories RD uses, is 
due to the occurrence of dynamic and interactive events 
and the invalidation of the information in the said data 
structure.

In Eq. 7, unlike Eq. 5, which uses the assignment opera-
tor to decide whether the Distributed Published Resource 
Repositories RD is capable of continuing the request-
response process, it uses the concept of mapping to decide 
on the computing element containing published resource 
repositories, which is the ability to respond to continuing 
requests of the system manager that enables the resource 
discovery. In Distributed Exascale systems, the Distributed 
Published Resource Repositories RD uses a mapping matrix 
to decide how the mapping process should be. In Distributed 
Exascale systems, the selected space of the next element 
that can be used as a responsive element for the activat-
ing element of resource discovery has both multiplicity and 
variable frequency due to the occurrence of dynamic and 
interactive events.

In Distributed Exascale systems, the system works in such 
a way that at any moment of the system execution, it is pos-
sible to change any assignment in the system, and due to the 
concept of dynamic and interactive events, it is not possible 
to define the assignment activity. For this reason, in Eq. 7, 
we use the concept of mapping based on the mapping matrix 
for the concept of assignment and consider the concept of 
momentary assignment. The mapping matrix of Eq. 7 is in 
the form of.[

1 0

StateafterD&I
− StatebeforeD&I

D&Iinfluence − StatebeforeD&I

]
2*2 

Bernoulli matrix.
The first row of the matrix is in the form of one and 

zero, and it shows that the occurrence of an event in the 
system affects the mapping process. The presence of zero 
and one row in the mapping condition matrix is due to the 
changeability of the Change Element at any moment due 
to dynamic and interactive events. When the dynamic and 
interactive event occurs, the 1*1 domain is considered the 
active domain of the matrix. In this case, according to the 
intersection multiplication of the matrix, the axis of the map-
ping is based on D&Iinfluence − StatebeforeD&I

 . If the moment 
of the mapping is related to the Change Element, a dynamic 
and interactive event does not occur, then the matrix axis 
is based on the 1*2 square. The mapping axis be based on 
the operator 0, and the mapping mode be changed to the 
assignment form.
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The right side of the assignment operator is the function 

p

⎛⎜⎜⎝

�
Time SourceState

Resending Dependency

�
�

DIevent, systemstate)

⎞⎟⎟⎠
 , which represents the func-

tion of the probability of the transfer matrix occurring under 
the condition of changing the computing system's state due 
to a dynamic and interactive event. In Eq. 7, estimating the 
probability of occurrence of the transfer matrix based on the 
Gaussian multivariate method is used to calculate the 
matrix’s probability function. Based on this method, the Dis-
tributed Published Resource Repositories decide whether 
the transition matrix in the computing system is executable 
after the changes caused by the event due to a dynamic and 
interactive event.

The result of implementing the function of estimating 
the occurrence of the transfer matrix after a dynamic and 
interactive event is a coefficient known as the coefficient of 
transferability of the responsive element to the activating 
element of the resource discovery to another computing ele-
ment. This coefficient is multiplied by the state of the current 
computing element, which is described based on Eq. 5, and 
the only difference with Eq. 5 is the development of inde-
pendent variables defining the state of the current element. 
In Distributed Exascale systems, the dynamic and interactive 
events occur in such a way that it is not possible to define 
the transfer matrix in the Distributed Published Resource 
Repositories or the possibility of finding the next element 
that is capable of continuing the activities. It is shown that 
the resource discovery is not present among the computing 
elements of the district member, or it indicates the failure of 
the resource discovery's activities. In Distributed Exascale 
systems, dynamic and interactive events make the concept 
of the validity of the function of Distributed Published 
Resource Repositories in each element per Eq. 6 of Eq. 8 
comply.

As seen in Eq. 8, the concept of the space of the statistical 
community has changed from the one-dimensional space of 
requests to the two-dimensional space of effective requests 
from dynamic and interactive events and conventional 

requests. In Eq. 8 
�
(ΣTruepositive + ΣTruenegative)∕∑

Totalpopulation

�
 , the 

number of community members represents both conven-
tional request types and the impact of dynamic and interac-
tive events on the Distributed Published Resource Reposi-
tories. Equation 8 shows the calling resource discovery that 
created the published table and whether it includes the 
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⎤
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requests that this manager responded to while creating the 
published table in other elements of the computing system.

Calculating the statistical population space of the Distrib-
uted Published Resource Repositories RD requires consid-
ering the aggregated statistical information of conventional 
requests and requests affected by dynamic and interactive 
events. In Distributed Published Resource Repositories, RD 
should simultaneously review the time and place restrictions 
related to its statistical population as a dynamic and interac-
tive event affecting the resource discovery function occurs.

In Eq. 8, the concept of predictive is considered in matrix 
form, unlike Eq. 6, and it is in the form of a productive 
space, which is the ability of the element to respond to the 
requests received from other elements and consider call-
ing the resource discovery in the local element. Like Eq. 6, 
it shows the ability of resource discovery in the activities 
related to the creation of Distributed Published Resource 
Repositories in implementing activities related to other 
computing elements of the distributed computing system. 
Managing dynamic and interactive events is also effective 
in the resource discovery function. The mentioned space 
can be examined as a defined space based on the independ-
ent variable of time or event. The space created by matrix 
A is the same as that created in Eq. 3 as a sphere in the 
non-Euclidean plane related to the global activities that the 
Distributed Published Resource Repositories RD has imple-
mented in Eq. 8.

In addition to the computing elements, the points of the 
mentioned space include the affine pages related to global 
activities, which with the computing element, contain the 
resource discovery in the context of the implementation of 
the activities related to the resource discovery in connection 
or the occurrence of a dynamic and interactive event in the 
affine page related to the activity. Equation 8 covers the over-
all function of resource discovery. One of the affine pages 

(or affine pages) used in creating the sphere related to the 
resource discovery related to the computing element is the 
affine page related to the global activities that the resource 
discovery called in the local element is created.

In the sphere created based on Eq. 8, the affine pages 
relative to the computing element that activates the resource 
discovery are described by a “success vector”. The size of 
this vector indicates the influence of the indicated affine page 
on the affine page created by the local computing element, 
and its direction is always from the affine page affecting 
the affine page created by the local computing element. In 
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addition to the density, the density of the vectors mentioned 
in Eq. 6 also indicates the degree of influence of the occur-
rence of the affine page related to the local computing ele-
ment from other elements.

The system manager is responsible for determining the 
density detection policies and the pattern governing the 
density and creating an area to respond to requests based 
on resource discovery. Two matrices of how the resource 
discovery works and responds to requests, considering the 
effects of dynamic and interactive event occurrence in the 
computing element, create a four-dimensional space of time 
and event functional description of Distributed Published 
Resource Repositories RD.

In Eq. 8, unlike Eq. 6, the mentioned space containing the 
requests, the successful and unsuccessful responses of the 
resource discovery are either in the existing local activities 
defined in the element in Eq. 8 in conventional global activi-
ties or global activities under the influence of the dynamic 
and interactive event in which the resource as mentioned 
earlier discovery participates.

3  Related Work

In structured peer-to-peer systems, despite being simple and 
easier to use, resource discovery is not guaranteed to find 
the resource if there is a resource, and for this reason. These 
types of peer-to-peer systems have a low level of efficiency. 
Structured systems are used due to having the characteris-
tic of being structured and using a predetermined structure 
for discovering the source. In this type of system, comput-
ing elements in a system are organized in a fixed structure. 
Resource discovery in structured systems is divided into 
three general methods (distributed hash table, skip list, and 
tree) [7, 27, 44, 45].

The ring-based resource discovery mechanism is one 
of the most well-known resource discovery mechanisms 
available for organizing computing elements in distributed 
hash tables in structured systems. Chord[46], kadmilla[47], 
and Accordine[48] systems are based on distributed hash 
tables that use the ring structure. A hash function maps each 
element and data to an identifier space in loop-based sys-
tems, such as chords. Usually, this hash function uses the 
IP address of the computing element to generate an identi-
fier. In the ring method, computing elements are placed in a 
ring-shaped structure and based on location based on the key 
ID in their desired position in the system. Each computing 
element has a previous computing element and a subsequent 
computing element on the ring, and if the request is made 
to the existing computing element sent in the ring structure. 
This computing element sends the request to the comput-
ing element whose ID key is most similar. The ring method 

is considered suitable for distributed hash tables due to its 
simplicity [10, 49].

In [10, 50], the PRR tree mechanism is presented to share 
resources in distributed systems where several identical 
resources may be available at any time. This method uses a 
new mechanism for maintaining and distributing informa-
tion about the location of resources, which requires a small 
amount of additional memory in each computing element in 
the system to store these resources. This mechanism ensures 
quick access and effective use of resources in the system. An 
essential challenge of the PRR tree is that there is no practi-
cal implementation in the real world since the PRR tree is 
only designed to be implemented in static networks, and the 
computing systems are dynamic and changing. Two peer-to-
peer systems, Pastry and Tapestry, have been implemented 
based on this tree to support the membership of computa-
tional elements dynamically.

The jump graph mechanism [10, 49, 50] is based on the 
jump list structure, which is maintained through a two-way 
link list. However, unlike the jump list, where one list is kept 
at each level, several lists are kept at each level in the jump 
graph. The operation of inserting a new computing element 
in this system has two phases, and the insertion operation in 
this system requires O(logN) time and O(logN) number of 
messages, where N is the number of computing elements in 
the system. Resource discovery and resource placement in 
this system are similar to the jump list, with the difference 
in the jump graph structure. In this mechanism, instead of 
sending queries from low-level computing elements to high-
level computing elements, the search in these systems starts 
from higher-level computing elements. At each step, the 
search algorithm traverses the list from the beginning until 
the next computational element contains a more incredible 
key than the value of the searched key. The list is searched 
lower when a computation element with a more significant 
key value is found. This operation continues until either the 
desired key is found or the desired key is not found in the set 
of available computing elements.

If the calculation element with the desired key value is 
not found, the calculation element with the most signifi-
cant key value less than the search key is returned. This 
structure is very resistant to the failure of computing ele-
ments. Hopping network systems use hopping graphs for 
resource discovery in their systems. In [10, 48, 50], the Can 
system is structured and uses the grid or cube structure for 
resource discovery in computing systems. Cubic systems 
are another category of grid systems. In cubic systems, the 
distance between two computing elements is the number of 
bits in which the two computing elements differ. At each 
step of resource discovery, a greedy forwarding mechanism 
modifies one bit to reduce the address distance of the current 
computing element to the destination computing element. 
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All computational elements in the system are logically 
organized in a Cartesian coordinate space. In a Can system 
with N computing elements and d-dimensional space, the 
path length has (d/4)(N1/d), and each computing element 
holds approximately the value of 2d neighboring computing 
elements [27, 50–52].

In the Cactus framework [53], as in distributed Exascale 
systems, the concept of changing the state of resources over 
time is considered. This change in the status of resources 
over time lacks a series and correlation. At any moment of 
implementing the computing system's activities based on the 
Cactus framework, the characteristics of resources change 
over time. Cactus is a general-purpose and open-source 
framework for solving scientific and engineering problems 
that require parallel computing. This framework is such that 
it provides a flexible structure according to the variability 
of the characteristics of resources for use in distributed sys-
tems. A resource selection mechanism is used in the Cactus 
framework, allowing resources to change resource allocation 
if the system's performance decreases. Resource discovery, 
process migration, and resource allocation perform admin-
istrative activities in this framework. The resource selection 
method in this framework uses the matchmaking algorithm, 
which can return the most relevant resource. Requesting pro-
cesses in this algorithm are selected based on the version 
of the operating system, minimum memory, and minimum 
bandwidth. The concept of resource discovery based on the 
matchmaking pattern is used in the Cactus framework. In 
this framework, if the algorithm fails, in this case, another 
resource is allocated for the process based on the migration 
algorithm. In the Cactus framework, the failure of resource 
discovery activities occurs when the resource allocated to 
the process cannot meet the constraints governing the pro-
cess request.

A dynamic and interactive influence on resource discov-
ery means the occurrence of a situation not considered in 
the executive model related to resource discovery. In [30], 
to analyze the concept of failure caused by the formation of 
a dynamic and interactive nature, the system manager uses 
the concept of areas for the system manager. This makes 
it possible to define four areas corresponding to the four 
primary resources defined by the operating system in this 
computing system. According to this issue in [30], it is pos-
sible to define global activities that are dynamic and interac-
tive. Due to the possibility of defining multiple global activi-
ties and changing the status of each computing element in 
the system, there is also the possibility of situations that 
lead to the failure of implementing the activities related to 
resource discovery. In [26], the ExaRD resource discovery 
mechanism is the default mechanism to respond to requests 
that cannot be responded to in the local computing system. 
Any part of the global activity (any process running on any 

computing element of the system) can request access to any 
of the four main types of resources that may not exist in the 
local computing system. This request means the need to call 
the resource discovery. [11, 28].

In general view, the mechanisms used by resource discov-
ery in distributed computing systems and considering the 
classification of the resource discovery mechanisms in two 
structured and unstructured categories, it can be concluded 
that resource discovery is outside the limits computing sys-
tem that activates it works as a batch and search system. 
The existence of a batch structure for the implementation of 
process requests that the load balancing is not able to meet 
their requirements and also, the lack of interaction makes it 
necessary to define another type of resource discovery mech-
anisms based on gathering information due to the occurrence 
of events or time in some scientific programs.

As seen in previous works, resource discovery based 
on information collection can be used in systems where 
the traditional mechanisms used by resource discovery are 
not capable due to the challenges caused by the distributed 
system. It occurs because application requirements are cre-
ated and used. Based on the information available in related 
works, the most crucial advantage of these mechanisms is 
creating data structures related to regionally implementing 
resource discovery activities or considering the neighbor-
hood concept for each computing element.

The analysis of the previous works and the logic that gov-
erns the creation of structures to respond to the requests of 
computing processes, as well as the functional and descrip-
tive differences that govern the Distributed Published 
Resource Repositories RD.in distributed Exascale systems 
occurred of dynamic and interactive events are possible, the 
challenges caused by the effects of dynamic and interactive 
events on the operation of the conventional resource dis-
covery due to the consideration of the factors describing the 
operation status of the conventional resource discovery are 
applied to the type of resource discovery. It can also affect 
the factors caused by the Distributed Published Resource 
Repository. There is a combination of the above modes with 
each other when implementing the activities of the Distrib-
uted Published Resource Repositories RD.

In systems where there is a possibility of a dynamic and 
interactive event, it is possible that the dynamic and interac-
tive event somehow affects the function of the resource dis-
covery or the distributed published table creation structure 
used by the resource discovery. A new situation for each 
of the mentioned factors should be created as descriptive 
parameters of the operational status of the resource discov-
ery if this status is not defined for the mentioned element. 
In such a situation, the resource discovery and the Distrib-
uted Published Resource Repository-based structure of the 
resource discovery face situations that make it impossible 
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to continue the activity of the resource discovery due to the 
lack of definition of a specific mechanism for the said situa-
tion. In this paper, a framework has been presented to man-
age the mentioned situations.

4  ExaPRR

In traditional computing systems, the request leads to the 
invocation of the Distributed Published Resource Reposi-
tories RD based on the pattern of sending the request wave 
to the logical neighbors and receiving the results related to 
the state of the computing resource from the said neighbors. 
The wave pattern used in the Distributed Published Resource 
Repository and its return pattern are two main patterns for 
the operation of the mentioned mechanism. According to 
the limitations and restrictions of the scientific program in 
resource discovery activities, the system manager can have 
various policies in the context of the implementation process 
of the request wave pattern and the request-response wave 
by other elements.

The constraints governing both models are specified and 
determined in distributed computing systems according to 
the requirements of the scientific program in the context of 
implementing the resource discovery activities. Consider-
ing the centrality of the function of Distributed Published 
Resource Repositories RD, the function of this element can 
be described based on Eq. 9.

Based on Eq. 9, the available function of the Distributed 
Published Resource Repositories RD is distributed based on 
the three spaces of the neighbor resource matrix; The request 
and table structure are created. Unlike many functional func-
tions of resource discovery based on requests, in the Distrib-
uted Published Resource Repositories, the resource matrix 
of neighbors centered on the type of resource requested by 
the activation process of the resource discovery. It creates a 
structure of logical neighbors related to the element invoking 
the Distributed Published Resource Repositories RD. The 
various mechanisms used for the operation of the resource 
discovery based on its policies determine the next element 
that the requester processes to find the desired resource; 
thus, determining the governing structures of the neighbors 
is not discussed. Since the operation focuses on receiving 
information from other elements, the resource discovery 
can use different policies defined in the neighbor's matrix 

(9)FDPRR ∶ ∶

⎡
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��
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��
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>

⎤
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(t)

regarding creating the logical neighbor's structure related 
to the computing element.

The existence of different policies causes the Distributed 
Published Resource Repositories RD to create different 
modes for the mentioned affine page based on the arrange-
ment of the neighboring elements of the computing element 
that invokes the resource discovery.

In Distributed Exascale systems, dynamic and interac-
tive events make it possible to change the arrangement of 
neighboring computing elements related to the activating 
element of resource discovery at any moment. The process 
activating the Distributed Published Resource Repositories 
RD may request to discover other resources other than the 
processing resource type. Based on it this system's resource 
type space changes from one to four. It is considering that 
the Distributed Published Resource Repositories RD uses 
the concept of RAS for resource discovery. In this case, in 
traditional systems, the affine page created for the global 
activity of resource discovery can lead to creating a page 
Affine to respond, which includes all the computing ele-
ments that played a role in responding to the RAS.

In Distributed Exascale systems, any process can crate 
affine pages about logical neighbors for other resources and 
create elements responsive to the RAS. In Distributed 
Exascale systems, the logical neighborhood matrix and 

r e s o u r c e s  t o  b e  d e v e l o p e d  i n 
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.

In Eq. 9, in addition to the space for logical neighbors 
and requests, there is another space called the table, a 2 × 2 
matrix space. This matrix space is about creating and updat-
ing a table, the status of existing tables, and how to cre-
ate newly published tables in each computing element. The 
table structure makes it necessary to define mechanisms and 
policies in the matrix space field related to tables in each 
computing element.

When performing activities related to the Distributed 
Published Resource Repository, the policy used to create 
the table and when the resource discovery is activated speci-
fies. It also describes what information from the neighboring 
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elements about the resource state and from which operat-
ing system data structure should be extracted. Information 
about the resource state defined in a computing element can 
be obtained in the data structure of the operating system. 
Table policy related to the Distributed Published Resource 
Repositories RD should specify and determine the method 
of analyzing the received information and whether the 
received information needs to be processed or used directly 
in implementing the activities.

The pattern is used to process the information obtained 
from other elements in the field of resource status to extract 
the information determined by the table's policies. In the 
functional function of the Distributed Published Resource 
Repository RD, these two concepts are considered in a sin-
gle process.

It is considering that the function of the distributed com-
puting system is based on a non-deterministic system, so one 
of the most important policies that must be determined by 
the system manager for the Distributed Published Resource 
Repositories RD is how to update the information in the RD 
process. The function of some resources, such as files and 
input/output resources, is such that the frequency of their 
changes, both in content and location, during the RD process 
is minimal. The frequency of content changes and location 
of other resources, such as processing and memory, is very 
high compared to the mentioned resources.

Distributed Published Resource Repositories RD should 
know the status of resources inserted by other computing 
elements in its Distributed Published Resource Repositories 
using interaction mechanisms and inter-process communica-
tion. Suppose the resource discovery does not have accurate 
information about the status of the resources included in its 
Distributed Published Resource Repositories. In that case, 
the decision of the Distributed Published Resource Reposi-
tories RD is not accurate and based on the actual state of 
the elements.

The mechanism used by the Distributed Published 
Resource Repositories RD is based on stopping the possibil-
ity of changing the state of the resource or resources whose 
information has been sent to the element that activates the 
resource discovery. An acceptable solution is using the 
mentioned mechanism for resources with a low variability 
frequency. The mechanism changes the status of resources 
with a low variability frequency to read-only mode, and the 
processes in the local element or the processes related to 
other global activities that are active in the mentioned ele-
ment have the possibility of accessing the content of the 
said resources.

Using the mentioned mechanism in the case of resources 
with a high frequency of variability, because it may cause 
local processes or processes related to global activities to be 
suspended and ultimately lead to the failure of the mentioned 
activities, cannot be a suitable solution. Using mechanisms 

such as distributed shared memory and other mechanisms 
to establish compatibility is a solution used in this type of 
computing system to solve the challenges of updating the 
status of resources with a high variability frequency.

In distributed Exascale computing systems, dynamic 
and interactive event occurrence is also challenging in 
using the earlier structure to update resource information. 
In the repository-oriented function related to the Distrib-
uted Published Resource Repositories, the occurrence of 
an event on any of the generating spaces of the table can 
be affected. In addition, the definition of the affine pages 
is related to responding to the RAS describing the process-
ing request about the specific resource type; this event is a 
wave in the affine page on each of the interested elements 
in the RD process. The “A” is an element in the related 
page of organizational activities of the Distributed Pub-
lished Resource Repositories RD. Element A is the cause 
of the dynamic and interactive event or is affected by the 
dynamic and interactive event. Element B, in the activities 
of the resource discovery, should be on the affine page, 
and the global activity of this element should be immedi-
ately after A. In this case, the impact of the dynamic and 
interactive event caused by A on B is described by Eq. 10.

Based on Eq. 10, the impact of the dynamic and interac-
tive event caused by the A on B is described in the form 
of n*m matrix multiplication, where the effects of the 
dynamic and interactive event in each of the defining fac-
tors of thet A are multiplied in all the elements that make 
up the B. The matrix obtained in Eq. 10 describes the B 
after considering the effects of dynamic and interactive 
events on B.

The occurrence of Eq. 10 and the redefinition of B based 
on a dynamic and interactive event causes the state of this 
element to change relative to the time of table creation in 
the Distributed Published Resource Repository element. 
This change may cause the published repository created 
in the element enabling the resource discovery to become 
invalid. B can be the process that activates the resource dis-
covery; in this case, the nature of the RAS after the occur-
rence of the event described in Eq. 10 may be such that 
either the necessary structures for creating tables, either the 
direct or indirect data structure cannot respond to the RAS 
describing the process request. In another state, the tables 
lack the validity to respond to the RAS.

The Distributed Published Resource Repository uses 
Eq. 11 to calculate the changes made due to the dynamic 
and interactive event described in Eq. 10 for each member 
element of the computing system.

(10)A⊙ B =
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⋮ ⋱ ⋮

An1B … AnmB
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In Distributed Published Resource Repositories RD, 
each member of the affine page is related to the implemen-
tation of the activities of this element in the steady state of 
the system as a repository. When a dynamic and interac-
tive event occurs in the distributed Exascale computing 
and affects the operation of the resource discovery, the 
distributed repositories in each element may be affected 
by the dynamic and interactive event. The Distributed Pub-
lished Resource Repositories RD uses Eq. 11 to decide on 
the effectiveness of each element of the repository from 
dynamic and interactive events affecting the repository.

In Eq. 11, the B is a repository in an affine page member 
related to the Distributed Published Resource Repositories 
RD, which can be affected by an A or a set of A to undergo 
a dynamic and interactive event. The partial derivative of 
the status of each element of the reservoir concerning the 
dynamic and interactive event affecting the reservoir indi-
cates the influence status of each reservoir element from the 
dynamic and interactive event affecting the reservoir. The 
dynamic and interactive event have not affected the reservoir 
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element if the partial derivative is zero. If the mentioned 
partial derivative is positive, it means that the occurrence 
of dynamic and interactive events is considered a positive 
and improving factor for the functioning of the mentioned 
elements of the reservoir.

If the mentioned partial derivative is negative, it means 
that the occurrence of dynamic and interactive events is con-
sidered a negative factor and makes the reservoir function 
unusable or invalid in implementing the resource discovery 
activity. The resource discovery based on reservoirs can 
consider a concept known as the degree of vulnerability of 
the reservoir from the occurrence of dynamic and interac-
tive events; according to this concept, if a certain percent-
age of the state of the elements changes and their partial 
derivative is negative, the reservoir created in the process 

of implementing the activity resource discovery becomes 
unusable or invalid.

Based on Eq. 9, in traditional systems, the constraints 
governing the request leading to the call of the resource dis-
covery are conventionally focused on the time constraint. In 
traditional systems, the time constraint governing the request 
is specified explicitly by the requesting process. In this sys-
tem, it is determined as the number of times the request is 
called by the process that activates the resource discovery 
and accordingly calls the activities of the resource discovery 
complete.

In the mechanisms used for Distributed Published 
Resource Repositories RD, requests are usually presented 
in the form of request description and response based on 
the wave model and considering the constraint governing 
the number of times the request is published. This model 
makes it possible to redefine the request concept based 
on the wave model of the Distributed Published Resource 
Repositories RD in distributed Exascale computing based 
on Eq. 12.

Based on Eq. 12, the independent variable (E, t, Table) 
describes each element's state in redefining the request 
based on the wave model in the Distributed Published 
Resource Repositories RD. This issue indicates that the 
release of the wave is in the form of the release of the 
request wave. Whether it is receiving a response wave in 
the function of the Distributed Published Resource Repos-
itories RD is defined in a three-dimensional space. At any 
moment of implementing the activities related to the Dis-
tributed Published Resource Repositories RD, dynamic 
and interactive events can occur in any of the domains 
related to the activity of the said resource discovery. In 
traditional systems, the scope of activity of the Distrib-
uted Published Resource Repositories RD includes the ele-
ment containing the process that activates and the logical 
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neighbors that can respond to the request of the process. 
The activities related to the resource discovery function 
focus on the concept of request and table.

Given that the Distributed Published Resource Reposi-
tory uses the RAS pattern in distributed Exascale systems, 
there is no requirement to answer the request by only one 
computing element. In this type of computing system, the 
operation of the ExaPRR, and the concept of the request 
wave and response wave defined based on Eq. 12, may 
cause a global activity to respond to the request of the 
ExaPRR RD activation process. The system governing 
the ExaPRR RD includes a set of concepts based on the 
request, the repository (table), and the publication pat-
terns; each of the three mentioned spaces may cause part 
(or parts) of the request to make the process accountable.

Wave propagation is three-dimensional in distributed 
Exascale computing to consider the event's concept and 
the reservoir element's changes, both in the emitting and 
receiving elements of the reservoir state. Using such a 
model allows the resource discovery to know at any 
moment of executing its activities about the effects of the 
events governing the system and whether the event that 
occurred in the system is dynamic and interactive. In the 
system, the event that occurred in the functional system 
of the Distributed Published Resource Repositories RD 
is of the dynamic and interactive events; therefore, the 
existence of the concept of the repository and considering 
each element of resource discovery use of Eq. 11. Using 
Eq. 11 makes it possible to decide based on the mentioned 
structure that the occurrence of the mentioned event has 
caused invalidity or change in the activities of the resource 
discovery.

In Eq. 12, the variable ∇^2 represents the square root of 
the functional operation of the Distributed Publish Resource 
Repository RD. In each element that uses the Distributed 
Publish Resource Repository RD, a coefficient known as the 
success coefficient can be defined in the circle of neighbors. 
As much as the resource discovery can successfully imple-
ment the related activities of the resource discovery in the 
space of local neighbors. in this case, the time cost and the 
management of the dynamic and interactive chain of events 
in the affine page be reduced. The system manager is based 
on a policy about how the process of collecting information 
related to the success rate of the neighbor ring should be and 
based on the affine pages of the structure of the neighbors in 
each ring, what is the weighting factor, it can calculate the 
variable ∇^2 according to the geometric mean or arithmetic 
which is defined and defined according to the policies of the 
system manager.

I n  E q .   1 2 ,  t h e  v a r i a b l e ((
�RNS(E,t,Table)

�SAtrib(E,t,Table)

)
,
(

�RNS(E,t,Table)

�MAtrib(E,t,Table)

))2

D&Ifreq

 represents the 

pattern governing the propagation of the response from the 

logical neighbors in the affine page created for the logical 
neighbors in the distributed Exascale computing. This pat-
tern includes the partial derivatives of how the elements 
respond to RAS concerning the system characteristics 
defined based on the affine page and any element that 
responds to the part or parts of the request described by 
RAS. In the mentioned variable, the coefficient D&Ifreq indi-
cates the frequency of dynamic and interactive events in the 
affine page of the logical neighbors from forming the affine 
page until the redefinition of the request concept described 
by RAS based on the wave model.

In Eq. 12, variable 
(

�RNS(E,t,Table)

�t

)
 a represents the govern-

ing pattern of request transfer per unit of time, taking into 
account the independent variables of Eq. 12 to other ele-
ments forming the affine page of logical neighbors. The par-
tial derivative of RAS in terms of three independent varia-
bles describing the function of the Distributed Published 
Resource Repositories RD on time can indicate that the ele-
ment that activates the resource discovery is based on what 
structure it sends the request to add other elements to a page 
member.

In traditional distributed computing systems, the affine 
page is created as a circle, and the elements, according to 
TTL, are placed in a specified neighborhood distance. This 
issue is that while in distributed Exascale computing, the 
concept of neighborhood density is relevant, and the shape 
of the affine page has no requirement for homogeneity and 
may follow non-Euclidean structures. This issue makes the 
structure governing the transmission of requests in differ-
ent dimensions of the computing element that activates the 
resource discovery not uniform.

In Eq. 12, the variable 

⎛⎜⎜⎜⎜⎜⎜⎝

�RNS(E,t,Table)�
�RNS(E,t,Table)

AAtribReq(E,t,Table)

�
,�

�RNS(E,t,Table)

AAtribAns(E,t,Table)

�

⎞⎟⎟⎟⎟⎟⎟⎠

 represents 

the functional, structural pattern of the affine page related to 
the logical neighbors of the resource discovery activation 
element. The elements forming the affine page, considering 
that they may be members of different national activities or 
have heterogeneity with each other, also vary according to 
the nature of the request and what part or parts of the RAS 
describing can respond to the request the computing ele-
ment. In the mentioned variable, the characteristics of the 
request described by RAS and the functional characteristics 
of the Distributed Published Resource Repositories are con-
sidered the characteristics of the activity running on the Aff-
ine page. The first activity feature is the requested feature 
described by RAS, and the second is the functional feature 
of resource discovery.
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5  Evaluation

Cactus Framework [53], ExaFlooding [27], Optimized 
Resource Discovery P2P [51], FRDT [56], and ExaRD 
[26] have been used to evaluate the presented framework 
for analyzing and investigating the effects of dynamic and 
interactive events on the function of the Distributed Pub-
lished Resource Repositories RD in distributed Exascale 
computing from the distributed computing system [54, 55] 
and considering the.

To analyze whether or not the model presented in this 
paper provides a logical description of the occurrence of 
failure due to the formation of dynamic and interactive 
events during the implementation of resource discovery. Two 
types of nationwide activities have been implemented in [54, 
55] and [53] systems. NAMD [57] and WRF [58] software 
are two software requiring a high-performance computing 
system. These two software uses the computing resources 
available based on global activity. Therefore, two types of 
global activities are running in the computing system. Each 
computing element of the system can play a role in the exe-
cution of one or two global activities at any moment.

The number of computing system elements is 280 com-
puting elements. Creating a computing system using 280 
computing elements makes it possible to consider the com-
puting system as a testing platform as an exascale system 
for each software. Conventionally, the mentioned software 
is executed on a smaller number of computing elements, so 
their execution on 280 computing elements makes it possible 
to analyze and investigate the state of the software when they 
are on a comprehensive system.

To create dynamic and interactive events on computing 
unit No. 8, a particular version of the system manager [54, 
55] and the Cactus framework [53] have been used, in which 
the resource discovery is capable of implementing resource 
discovery activities and creating global activities to respond 
to requests. The process in the system, based on the formulas 
introduced in this paper, analyzes the concept of failure due 
to the formation of dynamic and interactive events during 

the implementation of activities related to resource discov-
ery. In Fig. 3, the occurrence of events requiring the resource 
discovery to be called, as well as the number of dynamic 
and interactive events affecting the resource discovery and 
the ability of the resource discovery defined based on Exa-
Flooding, Optimized Resource Discovery P2P, FRDT, and 
ExaRD, as well as ExaPRR, are shown to requests affecting 
the operation of the resource discovery.

As seen in Fig. 3, in computing unit No. 8, the imple-
mentation of NAMD and WRF scientific programs has been 
repeated 50 times. In the execution of 50 tests, usually 16 
times, there is a process in computing unit No. 8 that cannot 
meet the requirements of the process (or processes) men-
tioned in the local computing system by the load balancing, 
and there is a need to call the resource discovery. The call 
of the resource discovery by the load balancing is based on 
the call of the conventional resource discovery used in the 
area of the computing system where computing unit No. 8 
is located. During the process of implementing the activities 
related to the resource discovery based on the concept of 
global activity and affinity page, on average, nine dynamic 
and interactive events occur in the local computing system 
or outside the local computing system, which affects the 
affinity page or the global activity of the resource discovery. 
The impact of the dynamic and interactive event on the func-
tion of the resource discovery can be either directly or on 
the elements that are effective in implementing the resource 
discovery activities.

The occurrence of 9 events for 16 times of calling 
resource discovery indicates that conventionally in comput-
ing element No. 8, in 56% of the cases, the dynamic and 
interactive event occurs in implementing resource discovery 
activities. The effects of the dynamic and interactive event 
on the function of resource discovery should be managed by 
the developed mechanisms of resource discovery.

As shown in Fig. 3, the FRDT and Optimized Resource 
Discovery P2P mechanism can manage the dynamic and 
interactive event on the operation of the resource discovery 
in 3 and 4 cases of dynamic and interactive event occurrence. 

Fig. 3  Events leading to the 
call of the resource discov-
ery, dynamic and interactive 
events affecting the resource 
discovery function, and the 
ability to respond to the various 
mechanisms
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As mentioned, the mechanisms use the undefined event pat-
tern to analyze and manage dynamic and interactive events. 
In both mechanisms, it is assumed that the dynamic and 
interactive event mechanism is an undefined type of resource 
discovery mechanism that should be managed by the 
resource discovery mechanism based on current situations 
and to manage the effects of dynamic and interactive events. 

The mentioned mechanisms do not need to develop and use 
concepts such as expandability and changing the function 
of resources. This issue makes the mechanisms mentioned 
earlier only able to manage dynamic and interactive events 
that can be managed by using the current functionality of 
the resource discovery and the existing states defined for the 
resource discovery.

On average, the ExaRD framework can manage five 
events out of 9 affecting the resource discovery operation. 
In both frameworks, there are situations for the interaction 
of resource discovery, which operates outside the system’s 
boundaries, with the process that activates the resource 
discovery. In some cases, the difference between the Exa-
Flooding RD and the ExaRD is due to the redefinition of 
the request concept. The ExaRD considers the concept of 
request based on RAS and request requirements based on 
Request Image.

While in the ExaFlooding RD, the concept of request is 
described as a central and developed concept, it makes the 
concept of request and RAS descriptor of the request by 
considering the conditions of the system, process, and the 
process of implementing activities related to resource dis-
covery should be rewritten. Developing the request concept 
in the ExaFlooding RD creates a difference between the two 
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frameworks in determining or not determining the dynamic 
and interactive events governing resource discovery.

ExaFlooding RD can manage 8 out of 9 dynamic and 
interactive events affecting resource discovery. From this 
approach and according to the function of ExaFlooding RD 
resource discovery, it can be stated that this resource dis-
covery can manage the majority of dynamic and interactive 
events affecting the function of resource discovery. In com-
puting unit No. 8, the function of the ExaPRR is not consid-
ered for dynamic and interactive events; the reason for this 
is due to the functional model of the Distributed Published 
Resource Repository.

In the Distributed Published Resource Repositories RD, 
RD creates a structure based on Eq. 1 until 3, and based on 
Eq. 4, it implements the resource discovery activities. Based 
on this approach average, out of 15 requests leading to the 
call of resource discovery, 13 requests are answered by the 
PRR structure. These 13 requests include all the conven-
tional requests without the influence of the dynamic and 
interactive event and the requests that are the function of the 
PRR resource discovery under the influence of the dynamic 
and interactive event. Responding to 13 requests shows that 
the PRR resource discovery and ExaPRR are the same as 
the traditional resource discovery and systems developed 
to manage dynamic and interactive events in 86% of cases.

In Figure No. 4, the number of dynamic and interactive 
events, the number of events that lead to the resource dis-
covery being called, and the number of resource discovery 
functions in ExaFlooding RD and ExaPRR are managed in 
Figs. 4 and 5.

Figure 4 shows a fragile relationship between the num-
ber of calls of the traditional resource discovery used by 
computing unit No. 8 and the number of occurrences of 
the ExaPRR calls. This weak dependence indicates that 
calling the traditional resource discovery and the occur-
rence of a dynamic and interactive event and its impact on 
the resource discovery function does not necessarily cause 
the ExaPRR to be called and this mechanism. Consider-
ing that its function is entirely different from traditional 

mechanisms and their developments, it can be used as a 
primary mechanism of PRR and its extension ExaPRR to 
discover the resource in computing systems and distrib-
uted Exascale computing.

Figure 5 shows a moderate dependence between the 
number of dynamic and interactive events affecting the 
resource discovery operations in computing unit No. 8 and 
the number of calls to the ExaPRR. The dependence of 
0.5 between the two mentioned variables indicates that at 
least 50% of the dynamic and interactive events affecting 
the operation of the resource discovery can be managed by 
the ExaPRR mechanism. The mentioned correlation shows 
that if assumed that out of 15 requests that occur on aver-
age in computing unit No. 8 and cause the resource discov-
ery to be called, the ExaPRR can answer 13 requests, and 
it is assumed. There is no information about the remaining 
two requests and whether they are dynamic and interac-
tive or conventional, one of the two requests is necessarily 
dynamic and interactive, and the function of the ExaPRR 
is the same as the ExaFlooding RD resource discovery.

Figure 6 shows the number of dynamic and interactive 
events that are effective on the resource discovery function 
and managed and answered by the ExaPRR in the Cactus 
and system [55].

Figure 6 shows the ExaPRR and implementation and 
evaluation in the distributed Exascale system based on the 
framework [54, 55]. It is also implemented and evaluated in 
the dynamic and interactive computing system based on the 
[55]. In the Cactus, the characteristics of the resources in 
the member of the computing system change over time. One 
of the most critical features of the Cactus, which provides 
the ability to implement the resource discovery of ExaPRR, 
is the open source framework, and the general purpose of 
Cactus is to solve scientific and engineering problems that 
require parallel computing.

In the Cactus, there is a flexible structure according to 
the variability of the characteristics of the resources defined 
in the elements of the system to create distributed Exascale 
computing. The mechanism used to select resources in the 

Fig. 6  The number of calls 
made to the ExaPRR that leads 
to dynamic and interactive event 
management in the Cactus [53] 
and [54, 55]
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Cactus is based on the fact that if the system’s efficiency 
decreases, the resource allocation pattern to computing pro-
cesses can be changed. Cactus architecture is designed based 
on resource discovery, process migration, and resource 
allocation. The resource allocation in the Cactus uses the 
matchmaking algorithm, which can select the most suitable 
resource due to the requester's process. In the Matchmaking 
algorithm, the system manager allocates processing requests 
based on the operating system version, minimum memory, 
and minimum bandwidth.

As can be seen in Figure No. 6, the results obtained 
from the execution of 50 tests in computing unit No. 8, by 
examining the tests conducted, it is precise that the ExaPRR 
mechanism in the [54] frame is 13 on average. In the [53] 
frame, on average, Each time the test is run, it can manage 
12 dynamic and interactive events affecting the function of 
resource discovery.

In the intermediate state and considering all the system 
states, both in the system states where the number of test 
execution times is negligible. When the number of test exe-
cution times increases, the operation of the ExaPRR in both 
frameworks follows an almost identical pattern. It can be 
stated that if the tests are repeated for a high number and the 
system is in equilibrium, the function of the ExaPRR does 
not depend on the system’s noteworthy features. It operates 
based on the functional function expressed in Eq. 12.

The dependence of the ExaPRR on Eq. 12 and consider-
ing the wave model of the Distributed Published Resource 
Repository in distributed Exascale computing causes the 
ExaPRR to perform resource discovery activities based on 
the wave model. The definition of the request in the func-
tion of the ExaPRR is not dependent on the system in which 
it performs resource discovery activities and is based on 
the framework shown in Figure No. 2. It also depends on 
the redefinition of the concepts related to the request based 
on Eqs. 6 and 7 and their development in Eqs. 8 and 9. It 
also depends on dynamic and interactive event manage-
ment described in Eqs. 10 and 11 on the table concept as 
the fundamental concept of Distributed Published Resource 
Repositories RD.

6  Discussion

One of the most central mechanisms used to manage 
dynamic and interactive events affecting distributed Exascale 
computing is using the concept of extensibility of resource 
discovery. In distributed Exascale computing, resource dis-
covery and finding the required resource for processes are 
also considered for creating response structures that manage 
dynamic and interactive events.

At the moment of dynamic and interactive events in 
Exascale computing systems, the status of the system 

descriptor parameters for the elements that make up the 
system manager is not precisely known. In such a situa-
tion, two scenarios can be considered for expanding the 
computing element in which a dynamic and interactive 
event has occurred and impacts the functioning of the sci-
entific program or the elements that make up the system 
manager. In the first mechanism, which is based on the 
function of resource discovery, the resource discovery con-
siders the occurrence of a dynamic and interactive event as 
a situation requiring a resource or a set of resources, which 
in the accountability structure makes them available for 
the process affected by the dynamic and interactive event. 
In the second approach, the resource discovery operates 
based on an inverse structure and tries to create tables 
in each element that include resources based on the use 
of which the intended response structure of the process 
is formed under the influence of dynamic and interactive 
events. In such a situation, the system manager discov-
ers from the pattern of receiving information to create a 
table in each computing element based on an unstructured 
approach based on the description of the request caused by 
a dynamic and interactive event based on RAS.

The use of the table creation pattern and a set of dis-
tributed tables and repositories published in the computing 
system causes after a certain period, the repositories are 
created in the set of elements. These tables are used for the 
management occurrence of any dynamic and interactive 
event; these tables can create a corresponding global activ-
ity based on the information available in each element of 
the environment member or on the information available 
in any set of elements. The existence of an unstructured 
resource discovery model based on the capability reservoir 
is used as a tool to create response structures for managing 
dynamic and interactive events.

In the Distributed Published Resource Repository, 
the centrality of the function of this element is based on 
the concept of RAS, as well as changing the element to 
find the requested resource. In the functional function 
of resource discovery, the definition of the binary pair 
(Location,Resource) causes. In addition to emphasizing 
the RAS, the concept of locating the resource based on 
the information received and the creator of the distrib-
uted repository is also emphasized. In the functional 
function of the dual pair management element, the 
(ExecutionApproach,ChangeLocation)the function also 
emphasizes the importance of determining the next ele-
ment, which can provide information to the repository of 
the activating element of the resource discovery to create 
a global activity.

In the functional function of the mentioned resource dis-
covery, changing the examined element to respond to the 
request and find the similarity between the part (or all) of the 
requested resources with the defined resources is part of the 
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activities related to the resource discovery. The centrality of 
the mentioned two features makes it possible for the Distrib-
uted Published Resource Repository to manage events that, 
due to their occurrence, only many system status descriptor 
variables can be used to describe the system status known 
to the system manager. The main goal is to create a struc-
ture that responds with the most remarkable similarity to 
the requests created due to dynamic and interactive events.

In such a situation, if the resource discovery can create a 
response structure with the maximum possible similarity to 
the situation, the system manager can manage the dynamic 
and interactive event. In this paper, by defining the func-
tion of the Distribute Published Resource Repository RD in 
Eq. 4, the function of this element works on the concept of 
finding the next element to continue sending information to 
the element creating the published repository to continue the 
global activity of finding the source or parts of the source. In 
such a situation, the dynamic and interactive event's occur-
rences are considered as the activation of the ExaPRR. In 
this paper, to develop the functionality concept of the Dis-
tributed Published Resource Repository RD, the centrality 
based on the concept of change element is considered. For 
this purpose, this paper, based on Figure No. 2, introduced 
a framework for the concept of stakeholder in the activities 
related to the function of Distributed Published Resource 
Repository RD based on Eq. 7 (formula for developing the 
concept of change element in distributed Exascale comput-
ing systems) and Eq. 8 (validation development Eq distrib-
uted Exascale computing). Redefining the function of the 
Distributed Published Resource Repositories RD based on 
the formulas mentioned earlier gives the ExaPRR a more 
developed status than the concept of change in the resource 
discovery in traditional systems and includes the concept 
of global activity. Dynamic and interactive events influence 
beneficial elements of activating the resource discovery as 
the request owner process and more developed constraints 
govern the response process.

In ExaPRR, due to the focus on the next element that can 
complete the reservoir formed in the resource discovery acti-
vation element, the concept of the next computing element 
is tried to be precisely defined by the Repositories activating 
element. In the Distributed Published Resource Repository 
RD, the concept of the structure of logical neighbors and 
which elements, as computing elements, can become logi-
cal neighbors of the element are determined based on the 
set of formulas for creating the structure and contrary to 
the function of the element. ExaPRR can be considered the 
mentioned structure at the time of starting the activities of 
the resource discovery.

In the Distributed Published Resource Repository RD, the 
concept of logical neighbor structure is used, and what ele-
ments as computing elements can become logical neighbors 
of the element are determined based on the set of formulas 

for creating the structure. The function of ExaPRR, the said 
structure, can be considered when implementing resource 
discovery activities. In the operation of the Distributed Pub-
lished Resource Repository, the existence of data structure 
 Octopusstructure(i,j) in redefining the concept of resource in the 
operation of resource discovery causes that during the time 
of resource discovery which of the elements selected as a 
logical neighbor element has a higher ability to respond to 
requests for creating a repository in the element is to make 
a decision. Considering that in the distributed computing 
system, each computing element collects information only 
about the data type of the computing resource, the results 
obtained in each call of the Distributed Published Resource 
Repository are also valid for all other calls, and the results 
obtained in a certain period make the spherical structure of 
logical neighboring computing elements to be more density.

The occurrence of a dynamic and interactive event and its 
effect on the function of the Distributed Published Resource 
Repository RD also influence the selection pattern of logical 
neighbors. It is also effective in the functional framework of 
this element. In Exascale computing systems, it is possible 
to call the ExaPRR for each of the four types defined in the 
operating system. This issue causes that, in the most gen-
eral case, four types of affine pages related to implementing 
global activities related to four types of ExaPRR are defined 
for each element.

In distributed Exascale computing systems, the occur-
rence of dynamic and interactive events, in addition to 
changing the state of the system descriptor elements for the 
operation of the Distributed Published Resource Reposi-
tories RD. It changes the state of the elements present in 
the Affine page related to the implementation of ExaPRR 
activities due to the occurrence of a dynamic and interac-
tive event and its propagation consequences at any moment 
of the execution process of ExaPRR. There is a possibility 
of changing the affine page containing elements of logical 
neighbors and vectors describing the execution structure of 
ExaPRR. It makes the definition considered for the resource 
concept in traditional systems ineffective for the operation 
of the ExaPRR. For this reason, in this paper, the concept of 
the operator ⨀ is used to decide on the process of dynamic 
and interactive event effects created in each element in the 
affine page related to ExaPRR on the next element. Using 
the mentioned function causes the ExaPRR to decide at any 
moment to execute its activities by having the information 
related to element A about the effects of dynamic and inter-
active events on the logical neighboring element or the affine 
page member B. deciding on the status of the element mem-
ber of the affine page B requires the calculation of Eq. 10 
several times, in distributed Exascale computing systems 
such as the experiments described in this paper, the element 
B is a member of more than one affine page. Element A may 
be affected by dynamic and interactive events from several 
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elements. In this particular situation, the effectiveness of ele-
ment B from dynamic and interactive events is critical, and it 
is even necessary to consider a robust adaptation mechanism 
to consider the effects of dynamic and interactive events 
accurately.

In the operation of the ExaPRR, considering the concept 
of the operator ⨀ makes the ExaPRR able to make deci-
sions about the effects of dynamic and interactive events on 
the defining element of each computational element of the 
affine page member of the table (or tables) contained in that 
element using the concept of partial derivative. The use of 
a partial derivative operator as well as the concept of the 
operator ⨀ makes the effects of influential dynamic and 
interactive events in the table both in the computing element 
of the affine page member related to the ExaPRR and in the 
activating element of the ExaPRR to be extracted.

As shown in the test results, unlike ExaRD and ExaFlood-
ing, the ExaPRR can be used as the primary mechanism 
of resource discovery from the formation of the distributed 
computing system until the first dynamic and interactive 
event occurs. In such a situation and when a dynamic and 
interactive event has not occurred and the ExaPRR uses 
the resource definition structure based on the concept of a 
Distributed Published Resource Repository. It is possible to 
define several null tables in each computing element, and 
these null tables are completed by information related to 
logical neighboring elements. It is also possible to define 
a 1*n table for each resource, which contains the charac-
teristics of the resource of the process that owns it. Such a 
definition makes the ExaPRR decide at any moment about 
the status of the table as a functional element defining the 
element, either based on the status of the distributed reposi-
tory or the function of the ExaPRR.

This paper considers the specific function of the ExaPRR 
in creating a table as the axial element of activities related 
to the ExaPRR and the element that is placed in the balance 
of the system as a criterion and the center of information 
exchange. There is a need to redefine the concept of request 
based on the process of creating and forming the table. In 
the ExaPRR, the presence of dynamic and interactive events 
means there is no requirement for the regularity of the aff-
ine page related toExaPRR activities. The absence of the 
traditional form of the affine page makes sending requests 
regarding network variables and the definition of neighbor-
ing computing elements based on network concepts, such 
as TTL. The use of network structures makes the request 
sent from the activating element of ExaPRR in a part of the 
computing system reach the edges of the affine page earlier 
than in other parts. The existence of returning information 
to the element creating the repository and the lack of com-
munication between the element and the element creating 
the repository makes it so that in the event of a dynamic and 

interactive event, the ExaPRR cannot decide on revising the 
table (or tables) defined in its activating element.

ExaPRR can decide the status of dynamic and interactive 
event effects in each affine page member table with the con-
cept of the operator ⨀. Still, until the effects of the dynamic 
event and if an interaction has not reached the element that 
activates the resource discovery, it can decide on the effects 
of the dynamic and interactive event on the tables defined 
in the element that activates the resource discovery. This 
issue causes the functional structure of the resource discov-
ery to face challenges if it is only based on the concept of 
the operator ⨀ managing the dynamic and interactive event, 
and the activating element of the resource discovery takes 
decisions that are not based on considering the dynamic and 
interactive event.

The concept of request and response to the request has 
been rewritten based on the wave model. The wave model 
and the operation of the wave model are such that there is 
no requirement to simultaneously reach the edges of the aff-
ine page related to ExaPRR. The wave model causes that, 
in addition to considering the state of the request and the 
response to the request, the concept of the space effects of 
the system elements caused by the affine page created by 
the ExaPRR. Wave model effects are caused by the special 
and unique functional features of the ExaPRR and consider 
every element that tries to send information to the element 
creating the reservoir. The ExaPRR shows the effects of the 
mentioned factors on RAS by considering the definition of 
RAS based on the independent variables (E, t, Table) . The 
definition of RAS based on the three mentioned variables 
makes it possible to check the partial derivative of RAS con-
cerning each of the three variables based on the mentioned 
factors at any moment. Considering the partial derivative 
allows the ExaPRR to determine which dynamic and interac-
tive event a) is created from which of the mentioned factors? 
b) What independent variable affects RNS? It enables the 
ExaPRR to provide a solution for managing dynamic and 
interactive events.

The axial concept of RAS differs from the classic resource 
discovery, which makes the global activity structure differ-
ent from the conventional global activity structure created 
by resource discovery. This paper creates the global activity 
structure in the computing element enabling resource dis-
covery. Creating a global activity structure in the computing 
element that activates the resource discovery causes the RAS 
considered in the ExaPRR is not considered an abstract con-
cept described by the process and includes the interactions 
of the elements that create global activity in the element that 
activates the resource discovery. The initial development of 
the concept of RAS from the abstract concept described by 
the process to a concept that includes the practical elements 
of the description of RAS in the enabling element of the 
resource discovery causes the search process of the ExaPRR 
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to be carried out in a more precise manner, compared to the 
situation where the ExaPRR uses the abstract RAS described 
by the process.

The ExaPRR framework presented in this paper focuses 
on reviewing the structure of responding to the request pro-
cess and considering concepts such as redefining the request 
based on the response to the resource discovery activator. 
The ExaPRR framework redefines the concept of the element 
that determines the next element participating in the global 
activity of resource discovery, redefinition the concept of 
discovering the effects of dynamic and interactive events. 
The ExaPRR framework changes the element-oriented pro-
cess from owner to table. It redefines the concept of request 
based on wave model, dynamic, and interactive request. The 
ExaPRR framework recognizes the effects of dynamic and 
interactive events on the request, revises the request based on 
dynamic and interactive events, and considers the limitations 
and restrictions governing and responding to the request. 
According to redefining the resource discovery function in 
the ExaPRR framework, RAS revision and request to act on 
the dynamic and interactive event management effectively 
on the resource discovery.

7  Summary

In this paper, the ExaPRR unstructured RD is used to man-
age dynamic and interactive events that are effective in the 
Distributed Published Resource Repository in distributed 
Exascale systems, based on the redefinition of the request 
concept based on the wave model. In the ExaPRR, the con-
cept of the next element participating in the global activity 
related to the Distributed Published Resource Repository 
and also the function concept of defining the effects of the 
dynamic and interactive event on the next element is pre-
sented. The proposed framework for ExaPRR is based on 
the concept of redefining the concept of accountability and 
global activity, leading to answering our request for transfer-
ring the resource discovery in the responsive elements from 
the concept of resource state transfer to the computing ele-
ment implementing the resource discovery and considering 
the features related to determining the next element of the 
participant in the activity as a critical element. The ExaPRR 
uses the concept of redefining the request and responding 
to the request based on the concept of a wave that includes 
the system status and the characteristics of the resource dis-
covery. The ExaPRR is the responsive element and man-
ages dynamic and interactive events affecting the element 
of resource discovery. The definition of the element change 
function concept, as well as the development of the func-
tion of the Distributed Published Resource Repositories RD, 
provides this capability for the framework introduced for the 

ExaPRR, which can implement the dynamic and interac-
tive event management of the resource discovery by defin-
ing the response structure and the probability of dynamic 
and interactive event impact in two different scenarios for 
this structure. The framework introduced for the ExaPRR 
does not depend on the system in which it tries to find the 
requested resource, and its operation is independent of the 
specific features of the system.
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