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Abstract
While literature has already recognized the relational and collective impact of data 
processing, there is still limited understanding of how this affects the design of leg-
islative instruments. We submit that legislators must recognize trade-offs between 
one’s own interests, the interests of other individuals, and collective or societal inter-
ests more explicitly in regulating data. To frame our analysis, we rely on a two-
fold definition of autonomy as a notion that inherently requires positioning oneself 
within a broader context with others. While the inward-looking dimension of auton-
omy focuses on the ability of an individual to make free and independent decisions 
in her own interests, the outward-looking dimension considers the relationship of 
one’s choices with other individuals’ and collective interests.
Building on this working definition of autonomy, we assess three legislative instru-
ments, namely the General Data Protection Regulation, the Digital Markets Act and 
the Data Act proposal, to identify to what extent this multi-dimensional nature of 
autonomy is reflected in the design of data-related obligations. We examine how 
legislators can make trade-offs between different interests explicit and thereby bring 
the regulation of data more in line with the current societal reality that is increas-
ingly dominated by relational and collective effects of data processing.

Keywords Autonomy · Data protection · Data regulatory initiatives · Relational and 
collective interests

 * Inge Graef 
 i.graef@tilburguniversity.edu

 Tjaša Petročnik 
 t.petrocnik@tilburguniversity.edu

 Thomas Tombal 
 t.j.a.tombal@tilburguniversity.edu

1 Tilburg Institute for Law, Technology, and Society (TILT), Tilburg University, Tilburg, 
The Netherlands

2 Tilburg Law and Economics Center (TILEC), Tilburg University, Tilburg, The Netherlands

http://crossmark.crossref.org/dialog/?doi=10.1007/s44206-023-00045-3&domain=pdf
http://orcid.org/0000-0001-5543-615X


 Digital Society (2023) 2:19

1 3

19 Page 2 of 24

1 Introduction

EU data protection law is built on the idea that individuals should have the right 
to control how personal information relating to them can be communicated to 
others (Westin, 1967). The EU General Data Protection Regulation (“GDPR”: 
Regulation (EU), 2016) has as one of its core objectives to protect individual 
data subjects (Graef & Van der Sloot, 2022: 519–521), which is evidenced by 
the rights to access, erase and port personal data that data subjects hold in cer-
tain situations (GDPR: Art. 15, 17, 20). However, because one’s data often also 
contains insights about others, decisions about the use of one’s personal data can 
affect the ability of others to control what insights are available about them. For 
instance, the testing of one’s DNA can also reveal information about the health 
of one’s relatives who may not want to become aware of these insights (Hallinan 
et al., 2013). Examples like this one make clear that one cannot always fully con-
trol what information is collected or processed about oneself.

To some extent, the GDPR acknowledges the fact that decisions of individuals 
can have impact beyond their own particular interests. Beyond rights for indi-
vidual data subjects, the GDPR also creates more pre-emptive and structural rules 
that must be respected by data controllers, such as making the latter responsible 
for complying with the data protection rules through the principle of accountabil-
ity (GDPR: Art. 5(2)), or requiring them to integrate data protection by design 
and by default in the way they build their products or services, to conduct data 
protection impact assessments in certain situations, or to appoint Data Protec-
tion Officers (“DPOs”) (GDPR: Art. 24, 35, 37). That being said, those measures 
and rules imposed on controllers nevertheless mainly have as focus the individual 
data subjects, which they aim to empower. This has consequences for the way 
autonomy and self-determination as overall objectives of European data protec-
tion law can be interpreted.

In the era of big data and data analytics, the collective impact of data process-
ing is becoming increasingly pronounced. This brings the limits of the focus on 
individuals even more to the fore. Focusing solely on the individual is unlikely to 
capture the impact of data analytics practices enabling companies to draw infer-
ences or profile groups of people beyond the control of that individual, but none-
theless affecting them (Bietti, 2020; Reviglio & Alunge, 2020, 596; Taylor et al., 
2017). Literature has increasingly recognized this collective impact of data pro-
cessing. De Brouwer (2020) argued that the protection of one’s privacy is inher-
ently interdependent on choices made by others. Viljoen (2021) emphasized the 
fundamentally relational aspect of data collection by referring to how personal 
data identifies relationships between individuals. In economic terms, the process-
ing of personal data creates externalities implying that choices regarding the col-
lection of one’s personal data have external effects on others, which are typically 
not considered in personal data sharing decisions (Acemoğlu et al., 2019).

Despite attempts in literature to conceptualize the collective nature of the 
use of personal data and AI technologies (Mantelero, 2016; Taylor et al., 2017; 
Smuha, 2021), the current regulatory framework still emphasizes the individual 
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as the locus for protection and sometimes overlooks the collective effects of 
data processing. Collective interests are mainly protected as a sum of individ-
ual issues, based on individual rights (Reviglio & Alunge, 2020: 599). This does 
not reflect the current reality in data-driven markets where data use has effects 
beyond the individual level and is often outside of the individual’s sole control.

Again, the GDPR itself also recognizes to a certain extent this relational and col-
lective impact of data processing, as it envisages the necessity to find trade-offs 
between conflicting interests in some of its provisions. This is due to the fact that 
it also has as core objective to promote the free movement of personal data within 
the EU internal market (GDPR: Art. 1). This is notably visible from the possibil-
ity for data controllers to process personal data on the basis of legitimate interests 
which override the individual interests or fundamental rights and freedoms of the 
data subject’s whose data are being processed (GDPR: Art. 6(1)(f)). It is also vis-
ible from the way in which the data portability right has been designed (GDPR:  
Art. 20), which we will analyse later in this paper (see Section  3). However,  
while the GDPR makes room for such trade-offs, we will argue that it does not go 
far enough in considering collective interests. This is because although some GDPR 
provisions invite to consider the interests of others and collective interests, it does 
not protect these interests as such. Indeed, such concerns are only “activated” when 
an individual interest is at stake, and, as we will see below (see Section  3), they  
are quite limited.

Moving beyond the GDPR, this paper will illustrate that two other related European leg-
islative initiatives, namely the EU Digital Markets Act (Regulation (EU), 2022a) and the EU 
Data Act proposal (Proposal for a Regulation of the European Parliament and of the Council 
on harmonised rules on fair access to and use of data), may in fact equally disregard the trade-
off between individual and collective interests in some of their provisions. The reason why we 
focus on these two instruments, rather than on others, is twofold. On the one hand, they both 
impose compulsory obligations on market players restricting how they can use data, like the 
GDPR and unlike the Data Governance Act (“DGA”: Regulation (EU), 2022b), which only 
lays down conditions for the implementation of voluntary mechanisms to use and exchange 
data in the form of data intermediation services and data altruism (DGA: Art. 10–25). On 
the other hand, the way one’s own, other individuals’ and collective interests are treated in 
the Digital Markets Act and the Data Act proposal leads two completely opposite out-
comes, which makes their comparison interesting. Indeed, as we will illustrate in Section 3, 
the Digital Markets Act arguably overlooks the interests of others and the collective interest,  
while the Data Act proposal arguably overlooks the interests of the individual.

As a core message, this paper submits that legislators must recognize trade-offs 
between one’s own interests, the interests of other individuals, and collective or soci-
etal interests (such as democracy, public health, fostering competition and innova-
tion, or the protection of the environment) more explicitly in developing regulatory 
mechanisms relating to the use of data in order to better account for the relational 
and collective impact of data processing. In some cases, this may result in not every 
individual actor’s choice being upheld in order to achieve certain societal or collec-
tive objectives.

By leaving these trade-offs unnoticed, regulation can in our view not adequately 
reflect the reality in which data processing takes place. This does not mean that the 
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interests of the individual no longer deserve to be prioritized, but more awareness 
of the interaction with the interests of others and collective interests is needed for 
legislators to make more informed decisions about how to let our data-driven society 
develop. Depending on the circumstances and the policy objective pursued, either 
the individual’s interests, or the interests of other individuals, or the collective inter-
ests should get priority. In this regard, we will argue that the collective impact goes 
beyond the sum of the interests of the individuals involved in a certain data process-
ing activity — for instance, when one individual opts in to receive a more personal-
ized service to the benefit of herself and other users who value personalization, but 
the collective interest in competition may suffer because additional data is brought 
under the control of the same company.

Against this background, the paper contributes to existing literature by proposing 
a concrete conceptualization of autonomy in light of the relational and collective 
impact of data processing and by testing its application in the context of three legis-
lative instruments regulating data. The objective is to explore whether and to what 
extent the existing legislative framework concerning data processing can support a 
more relational and collective reading of autonomy and what lessons can be drawn 
for future legislation. The choice for autonomy as overarching concept stems from 
its multi-dimensional nature, which inherently requires positioning oneself within 
a broader context with others and thereby makes it particularly suitable to reflect 
on the need to reconcile different interests. In this regard, the multi-dimensional-
ity of autonomy points to the existence of “different dimensions, which cannot all 
be maximised simultaneously” (see Wittrock, 2022: 1122, discussing the relations 
between liberal nationalism and religion). Beyond this, our contribution can be situ-
ated in debates that see data as a shared resource, a commons, and address the social 
dilemmas that pertain to it (see Hess & Ostrom, 2007: 3). In our case, the relevant 
dilemma is how to regulate the use of data as a resource taking into account one’s 
individual interest, other individuals’ and collective interests.

Based on a selection of literature discussing how to situate the individual in rela-
tion to others (including feminist, communitarian, public health, and environmen-
tal ethics approaches), Section  2  proposes a working definition of autonomy that 
is defined by reference to its inward- and outward-looking dimensions. While the 
inward-looking dimension focuses on the ability of an individual to make free and 
independent decisions in her own interests, the outward-looking dimension consid-
ers the relationship of one’s choices with other individuals’ and collective interests. 
This twofold definition of autonomy acknowledges that multiple interests are at play 
that need to be traded off against each other, as illustrated above with genetic data.

Section 3 assesses the three legislative instruments imposing compulsory obliga-
tions on market players restricting the way they can use data, namely the GDPR, the 
Digital Markets Act and the Data Act proposal, to identify to what extent the multi-
dimensional nature of autonomy drawn from theory is or can be reflected in prac-
tice in interpreting and implementing key data-related obligations. In this regard, the 
paper examines (1) the extent of control and responsibility an individual has over the 
protection of her personal data (the inward-looking dimension of autonomy); (2) the 
limits that other individuals’ and collective interests pose to the exercise of control 
and responsibility by an individual (the outward-looking dimension of autonomy); 
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and (3) if relevant, how such balancing of interests takes place and by whom. By 
doing so, we explore how legislators can make trade-offs between different interests 
explicit and thereby bring the regulation of data markets more in line with insights 
from literature and the current societal reality that is increasingly dominated by rela-
tional and collective effects of data processing.

2  Autonomy and Data Processing: Perspectives from the Literature

2.1  Understanding Autonomy in Relation to Data Processing Practices 

In relation to (personal) data processing, autonomy has traditionally been interpreted 
in an individual-centric way, in the sense that “controlling and manipulating infor-
mation and data about oneself is an exercise of ‘self-determination’” (Rouvroy & 
Poullet, 2009: 51). What is envisaged here is individuals’ capacity to make decisions 
on all aspects of their life and “to resist social pressures to conform with dominant 
views” (Rouvroy & Poullet, 2009: 46; Sunstein, 2003: 157–158). As a result of this 
traditional interpretation, “in a context of pervasive possessive individualism and at 
a time where private property and the laws of the market are perceived as the most 
efficient ways to allocate rights, the right to ‘informational self-determination’ has 
increasingly been understood as implying a sort of alienable property right of the 
individual over his personal data and information” (Rouvroy & Poullet, 2009: 51). 
Yet, for Rouvroy and Poullet (2009: 51), this is a misunderstanding of this concept, 
as “the “self” is not merely irreductible but also essentially different from “data” and 
“information” produced about it. […] This is an important point to recall today, as 
personal data have become proxies for persons” (emphasis in the text).

Said otherwise, the individuals’ right to autonomy and informational self-
determination should not only be understood as their ability to decide which data 
they share with whom, but also, and more fundamentally, as their right to under-
stand and exercise control on who has their data, what is being done with it and 
how this impacts their life and their possibility to exercise their autonomy by 
making their own choices (and acting upon them); as opposed to being subject to 
decisions made about them on the basis of personal data used as proxies and over 
which they might not have control (Rouvroy & Poullet, 2009: 56; Delacroix & 
Veale, 2020: 82). Indeed, it is fundamental to take into account the “individuals’ 
capacity for not doing or wanting everything which they are “statistically” predis-
posed to do or want, and to always assert their right to themselves to account for 
their own motivations” (Rouvroy, 2016: 37). Some forms of opacity are indeed 
necessary to sustain the individuals’ self-determination and autonomy (Rouvroy 
& Poullet, 2009: 58).

Yet, as both public and private actors increasingly rely on ever-more invasive obser-
vation and monitoring technologies (big data, AI,…), as “more invasive industries are 
emerging to process data collected from sensors in homes, environments, and even on 
our bodies” (Delacroix & Veale, 2020: 80), and as we shift towards a “(capitalism) 
surveillance society” (Zuboff, 2019) and a “datafication of society” (Dencik et  al., 
2018), individuals, who are asked to share more and more data, become increasingly 
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transparent and lose this opacity (Rouvroy & Poullet, 2009: 45–46). As a result, they are 
increasingly subjected to (semi-)automatic decisions taken on the basis of the constant 
observation of their choices, behaviours and emotions, and therefore become “decreas-
ingly capable of living by their fully autonomous choices and behaviours” (Rouvroy & 
Poullet, 2009: 47). Indeed, with the further development of these profile-based comput-
ing technologies (e.g. the emergence of “Emotional AI”) our “ability to resist or con-
test this extraneous [statistical] definition [of ourselves], already under pressure, will 
be increasingly compromised” (Delacroix & Veale, 2020: 84). Consequently, there is a 
clear risk that “we will end up conforming to the profile-based, extraneous definition of 
ourselves, thus turning such profiles into self-fulfilling prophecies” (Delacroix & Veale, 
2020: 85; Hildebrandt, 2015: 71–72).

Importantly, protecting an individual’s autonomy is not only necessary for the 
individual itself, but also, more critically, for the collective interest “in preserv-
ing a free and democratic society” (Rouvroy & Poullet, 2009: 55; Dworkin, 1988). 
Accordingly, the individuals’ autonomy should not be conceived “as a liberty held 
in isolation by an individual living secluded from the rest of society but, on the con-
trary, as a right enjoyed as member of a free society” (Rouvroy & Poullet, 2009: 57), 
as will be further examined below.

Therefore, it would be ill-advised to solely take an individual approach of auton-
omy without considering its necessary collective component. Indeed, if this collec-
tive approach is overlooked, “the empowerment of individuals with regard to their 
personal data risks being interpreted as making the satisfaction of individuals’ imme-
diate preferences with regard to their personal data, their choice to keep it undis-
closed or to commodify personal information a final value” (Rouvroy & Poullet, 
2009: 50 – emphasis in the text). This while an individual’s decision to reveal (or not 
to reveal) data will not only have an impact on her own autonomy, but also on others’ 
autonomy. This is because the increasingly sophisticated technologies that are used to 
process growing amounts of data exploit the relational and collective nature of data 
(Rouvroy, 2018: 429), as the focus is no longer on the individuals as such, but rather 
on their relations with one another and the profile they correspond to (i.e. their “sta-
tistical doppelganger”) (Rouvroy & Berns, 2013: 168).

Indeed, when an individual shares data about her own behaviour, habits and pref-
erences, this also reveals significant information about her friends, family, neigh-
bours as well as about any other people having similar characteristics (Acemoğlu 
et al., 2019: 1). This can be illustrated by the infamous Cambridge Analytica scandal, 
where the data disclosed by 270,000 users of the “This is your digital life” applica-
tion allowed Cambridge Analytica to infer detailed information about more than 50 
million Facebook users and to use these insights to send targeted political messages 
to these Facebook users in order to influence the Brexit referendum and the 2016 US 
presidential election (Acemoğlu et al., 2019: 1; Chang, 2018; Granville, 2018). This 
example, which is only the tip of the iceberg, reveals that the core nature of predic-
tive big data is to rely on data shared by individual samples in order to forecast the 
characteristics or behaviour of groups (Acemoğlu et al., 2019; see also Reviglio & 
Alunge, 2020: 596). It also reveals that we can no longer afford to put an excessive 
focus on individual rights, while broadly overlooking other individuals’ and collec-
tive interests.
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Data sharing by an individual creates externalities (Fairfield & Engel, 2015; 
MacCarthy, 2011), as it also reveals information about other individuals whose 
information is correlated with hers, even if they themselves did not share any data 
(Acemoğlu et  al., 2019: 36–37). This is depicted by Ben-Shahar (2019) as a phe-
nomenon of “data pollution”. Therefore, an individual’s autonomy is influenced by 
disclosure choices made by others, as “protecting one’s data becomes increasingly 
costly the more others reveal about themselves” (Acquisti et al., 2016: 5). This can 
be highly problematic, as these externalities might lead towards excessive data shar-
ing situations, where individuals decide to overlook their own preferences by shar-
ing more data than they would have wanted to, because they know that the fact that 
others have broadly shared their own data will already have revealed much infor-
mation about them (Acemoğlu et  al., 2019: 1). Furthermore, if data analytics can 
draw inferences from a representative sample of others’ data, tools focused on indi-
vidual’s control like consent effectively lose its meaning anyway (see Nissenbaum & 
Barocas in Reviglio & Alunge, 2020: 608).

Furthermore, these externalities can be enhanced by the fact that when individu-
als are asked to divulge large quantities of data about themselves in order to be pro-
vided with more personalized choices, there is a risk that those data could be further 
disseminated with other actors, such as data brokers. While the GDPR should in 
theory prevent this from happening, due to the purpose limitation and data mini-
misation principles (GDPR: Art. 5(1)(b) and (c)) and the duty to extensively and 
clearly inform data subjects about the processing of their personal data (GDPR: Art. 
12 to 14), the fact remains that, in practice, there are strong informational asym-
metries. Individuals “have no direct interaction with these data brokers, [and] they 
have no way of knowing the extent or nature of the information collected and sold 
for a multitude of reasons including fraud prevention, marketing and credit scoring” 
(Rouvroy, 2016: 8). This is fundamental to keep in mind because, due to these asym-
metries of information “consumers are rarely (if ever) completely aware about pri-
vacy threats and the consequences of sharing and protecting their personal informa-
tion” (Acquisti et al., 2016: 3). Often, they will not know exactly which data will be 
used, for which purposes and whether these processing are truly necessary (Rouvroy 
& Poullet, 2009: 68). Moreover, “personal data may be used to influence individual 
decision-making in subtle, targeted, and hidden manners, raising questions over the 
limits of a person’s autonomy and self-determination in a world where so much per-
sonal data can be gathered and used to influence the individual” (Acquisti et  al., 
2016: 44; Calo, 2014), and the opacity of these decision-making systems greatly 
limit their contestability by individuals (Delacroix & Veale, 2020: 80–81).

As a result, there can be a tension between retaining one’s own autonomy over 
whether to share personal data, and other individuals’ and collective interests that 
may be harmed by an individual’s decision relating to data processing. The collec-
tive interests go beyond the sum of the interests of the atomized individuals involved 
and can also affect society at large (Smuha, 2021: 3–4; see further Rodwin, 2010: 
617–8). For this reason, individuals cannot be reasonably expected to take collective 
interests into consideration. For instance, even though individuals may not want to 
share sensitive personal health data for research purposes due to privacy concerns, 
the collective interest in effective healthcare may dictate that such personal data 
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is still used with certain safeguards in place. Because individuals will inherently 
tend to act in their own interests and those individuals’ interests will not always be 
aligned with the collective interest, there is a role for legislation to anticipate the 
protection of the collective interest — as we will discuss in Section 3.

2.2  Proposition for a Working Definition of Autonomy that also Embraces 
the Collective Aspects

In the literature, multiple accounts of autonomy have been put forward. To propose 
a working definition of autonomy for the purposes of this paper factoring in the 
interests of others and collective interests, we depart from the strictly individualis-
tic understanding of autonomy and explore various approaches, including feminist, 
communitarian, public health, and environmental ethics, which situate the individual 
in relation to others, be it other individuals, the community, or the environment. We 
will refer to this as collective autonomy, to accommodate and account for the col-
lective aspects of data processing alongside or in addition to the individual impacts. 
We find this appropriate because, akin to insights from the literature on the collec-
tive impact of data processing, individual choices in relation to, for instance, pub-
lic health or the environment can result in collective effects beyond the immediate 
experience or control of an individual that are hard to ascribe to actions of that one 
individual or pertain to collective objectives.

To illustrate: “if a few parents refuse consent to their children’s vaccination 
against a dangerous disease they risk little harm to their own or to others’ children. 
But as more and more parents take this view, free riding fails and harm is risked 
to one’s own and to others’ children. Yet it is impossible to demonstrate that an 
individual parent who refuses vaccination thereby harms their own or others’ chil-
dren” (O’Neill, 2009: 45–46). Similar concerns arise in relation to environmental 
issues, where individual polluting action might create only a small level of pollution, 
which can then, when aggregated, result in large and long-term environmental harm 
(O’Neill, 2009: 45–46).

Further, such scholarship also recognizes the need to shift the focus away from indi-
vidualized interventions, since these alone cannot fully respond to existing inequ(al)
ities and address the determinants of health beyond an individual’s direct control (see 
further Meier, 2007: 547, 553). Collective rights complement individual rights in 
achieving the same or a similar goal and act at a societal level ensuring public benefits 
that cannot be reached only through individual rights mechanisms (Meier, 2007: 551, 
553). In this sense, parallels with data processing are evident, as such practices can 
produce not only individual harms or benefits, but also affect other individuals’ and 
collective or societal interests beyond the control of an individual. Consequently, indi-
vidualized responses that place “the individual in the position of the (collective) sov-
ereign” to solve collective problems conflate the individual autonomy with collective 
self-rule, and thus conceal the right of the collective to also protect the common good 
and the autonomy of others affected from the individuals’ behaviours (Bialasiewicz 
& Eckes, 2021), as discussed in the case of the pandemic (public health) responses. 
Accordingly, we conceive autonomy with this in mind.
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It should also be stated that we do not aim to prescribe or delineate which inter-
ests specifically are to drive the decision-making in a data-driven, digital era. After 
all, thanks to technological progress, data processing practices are about collect-
ing data about an “undefined number of people during an undefined period of time 
without a pre-established reason” (Van der Sloot in Reviglio & Alunge, 2020: 600), 
meaning that collectives are (re-)established continuously, ad hoc, and not in a fixed 
manner, “creating new means for identifying and grouping individuals” (Reviglio & 
Alunge, 2020: 600–1) virtually constantly. This makes identifying interests difficult, 
but also beyond the scope of the present paper. Instead, we submit that rather than 
only based on individualistic understanding, autonomy is also to be conceptualized 
and implemented with regard to the collective level that acknowledges the existence 
of varying interests and recognizes that data processing affects not only the individ-
ual (see Graef & van der Sloot, 2022). Our objective is to overcome the drawbacks 
of individualized responses present in existing and emerging legal frameworks, and 
to explore the possibility within existing legal frameworks to conceive and under-
stand autonomy in this different, broader and more contextual manner.

2.2.1  From Individual to Collective Autonomy…

Several conceptions of autonomy are worth presenting here. First, etymologically, 
autonomy refers to the capacity for self-governance (Owens & Cribb, 2013: 264); in 
this regard, autonomy is conventionally conceptualized in the liberal thought tradi-
tion as individuals’ right to be free from undue influences and interference by oth-
ers in exercising their choices and satisfying their preferences independently and 
authentically (Dove et  al., 2017: 152; Owens & Cribb, 2013: 264; Visagie et  al., 
2019). In democratic societies, this is usually expressed in fundamental rights instru-
ments (Bialasiewicz & Eckes, 2021), with an insistence on individual responsibility 
(Lindbladh et al., 1998: 1018–1019). Such liberal view considers a person as self-
contained, independent, and demarcated from the outside world, ensuring one lives 
peacefully with others (Parekh, 1992: 161, 163).

Second and by contrast, there are views that oppose the primacy of the individual and 
personal autonomy through individual rights and instead see autonomy as social in nature, 
which we consider more suitable to explore in context of collective effects of data pro-
cessing. Relational approaches to autonomy were developed by considering “the influ-
ences of the myriad social structures in which a person is embedded” on one’s capaci-
ties for autonomous deliberation and actual decisions (Mackenzie & Stoljar in Owens 
& Cribb, 2013: 265). It is not (simply) about shielding against the outside influence of 
others (see MacDonald, 2010: 203); autonomy is about effectively empowering individu-
als when interacting with each other (Nedelsky in MacDonald, 2010: 204). These views 
(Visagie et al., 2019: 171) thus acknowledge that individual decisions are shaped not only 
by individual reasoning, but also by ties to others and the material and social context of 
which one is part (Dove et al., 2017: 152; Spruit et al., 2016: 126; Gómez-Vírseda et al., 
2019: 7; Milligan & Jones, 2016: 28). It is through these constraining or enabling (Owens 
& Cribb, 2013: 265–266; Wardrope, 2015) relationships, practices and intersubjective 
phenomena that autonomy emerges and develops (Nedelsky in Braudo-Bahat, 2017: 130; 
Chackal, 2017: 10–11). In this sense, ‘practicing’ autonomy refers to “constantly adapting 
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in relation to the ever-changing, surrounding context” (MacDonald, 2010: 203, referring 
to the concept of ‘dynamic autonomy’ by Keller).

Third, (Sub-Saharan) African conceptualization of personhood, Ubuntu, can be 
relied upon to elaborate such understanding further. To note, while we believe there 
are limits to importing non-Western philosophies like Ubuntu into the European 
context, we were nonetheless inspired by their insights and consider them relevant to 
our discussion. Ubuntu is inherently relational: the individual is inextricably linked 
to and owes her human nature to the community (see also below on communal con-
ceptualizations of autonomy). Further, one becomes one’s relational self through 
performing one’s social duties and responsibilities to others, indicating that Ubuntu 
promotes a society in which everyone is expected to care for each other’s needs 
(Mhlambi, 2020: 7; Reviglio & Alunge, 2020: 603–4). Relationality here refers to 
the acceptance of individuality of others: Ubuntu in this sense acknowledges that 
one is not complete in oneself, but relies on others — their community, environ-
ment, spirits — for completion. In the light of this, the individual is expected to 
use her liberty to act in harmony with the rest of society. Still, Ubuntu does not put 
forward “oppressive communalism” over an individual, but advocates for balancing 
and dialogue (Mhlambi, 2020: 13, 15–7).

As observed, while European philosophy conceives the self as something within 
oneself, in African thought it is seen as something outside, in relation to one’s natu-
ral and social environment (Lassiter in Reviglio & Alunge, 2020: 604). In a way, 
autonomy then relates to thinking and acting for oneself (Code in Chackal, 2016: 
125), one’s own convictions, as well as to reflecting on these actions (Asveld, 2008: 
248). Subsequently, the action dimension then allows us to think about autonomy 
in a more outward-facing way, namely to consider the effects and outcomes of 
decision-making and the ways in which these can be incorporated in a definition 
of autonomy. This inevitably brings to front the requirement for an understanding 
of autonomy that depends “upon an assessment of both the substantive content of 
the decision and the outcomes and opportunities to which the choice leads” (Owens 
& Cribb, 2013: 266). Taking this into consideration, ‘acting for oneself’ involves 
reflecting on the socio-political context in which one can or cannot act (Code in 
Chackal, 2016: 125). In this sense, the relational approach also acknowledges “the 
need to collectively organize society’s resources so as to enable human flour-
ishing” and “creating an environment in which each person is free to choose life 
options” (Zimmerman, 2017: 38–44), i.e. where said choices are properly supported 
(Wardrope, 2015: 51).

Fourth, Plumwood e.g. refers to the term ‘ecological self’ (in Chackal, 2016: 133) 
when considering a plurality of interests, as individuals indeed live with each other in 
interdependent ways. The term ‘ecological self’ “recognizes one’s own interests, those 
of others, and when acting, acts out of consideration for others’ interests and one’s 
own”. Autonomy can thus lie in the individual adjudicating between (her) competing 
interests (Chackal, 2016). Chackal here refers to ecological autonomy, which is com-
prised of an internal and external dimension. The former refers to thought, reflection, 
intelligence, cognition framing their perceptions and relations to the external, while the 
latter refers to action, environment, and other particularities that frame perception and 
social relationships. Both internal and external dimensions require competency and 
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authenticity (Chackal, 2017: 13–23), i.e. encompass “an internal epistemic capacity to 
think and an external actional capacity to act for oneself in relation to other individuals 
and environments”, thus sustaining and facilitating autonomy (Chackal, 2018) in the 
sense of relational interdependency (Chackal, 2016).

Lastly, there is scholarship that (similarly) develops a more collective or communal 
conceptualization of autonomy that stresses interdependence and collaboration in deci-
sion-making based on shared beliefs (Visagie et al., 2019: 169).1 It rests upon common 
good considerations, common practice of trust (Ramabu, 2019: 187),2 and acting in 
solidarity with others and identifying with them (Metz & Gaie in Visagie et al., 2019: 
171; Gómez-Vírseda et al., 2019: 7; Dove et al., 2017: 152).Similarly, the concept of 
community autonomy emerges “when individuals express a willingness to collectivize 
for a given purpose and determine a way to aggregate their individual choices into col-
lective ones toward that end” (Chackal, 2016: 132), whereby the focus is on the group, 
which “includes but is not deducible to the individuals within it” (ibid.). Such collec-
tive action requires shared knowledge and commitment in determining the community 
interests and the ways to achieve them (Chackal, 2016).

While the concept of this more collective or communal autonomy usually refers to 
a group, “the justification of legal and moral requirements, as well as the foundations 
of justice” (Reis-Dennis, 2020: 10), so (also) collective or societal interests, can also 
take place within respect for autonomy that pertains to an individual herself. Namely, 
Reis-Dennis (2020) maintains that insistence on the right of non-interference and self-
determination is not suitable to address the communal matters of, in his case, public 
health, and proposes a ‘thick’ understanding of autonomy, which requires that “we 
bring our behavior into line with rules and laws that reflect a commitment to equal-
ity and respect” of others (Reis-Dennis, 2020: 6). As a result of this, the principle of 
autonomy generates rules not because everyone does what they want but because it is 
a right to make decisions that affect one’s life in accordance with rationally acceptable 
principles (Reis-Dennis, 2020: 5–6 and 9–10).

This discussion is important as it challenges an understanding of (individual) 
autonomy, which “if unconditioned by competing principles (beneficence, justice, 
non-maleficence) would give competent adults the right to do anything they desired 
to do so long as they satisfied certain baseline psychological conditions” (Reis-
Dennis, 2020: 2). The unchallenged understanding would indeed support the view 
that “autonomy is suitable for individual interactions, but must be overridden in the 
name of beneficence when public health is at stake”, indicating a consequentialist 
approach (Reis-Dennis, 2020: 7). What Reis-Dennis (2020: 7–8) submits instead 
is that acts such as mandated isolation and quarantine, in cases where individual 
and collective interests are at stake, should not be understood as a limitation of 
autonomy or its subordination to other ethical principles, but rather as its expression 
rooted in rules that reflect one’s concern for autonomy and dignity of their fellow 
citizens. In this perspective, respect for autonomy does two things: it not only rejects 

1 These authors advocate for an integrated informed consent approach based on Afro-communitarianism.
2 Ramabu discusses the notion of ‘community consent’ and ways in which human beings should relate to 
the well-being of society, based on collective agency and consenting process in Botswana communities.
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paternalism in, e.g. promoting welfare, it also generates positive rules of conduct 
that we could rationally endorse and does not allow acts that would violate others’ 
status as equal moral agents (Reis-Dennis, 2020: 7–10), bringing the concept in the 
collective realm. Such an understanding can give us “powerful theoretical resources 
we might use to consider the justification of legal and moral requirements, as well 
as the foundations of justice” (Reis-Dennis, 2020: 7–10). What this could also point 
to is that when collective interests are at stake, a more collective understanding of 
autonomy is possible only when a consensus and a clear guidance exists regarding 
the shared values, principles, and rules so that such an understanding of autonomy 
in fact results in its expression rather than subordination.

2.2.2  ... To Propose a Twofold Definition of Autonomy

After surveying these various theoretical approaches to conceiving autonomy that 
would encompass both individual and collective interests, we synthesize them 
in order to develop a working definition of autonomy to use in the remainder of 
the paper. Such a definition is inherently multi-dimensional as it points to dif-
ferent dimensions (i.e. interests) that the above-discussed accounts focus on and 
the trade-offs they prioritize (see Wittrock, 2022); against this, we later assess the 
regulatory instruments and the way in which they approach the balancing of these 
multiple interests.

Our proposal to define autonomy is, in line with e.g. Chackal’s (see above), 
equally inward- (thought) and outward-looking (action). In the inward-looking 
sense, autonomy covers the capacity for individual reasoning and freedom from 
interference, and the consideration of (outcomes of) choices in view of one’s own 
interests. In the outward-looking sense, autonomy refers to relationships, conditions, 
and context of one’s choice that can facilitate autonomy or not (Laitinen & Sahlgren, 
2021) and, arguably, the factoring of consequences for other individuals’ and collec-
tive interests. Beyond that, collective interests can be used to formulate and opera-
tionalize the requirements of equality and respect for oneself and for others.

It is worth mentioning that beyond this twofold definition of autonomy that 
looks at the inward (own interests) as well as the outward dimension (how one’s 
interests relate to other individuals’ and collective interests), a completely different 
understanding of autonomy and human condition in the data-driven, digital era is 
possible (see, e.g., Floridi, 2015), which puts the emphasis on the collective as such 
instead of on the individual (see, e.g., Krause, 2015; Bollier & Helfrich, 2019; van 
Roermund, 2020; Staal, 2020). However, our paper maintains the vision of auton-
omy that can integrate and balance the different dimensions because this reflects 
current regulatory approaches. A limitation of our analysis is therefore that it does 
not allow for disregarding individual interests altogether and for solely framing 
issues as collective problems. Our objective is not to discuss what the optimal form 
or interpretation of autonomy is, but to explore to what extent the concept of auton-
omy underlying current regulation can reflect the societal reality in data markets 
that is inherently characterized by relational and collective dimensions in addition 
to individualistic aspects.
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3  Autonomy and Data Processing: Perspectives from Regulation

In this section, we will assess the three legislative initiatives regulating data men-
tioned in the introduction (Digital Markets Act, Data Act and GDPR) by reference to 
the conceptual discussions relating to autonomy outlined above. To identify to what 
extent the regulatory initiatives reflect the multi-dimensional nature of autonomy, 
we will analyse three aspects, namely: (1) the extent of control and responsibility an 
individual has over the protection of her personal data (the inward-looking dimen-
sion of autonomy); (2) the limits that other individuals’ and collective interests pose 
to the exercise of control and responsibility by an individual (the outward-looking 
dimension of autonomy); and (3) if relevant, how such balancing of interests takes 
place and by whom. This will allow us to explore how regulatory initiatives can be 
brought in line with insights from literature.

We believe it is fundamental for the legislator to make the balancing between 
the different interests explicit when drafting data regulations in order not to over-
look one of the dimensions of autonomy. Yet, we will see that the legislator tends 
not to think about these two dimensions when legislating, and rather solely focuses 
(unconsciously) on one of these dimensions. We argue that this is notably the case 
in the Digital Markets Act and in the Data Act proposal. On the contrary, the GDPR 
seems to stand out a bit in this regard, as some of its provisions point to the neces-
sity to find a balance between the interests of the individual and those of other indi-
viduals’ and collective interests. This is notably visible from the way in which the 
data portability right has been designed (GDPR: Art. 20), which we will analyse 
below. However, while the GDPR makes room for such trade-offs, we will argue 
that it does not go far enough in considering collective interests.

3.1  Regulation of Personal Data Combination in the Digital Markets Act

The Digital Markets Act (DMA) aims to complement the EU competition rules by 
imposing additional ex ante obligations on gatekeepers (powerful providers that meet 
certain criteria (DMA: Art. 3(1) and (2))) that offer so-called core platform services 
(“CPS”) (e.g. online search engines, online social networking services, advertising 
services (DMA: Art. 2(2))). As one of these obligations, Article 5(2) DMA obliges a 
gatekeeper to refrain from combining personal data sourced from its CPS with per-
sonal data from any other services offered by the gatekeeper or with personal data 
from third-party services, unless the user has provided consent in the meaning of the 
GDPR. While the choice to let users decide on whether a gatekeeper can combine 
personal data is welcome from the perspective of the inward-looking dimension of 
autonomy,3 it does not leave any room for considering how such a decision of an indi-
vidual can affect the other individuals’ and collective interests in contestable markets.

The combination of personal data across services can allow for the provision of 
more relevant and personalized services to the benefit of the individual interested in 

3 Although one may wonder if individuals are capable of making such decisions, in particular against the 
background of the use of nudging and dark patterns by market players (Podszun, 2021: 6–7).
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receiving such services. However, because data is relational, other individuals may 
be affected too without having had any say in the decision to combine data of some-
one they relate to or with whom they share common characteristics. And at the same 
time, markets will arguably become less contestable, harming the collective inter-
est in competitive markets because the extent of personal data combination by gate-
keepers increases, allowing them to enter an expanding number of related markets 
to the detriment of smaller rivals who do not have the same reach and control over 
markets (Condorelli & Padilla, 2020).

As a result, Article 5(2) DMA gives the individual full control over the combina-
tion of her personal data but does not impose any limits to protect other individuals’ 
and collective interests. In other words, there is no attention for the outward-looking 
dimension of autonomy. This is remarkable as it may impact the extent to which the 
DMA will reach its objective of creating fair and contestable digital markets (DMA: 
Art. 1(1)). If the combination of personal data is considered a practice that can limit 
the contestability of markets, the extent to which Article 5(2) DMA will contribute 
to the creation of contestable markets is now left in the hands of individual users. 
The more individuals consent to their personal data being combined by a gate-
keeper; the less contestable digital markets may become.

As such, Article 5(2) of the DMA overlooks the relational and collective nature 
of data processing and does not allow for any balancing. To provide more room for 
considering the interests of others and collective interests, the provision could have 
referred to the performance of a contract (GDPR: Art. 6(1)(b)) instead of consent 
as a ground for combining personal data across services (Graef, 2021). Relying on 
the performance of a contract would have allowed gatekeepers to combine personal 
data only to the extent necessary for delivering a service in compliance with the 
contract as entered into by a user (EDPB Guidelines 2/2019). This could arguably 
have allowed for a balancing between the interests of the individual, the interests of 
others and collective interests.

If it is not possible to deliver a service without combining personal data, the 
merging of data should be possible. In such circumstances, the combination of  
personal data can bring value to individuals who have asked for the service and 
to the collective interest in the form of new services for which demand exists. An 
example could be a new application, bringing together personal data from a gate-
keeper’s email service and map service, to advise a user on how to best organize  
her travel movements (Graef, 2021). Individuals would still hold control over their 
personal data in line with the inward-looking dimension of autonomy, because they 
can choose whether or not to receive that service or application from a gatekeeper. 
Due to the fact that only the combination of personal data strictly necessary to per-
form the contract is allowed, disproportionate effects on the interests of others and 
collective interests would have been restricted in line with the outward-looking 
dimension of autonomy.

Even though the assessment will still predominantly focus on what is reasonable 
or fair in the relationship of the data controller with the individual, relying on the 
performance of a contract opens up more possibilities to consider the interests of 
others and the collective interest than relying on consent. By relieving individuals of 
the responsibility to decide on their own whether personal data should be combined 
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across services, it would thus have been possible to better reflect the relational and 
collective impact of data processing into the DMA. Even though it is a valid policy 
choice to give precedence to the control by individuals as an end-result, it is at least 
peculiar that this happened as part of a legislative instrument with the aim of pro-
tecting contestable and fair markets in the collective interest, without any possibility 
to balance the inward- and outward-looking dimensions of autonomy.

3.2  Data Act’s Exclusion of Gatekeepers as Beneficiaries of Data Access

At the other end of the spectrum are situations where collective interests are pursued 
without any regard for individual interests. The Data Act proposal’s (DA) exclusion 
of gatekeepers as beneficiaries of data access is an example of this. In this proposal, 
the Commission provides users (individuals as well as businesses) with a right to 
access data generated by the use of products or related services (DA: Art. 4(1)) and 
with a right to share that data with third parties (DA: Art. 5(1)). These rights focus 
in particular on the ‘Internet of Things’ (IoT), where manufacturers have been able 
to limit the access and exchange of data through technical restrictions in the design 
of their products and services. The DA data access right lets users obtain the data 
that is necessary to benefit from repair and other services offered by other providers 
beyond the manufacturer of the IoT device and thereby also stimulates businesses in 
launching innovative and more efficient services (DA: recital 19). However, the data 
access right of users under the DA does have an important limit.

Article 5(2) of the DA namely provides that an undertaking qualifying as a gate-
keeper under the DMA is not eligible as a third party to receive data generated by 
the use of a product or related service from a user or from a data holder upon the 
request of a user. And according to Article 6(2)(d) of the DA, other third parties 
cannot make available any data they receive to a gatekeeper either. Recital 36 of the 
DA explains that “given the unrivalled ability of these companies to acquire data, it 
would not be necessary to achieve the objective of this Regulation, and would thus 
be disproportionate in relation to data holders made subject to such obligations, to 
include such gatekeeper undertakings as beneficiaries of the data access right”.

It thus seems that the Commission has decided to focus on the collective inter-
est of avoiding further data concentration in the hands of gatekeepers and the inter-
ests of other individuals in limiting the amount of knowledge about them that is 
made available to gatekeepers via their contacts. The result is that the interest of 
individuals to control to whom they can port their data generated by the use of a 
product or related service is restricted. Users cannot move their data that they obtain 
from a data holder through the DA to a gatekeeper, which limits their freedom of 
choice. For instance, users of the virtual assistants provided by Google and Amazon 
cannot use the Data Act to integrate data from smart fridges or other devices into 
their smart home systems. This may deprive consumers of the benefits of integrat-
ing devices from different manufacturers into the most commonly used smart home 
systems at the moment (Martens, 2023: 15–16). As a result, the DA’s exclusion of 
gatekeepers as beneficiaries of data access focuses solely on the outward-looking 
dimension of autonomy without allowing for any balancing with the inward-looking 
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dimension of autonomy. Within the DA, there is no room for users to bring their 
data to a gatekeeper. This extent of control is taken away from users.

One can criticize that individuals do not have any possibility to let their data flow 
to gatekeepers under the DA, thereby disregarding the inward-looking dimension of 
autonomy. Engaging in a trade-off between the two dimensions of autonomy could have 
led to a more nuanced approach, for instance by requiring gatekeepers to keep the data 
they obtain from users or third parties under the DA separate from the data they already 
have at their disposal from their activities in other areas. This would give users leeway 
to bring their data to gatekeepers if they choose to do so, while providing some safe-
guards to protect the collective interest in not letting the control of gatekeepers over data 
expand further and the interests of others in ensuring that gatekeepers do not know even 
more about them through data shared by their contacts. At the same time, experience 
with the enforcement of the GDPR’s principle of purpose limitation indicates that it is 
tricky to monitor and ensure that data is not used for more than one purpose inside a 
company (Brave, 2020). For this reason, the exclusion of gatekeepers as beneficiaries of 
data access under the proposed DA may be a far-reaching but proportionate measure to 
effectively protect the collective interest and the interests of others. While this could be 
seen as a welcome step in acknowledging the outward-looking dimension of autonomy, 
it is not clear whether this results from a conscious choice on the part of the legislator to 
disregard the individual interest in order to serve the collective interest and the interests 
of others. More clarity on whether and how the legislator indeed conducted such a bal-
ancing, for instance in the recitals, would have been welcome to guide the interpretation 
and implementation of the provision.

3.3  GDPR’s Right to Data Portability

The above-mentioned aspects of the DMA and the DA present the two extreme ends 
on the spectrum, where no room is foreseen to balance the inward- and outward-
looking dimensions of autonomy in the implementation of the respective legal obli-
gations. In case of the discussed provisions of the DMA and the DA, the legisla-
tor solely focuses on one of these dimensions of autonomy. To be more precise, we 
believe that the objectives pursued and the design choices of the provisions at hand 
implicate that only one dimension of autonomy is considered, even though the leg-
islator may actually not explicitly have made a conscious choice about only opting 
for that single dimension. There may be good reasons for the legislator to do so, 
although care should be taken to ensure that the legislation reflects the reality on the 
market as well as the policy objective of the legislative instrument.

On the contrary, the GDPR seems to acknowledge the necessity to find a bal-
ance between the interests of the individual who takes a decision about her personal 
data, and those of other individuals’ and collective interests. Interestingly, it does 
not attempt to settle this trade-off once and for all, by making an explicit choice 
to prioritize either the inward- or outward-looking dimension of autonomy. Rather, 
the GDPR invites to conduct this balancing at the stage of interpretation and imple-
mentation of some of its obligations. The right to data portability (GDPR: Art. 20) 
provides an example of such a scenario.
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The GDPR introduced a right to data portability, which enables an individual 
to transfer personal data to another controller and thereby increases the control of 
individuals over their data. For instance, an individual could decide to port all of 
her pictures from one social media to another, or her favourite songs’ playlist from 
one streaming app to another. An important characteristic of the right to portability 
is that it only pertains to “personal data concerning [the individual]” (GDPR: Art. 
20(1)), which illustrates the individual-centric focus of this right.

At first glance, this could be seen as overlooking the relational and collective 
nature of data. In fact, the Article 29 Working Party (2017: 9) — today the European 
Data Protection Board — seems to be wary of this potential gap without however 
explicitly mentioning or recognizing it, as it outlined that the expression “personal 
data concerning [the individual]” should not be interpreted too strictly by limiting 
the scope of the data portability right to personal data “exclusively” pertaining to the 
individual. For example, reference is made to the case of telephone records or other 
interpersonal messaging systems that may include information about third parties 
with whom the data subject has been in contact.

Yet, Article 20(4) of the GDPR also provides that the right to data portability should 
not adversely affect the rights and freedoms of others. As such, the GDPR’s right to 
data portability arguably considers both the inward- and outward-looking dimensions 
of autonomy, as it makes room for considering other individuals’ interests.

The balancing between these inward- and outward-looking dimensions of auton-
omy will need to be done on a case-by-case basis by the individual requesting the 
porting and the data controllers involved (i.e. the original controller and the recipi-
ent controller). While the GDPR itself does not further clarify how such balancing 
should be tackled, the Article 29 Working Party (2017) has published guidelines on 
how to conduct the balancing with the rights and interests of others.

For instance, porting a picture from one social network to another might be 
problematic if other people are tagged on the picture, as their right to personal 
data protection might be adversely affected by the transfer. According to the Arti-
cle 29 Working Party (2017:11), such an “adverse effect” would occur if the shar-
ing would prevent these other individuals “from exercising their rights as data 
subjects under the GDPR (such as the rights to information, access, etc.)”. In 
order to avoid these “adverse effects”, the Article 29 Working Party (2017:12) 
suggests that the processing of these other individuals’ personal data should be 
authorized only insofar as these data remain under the sole control of the indi-
vidual at the origin of the sharing, and that they should only be processed for the 
purposes determined by this individual. It also invites both the data holder and 
the recipient to implement technical tools allowing the individual to select the 
personal data she wishes to share, while excluding, where possible, the personal 
data of other individuals. For instance, software could be developed to separate 
automatically the pictures where several individuals are present from landscape 
pictures and the pictures where only the individual making the portability request 
is visible. Indeed, the “adverse effects” of portability on the right of others would 
only need to be considered for the first category, while the two other categories 
could be ported without hindrance.
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While such guidance is welcome, it still leaves room for data controllers to act in 
their own commercial interests by limiting the extent of data portability on the ground 
that it would (arguably) “adversely affect” other individuals (Egan, 2019; Martinelli, 
2019). Indeed, an expansive interpretation of the scope of the right to data portability 
may not be to the benefit of data controllers as it diminishes their control over individ-
uals who are now free to transfer their data to other services. Effective monitoring by 
data protection authorities is necessary to ensure that the implementation of the right 
to data portability reflects a balance between the interests of the individual and the 
interests of others, and is not dominated by the commercial interests of the data con-
troller, which can be tempted to disguise anti-competitive practices as (alleged) data 
protection concerns (Geradin et al., 2020).

Importantly however, although the GDPR’s right to data portability explicitly 
provides room for considering the interests of others, it somewhat overlooks collec-
tive interests. Yet, beyond its objective of empowering individuals to control their 
personal data, the GDPR’s right to data portability was at the time of its adoption 
also argued to be capable of encouraging competition in data markets (Council, 
2016: 89) by reducing user lock-in. However, this more collective interest is not vis-
ible in the text of Article 20 GDPR that regulates the relationship between a data 
controller and a data subject with some consideration for the impact on the rights 
and freedoms of other individuals. In fact, the Article 29 Working Party (2017: 4) 
guidelines on Article 20 GDPR even explicitly state that the main objective of this 
right is to promote “data subject empowerment” and that the GDPR aims to regu-
late the processing of personal data, and not to deal with competition issues, which 
seems to further exclude the consideration of the collective interest in encouraging 
competition in data markets.

One way of integrating the collective interest of competitive or innovative data 
markets into the GDPR’s right to data portability could be to tailor the interpreta-
tion of its requirements to the market position of the data controller at stake. For 
instance, powerful data controllers can be expected to have more resources and 
expertise available to create particularly effective forms of data portability that allow 
for continuous and real-time exchanges of data (Krämer et al., 2020: 79–83). Such 
a stricter interpretation of the requirements of the GDPR’s right to data portability 
would not only stimulate the collective interest in competitive and innovative data 
markets where powerful data controllers can now dictate the extent of data portabil-
ity, but also increase the control of individuals vis-à-vis such powerful data control-
lers on whom they are dependent to receive certain services.

In fact, one could argue that this more tailored approach has been included in 
the DMA, which provides for stricter data portability conditions for powerful data 
controllers qualifying as gatekeepers. This is because Article 6(9) of the DMA now 
explicitly requires gatekeepers to facilitate continuous and real-time portability 
building on the GDPR. As such, this provision of the DMA can be said to integrate 
the collective interest into the issue of data portability, even though the GDPR’s 
right to data portability does not explicitly provide for this. This also shows how 
legislative instruments can complement each other in covering different dimen-
sions of autonomy. In this regard, it is also worth pointing out that although the 
GDPR’s right to data portability overlaps to some extent with the data access right 
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of users under the proposed Data Act in terms of the scope of data covered (Tombal 
& Graef, 2023: 6–16), Article 20 GDPR, unlike the proposed Data Act, does not 
impose restrictions on who can receive ported personal data and thus also allows 
individuals to transfer personal data to gatekeepers.

Even though this analysis shows that the different dimensions of autonomy can 
be found in legislative instruments, consideration for the collective impacts of data 
processing so far seems to be the result of mere chance rather than an explicit aware-
ness on the part of the legislator. To bridge the gap between theory and practice, 
the collective effects of data processing — already well-recognized in literature for 
years — deserve to feature more prominently in regulatory discussions as well. This 
would not only make the relevant trade-offs visible, but also allow a democratically 
elected legislator to conduct the balancing exercise instead of leaving this important 
task up to private parties.

4  Conclusion

To conceptualize the notion of autonomy in the context of the relational and col-
lective impact of data processing already recognized in literature, we relied on an 
understanding of autonomy that moves away from a purely individualistic concep-
tion and integrates relational and collective dimensions by taking into account its 
inward- and outward-looking dimensions. While the inward-looking dimension 
focuses on the ability of an individual to make free and independent decisions in 
her own interests, the outward-looking dimension considers the relationship of one’s 
choices with other individuals’ and collective interests. This twofold definition of 
autonomy acknowledges that divergent autonomies can interfere and that not every-
one’s (individual) autonomy can be optimized at the same time. This thus requires 
balancing the interests of the individual who takes a decision about her personal 
data, with other individuals’ and collective interests.

Building on this working definition of autonomy, we assessed three legislative 
instruments regulating data to identify to what extent the multi-dimensional nature 
of autonomy drawn from theory is or can be reflected in practice in interpreting and 
implementing key data-related obligations. Concretely, we examined how to make 
trade-offs between different interests explicit and thereby bring the regulation of 
data markets more in line with the current societal reality that is increasingly domi-
nated by relational and collective effects of data processing. Our main finding in this 
regard is that the trade-offs between the individual interest, the interests of others 
and the collective interest are sometimes overlooked by the legislator in the regula-
tory frameworks.

This is evidenced by the DMA’s choice to leave the extent of personal data com-
bination completely in the hands of individual users’ consent, and by the DA’s oppo-
site choice to focus on the interests of others and the collective interest while over-
looking the individual’s ability to control the use of her personal data by excluding 
gatekeepers as beneficiaries of the IoT data access right. Other areas, such as the 
GDPR’s right to data portability, already partly acknowledge the need to balance 
the different interests and dimensions of autonomy, as Article 20(4) GDPR provides 
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that the individual’s interests must be balanced with other individuals’ interests. 
However, the GDPR leaves a lot of discretion to market players with the risk that 
they act in their own commercial interests without adequately reflecting the interests 
of others. Moreover, although it explicitly provides room for considering the inter-
ests of others, the GDPR portability right overlooks collective interests. As such, 
our analysis shows that legislators still need to become more aware of the different 
interests in order to make the trade-offs explicit and to ensure that the relevant obli-
gations are implemented accordingly.

Although the paper has only explored a selected number of horizontal regimes rel-
evant to the regulation of data, our insights have a broader relevance for ongoing and 
future initiatives in the area. In the context of the European Data Strategy, the European 
Commission is for instance planning to facilitate the establishment of so-called ‘common 
European data spaces’ in specific sectors of particular importance to stimulate data-driven 
innovation (European Commission, 2020: 12). The design of these data spaces, among other 
things, also requires balancing individual and collective interests by opening up more data 
for use in the economy and society, while letting individuals and business retain some level 
of control. The proposal for a Regulation for a European Health Data Space, which is the 
first of the nine envisioned common data spaces, offers an illustration of how this balancing 
is done in the context of opening up health data (Proposal for a Regulation of the European 
Parliament and of the Council on the European Health Data Space, 2022a, b). On the one 
hand, the proposed European Health Data Space aims to empower individuals to have more 
control over their health data when it comes to the delivery of healthcare. On the other hand, 
it facilitates health data sharing for secondary use, that is for research, innovation, and policy- 
making purposes contributing to the general interest of society “at the cost of self-determination  
of the individual” (Slokenberga, 2022: 135), as its general approach is not to rely on con-
sent of the data subject for data reuses (Shabani & Yilmaz, 2022: 132). Further, the proposal 
requires data holders to make certain categories of health data available for secondary use, 
access to which is granted through a permit-based system. This demonstrates the relevance 
of balancing individual control against other, societal considerations4 within the European  
Health Data Space as another legislative area beyond the ones studied in this paper.

In order to trade-off the respective considerations and find the right outcome for 
different settings, consensus is first required on what exactly collective interests 
should entail when it comes to data processing. This will require setting up common 
principles upon which such balancing and dialogue can take place, and ensuring 
consistency in approaches across regulatory frameworks. While the considerations 
involved in the balancing exercise are similar, different circumstances and policy 
objectives will call for different outcomes. Our paper hopes to have provided a start-
ing point for such a discussion and contribute to bridging the gap between the theo-
retical discussions in literature and the practice of regulating data processing so far.

4 Whether the actual balance between the interests at hand established in the European Health Data 
Space is indeed appropriate for the characteristics and sensitivity of the sector, and whether the ‘general 
interest of society’ is adequately defined, is however a subject of debate that is beyond the scope of this 
paper (see, e.g., Shabani and Yilmaz, 2022; Slokenberga, 2022, discussing the protection of the data sub-
ject; and Petrocnik, 2022: 127, proposing to include in the discussions on the governance of health data 
sharing also how to share the value stemming from its use, to ensure the European Health Data Space 
will truly “work for people and science”).
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