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Abstract
Insulator defect detection is a critical aspect of grid inspection in reality, yet it faces intricate environmental challenges, such 
as slow detection speed and low accuracy. To address this issue, we propose a YOLOv8-based insulator defect detection 
algorithm named CDDCR–YOLOv8. This algorithm divides the input insulator images into multiple grid cells, with each 
grid cell responsible for predicting the presence and positional information of one or more targets. First, we introduce the 
Coordinate Attention (CA) mechanism module into the backbone network and replace the original C2f module with the 
enhanced C2f_DCN module. Second, improvements are made to the original upsampling and downsampling layers in the 
neck network, along with the introduction of the lightweight module RepGhost. Finally, we employ Wise-IoU (WIoU) to 
replace the original CIoU as the loss function for network regression. Experimental results demonstrate that the improved 
algorithm achieves an average precision mean (mAP @ 0.5) of 97.5% and 90.6% on the CPLID and IPLID data sets, respec-
tively, with a frame per second (FPS) of 84, achieving comprehensive synchronous improvement. Compared to traditional 
algorithms, our algorithm exhibits significant performance enhancement.

Keywords Object detection · Insulator defect detection · YOLOv8 · Attention mechanism

1 Introduction

Insulators are crucial components in power systems, and 
traditional methods for insulator defect detection primar-
ily rely on manual inspections conducted by experienced 
personnel who visually assess whether defects exist [1, 
2]. However, manual inspections suffer from subjectivity 
and fatigue errors, resulting in inefficient operations that 
struggle to meet the demands of large-scale power grids [3, 
4]. Moreover, traditional approaches incorporate machine 
learning-based image processing techniques, such as image 
segmentation and feature extraction, to assist in detection 
[5]. Yet, these methods require manual feature design and 

parameter tuning, leading to poor adaptability to complex 
backgrounds and diverse forms of defects, thus compromis-
ing detection accuracy [6, 7].

In recent years, the rapid advancement of deep learn-
ing technology has offered new solutions for insulator 
defect detection [8]. Deep learning, a neural network-based 
machine learning approach, automatically learns feature 
representations and pattern recognition from vast amounts 
of data [9]. Among these, object detection algorithms rep-
resent a significant application of deep learning in computer 
vision, enabling simultaneous localization and identifica-
tion of objects in images with high accuracy and real-time 
performance [10].

Recent advancements in deep learning have significantly 
improved insulator defect detection, yet several significant 
problems remain. First, two-stage methods exhibit excel-
lent detection accuracy but suffer from high computational 
complexity, making real-time application difficult [11, 12]. 
Second, one-stage methods, such as the YOLO series, offer 
speed advantages but fail in accuracy, particularly with com-
plex backgrounds and small object detection. Furthermore, 
current object detection algorithms are limited in addressing 
the varied and complex nature of insulator defects [13].
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In response to these challenges, this paper pre-
sents an insulator defect detection method based on the 
CDDCR–YOLOv8 algorithm. Our main contributions 
include: first, we improved the structure and loss function 
of the YOLOv8 model to enhance its performance in detect-
ing small targets in complex backgrounds. Second, we intro-
duced various module mechanisms that dynamically adjust 
convolutional kernel parameters to enhance the model's 
feature extraction capabilities, thereby improving detection 
accuracy and robustness. Finally, extensive experiments 
have verified the effectiveness and superiority of the pro-
posed algorithm in insulator defect detection tasks.

2  Related Works

With the continuous evolution and refinement of the YOLO 
series algorithms, an increasing number of researchers are 
inclined towards adopting one-stage detection methods to 
address object detection challenges. This trend has not only 
gained widespread recognition and discussion in academia 
but has also found practical application and promotion in 
industry.

Xie et al. [14] extracted the main features of YOLOv3 
from the specialized transposed network Darknet19, reduc-
ing network complexity and achieving faster detection 
speeds. They replaced the YOLOv3 loss function with 
GIoU, enhancing insulator image recognition accuracy, 
albeit without corresponding evaluation of recall rates. Hu 
et al. [15] proposed an insulator defect detection algorithm 
based on Faster R-CNN and YOLOv3, leveraging the Faster 
R-CNN algorithm as the foundation. They introduced the 
EfficientNet-B3 module into the YOLOv3 backbone network 
and achieved high-precision insulator defect detection and 
recognition by incorporating the CBAM attention mecha-
nism. However, this algorithm lacks evaluation of average 
precision (mAP) and detection speed (FPS).

Wang et al. [16] replaced the C3 module in the YOLOv5 
backbone network with the improved C2f_DG module and 
performed knowledge distillation on YOLOv5m. Their algo-
rithm achieved a detection speed (FPS) of 63.6 frames per 
second with reduced parameters and computational com-
plexity, albeit at the expense of lower accuracy and recall 
rates. Zhou et al. [17] designed a rotation mechanism on 
top of the YOLOv5 baseline to generate anchors with offset 
angles, aligning the framework with target edge information, 
and added attention mechanisms at detection points. Their 
algorithm achieved significant improvements in both aver-
age precision (mAP) and image processing speed (FPS), yet 
it lacked sufficient comparative experiments for convincing 
validation.

Zhao et al. [18] improved the YOLOv7 backbone net-
work with the MobileNetv3 module and utilized image 

augmentation techniques, which played a crucial role in 
detecting small objects under low-light conditions. Their 
algorithm exhibited better target detection accuracy and 
speed on the DIFD data set, yet it had higher hardware 
dependencies, requiring sensitive cameras and advanced 
imaging sensors for capturing usable images under low-light 
conditions. He et al. [19] combined YOLOv8s with the Swin 
Transformer and implemented an enhanced Bidirectional 
Feature Pyramid Network (BiFPN) structure in the neck 
network to enhance feature extraction capabilities, thereby 
improving the accuracy of insulator defect detection. How-
ever, the algorithm lacked detailed information regarding 
data set sources. He et al. [20] constructed various types of 
insulator fault scenarios and introduced the MSA–Ghost-
Block feature extraction structure into the YOLOv8 algo-
rithm, utilizing attention mechanisms built with GhostNet 
and asymmetric convolutions. Their algorithm achieved a 
4.7% increase in average accuracy, albeit without an analysis 
of detection speed (FPS).

Wu et al. [21] developed a detection technique employ-
ing a Multi-Scale Feature Interaction Transformer Network 
(MFITN) for small insulator defect identification. This 
approach uses a super-resolution module to create high-res-
olution images that fulfill the requirements for object detec-
tion, thereby significantly improving detection capabilities 
for small targets. However, the algorithm is specialized for 
small insulator defects, which limits its general use. Zhang 
et al. [22] enhanced the YOLOv8 model by incorporating a 
Multi-Scale Large Kernel Attention (MLKA) module, which 
improves the model’s focus on features of varying scales. 
They also developed the GSC_C2f module, which features 
dense residual connections that facilitate gradient flow and 
make the network easier to train. However, this algorithm 
has a high computational cost and slower real-time monitor-
ing speed.

The studies mentioned above have achieved notable 
results in detecting insulator defects, with corresponding 
optimizations in accuracy, precision, and speed. However, 
these optimizations have been overly focused in one direc-
tion, exhibiting significant limitations. With the continuous 
improvement of YOLO series algorithms, there remains sub-
stantial room for further optimization.

To address the issue of overly singular optimizations and 
enable detection algorithms to integrate better into detec-
tion devices, such as drones, facilitating more convenient 
and efficient grid inspection, this paper proposes an algo-
rithm, CDDCR–YOLOv8, which simultaneously satisfies 
lightweight, high-speed, and high-accuracy requirements for 
insulator defect detection. The main contributions of this 
paper are as follows:

(1) Introducing the Coordinate Attention (CA) mecha-
nism module into the YOLOv8 backbone network and 
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replacing the original C2f module with the improved 
C2f_DCN module to enhance the network's feature 
extraction capabilities. This enhancement suppresses 
interference features during detection, thereby improv-
ing target detection accuracy.

(2) Improving the upsampling and downsampling network 
layers in the YOLOv8 neck network by introducing the 
DySample and CGNet_D modules, capturing rich fea-
ture information at different levels to enhance detection 
performance and robustness. In addition, the RepGhost 
module is introduced to redesign the parameter struc-
ture of the Ghost module, making hardware implemen-
tation more efficient and improving model performance 
and efficiency.

(3) Replacing the original CIoU loss function with the 
Wise-IoU (WIoU) loss function to further improve 
detection accuracy, accelerate network convergence 
speed, and enhance detection speed.

(4) Conducting experimental validation of the improved 
algorithm using two data sets: the Chinese Power Line 
Insulator Data Set (CPLID) and a comprehensive data 
set (IPLID) composed of data collected from various 
sources, including Baidu, Google, and public data sets, 
combined with data captured by drones. Using multiple 
data sets for experimental validation helps avoid per-
formance biases or overfitting issues associated with a 
single data set, providing a more comprehensive evalu-
ation of the improved model's performance.

3  Materials and Methods

3.1  Improved Algorithm CDDCR–YOLOv8

Despite the enhancements in detection accuracy and speed 
over YOLOv5 and YOLOv7, YOLOv8 still exhibits cer-
tain limitations. Notably, YOLOv8 may experience missed 
detections when handling small objects, attributed to its 
suboptimal performance under default settings. In addi-
tion, the increased algorithm size of YOLOv8 compared to 
YOLOv5 necessitates a higher consumption of computa-
tional resources and storage space when processing large-
scale images. To address these challenges, this paper pro-
poses an improved detection algorithm, CDDCR–YOLOv8, 
which builds upon the YOLOv8 framework. As illustrated in 
Fig. 1, this algorithm incorporates tailored enhancements to 
the backbone and neck networks of YOLOv8, augmenting 
geometric transformation learning capabilities and refining 
feature extraction accuracy, particularly in complex back-
grounds. Furthermore, by replacing the original CIoU loss 
function with the Wise-IoU loss function, the algorithm 
enhances the alignment between predicted results and 

ground truth values, thereby accelerating the convergence 
speed of the network model.

3.2  Coordinate Attention Module

Based on human visual attention mechanisms, the attention 
mechanism significantly improves the efficiency, speed, and 
accuracy of insulator defect detection. While the SE mod-
ule [23] and the CBAM module [24] offer advantages, they 
have limitations. In contrast, the CA module [25] excels in 
capturing inter-channel information, direction, and position 
awareness. In addition, it is flexible, lightweight, requires 
less computational resources, and exhibits superior perfor-
mance. The basic structure of this module is depicted in 
Fig. 2.

The CA attention mechanism consists primarily of two 
components: coordinate information embedding and coor-
dinate attention. It encodes channel relationships and long-
range dependencies through precise positional information. 
During the coordinate information embedding stage, the 
model integrates the input image feature map with positional 
information to obtain the location information of each pixel. 
Subsequently, these positional details are further processed 
to generate a two-dimensional positional attention map. The 
next stage involves coordinate attention generation. Here, the 
model combines the positional attention map generated in 
the previous stage with the input feature map. Consequently, 
the features of each channel are weighted by attention from 
different positions. Finally, the processed feature map is out-
putted as the model's final result, as shown in the following 
equation:
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Fig. 1  CDDCR–YOLOv8 network structure
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3.3  C2f_DCN Module

The shapes, sizes, and positions of insulator defects vary 
often within a complex background alongside other objects. 
Traditional convolutional approaches struggle with adapt-
ability, leading to difficulties in accurately pinpointing 
insulator defect locations. To overcome this limitation, we 
integrate an enhanced C2f_DCN convolutional module [26] 
into the network architecture, replacing the conventional C2f 
module.

As depicted in Figs. 3 and 4, C2f_DCN utilizes an oper-
ation known as deformable convolution, contrasting with 
traditional convolutional networks. This operation enables 
the addition of a displacement to the regular sampling coor-
dinates, thereby generating new sampling points. Moreo-
ver, it introduces a weighting coefficient ∆m. Specifically, 
it manipulates by introducing learnable offset vectors on a 
regular grid, where each point incorporates a learnable offset 
∆p. This process generates 2N feature maps corresponding 

(1)y
c (i, j) = xc (i, j) × gc

h
(i) × gc

w
(j).

Residual

Re-weight

X-AvgPooling

Concat+Conv2d

BatchNorm+Non-Linear

Conv2d Conv2d

Sigmoid Sigmoid

Y-AvgPooling

Input

Output

C×H×W

C×H×1 C×1×W

Split

C×H×1 C×1×W

C×H×1 C×1×W

C×H×W

C/r×1×(W+H)

C/r×1×(W+H)

Fig. 2  Structure of CA attention mechanism

Fig. 3  Structure of C2f and 
C2f_DCN
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to N input channels. By augmenting offsets during train-
ing, the network's adaptability to targets is enhanced, conse-
quently improving its performance and robustness.

In Fig. 3, C2f denotes the original module in YOLOv8, 
whereas C2f_DCN replaces the bottleneck in the original 
C2f with Bottleneck_DCN. The C2f_DCN module incorpo-
rates cross-layer fusion and gradient clipping mechanisms 
to enable effective cross-layer feature extraction, reduce the 
model size, and improve training performance. The Bottle-
neck_DCN structure consists of two Ghost modules. The 
first Ghost module increases the channels of the input fea-
ture map, providing expansion for subsequent operations. 
The second Ghost module reduces the channels of the out-
put feature map to match the network structure, facilitat-
ing information transfer between the Ghost modules. The 
main distinction between the two Ghost modules is that the 
first is followed by a ReLU activation function, while the 
subsequent layers undergo batch normalization. This design 
reduces model parameters and computational complex-
ity while optimizing feature maps via the Ghost modules, 
enhancing the model's detection efficiency.

The deformable convolutional output features are

3.4  DySample Module

YOLOv8 implements multi-scale detection capability via an 
upsampling module. Given the diversity in object sizes dur-
ing detection, this module merges multi-scale feature maps, 
allowing the model to detect objects of various sizes. Con-
sequently, it enhances detection effectiveness for both small 
and large objects. Nonetheless, the upsampling module in 

(2)y(p) =

k
∑

k=1

wk ⋅ x
(

p + p
k +Δ p

k

)

⋅ mk .

YOLOv8 substantially elevates computational complexity 
and exhibits insensitivity towards detecting small objects.

The Dysample module [27], as depicted in Fig. 5, oper-
ates as follows: given an upsampling factor s and a feature 
map X of size C × H × W, a linear layer with input and output 
channel numbers of C and  2s2, respectively, is employed to 
generate offsets O of size  2s2 × H × W. These offsets are then 
reshaped into 2 × sH × sW using Pixel shuffling [28]. The 
sampling set S is obtained by adding the offsets O to the 
original sampling grid G, that is

The input feature is represented by X, the upsampled fea-
ture by X′, the generated offsets by O, and the original grid 
by G. The sampling set is the sum of the generated offsets 
and the original grid positions. Figure A depicts the struc-
ture with a “static scope factor,” where offsets are generated 
using a linear layer. Figure B outlines the structure with a 
“dynamic scope factor,” where the range factor is first gen-
erated and then utilized to modulate the offsets. ‘σ’ denotes 
the sigmoid function.

The Dysample module eliminates the need for additional 
dynamic convolutions and sub-networks, thus reducing 
parameter count, floating-point operation count (FLOPs), 
GPU memory, and latency. By learning sampling positions, 
it can reconstruct feature maps more accurately, mitigating 
common artifacts and blurring effects often encountered in 
traditional upsampling methods, thereby enhancing image 
clarity. Replacing the original upsampling module with the 
Dysample module has improved the algorithm's computa-
tional complexity and enhanced target detection accuracy.

3.5  Improved CGNet_D Module

CGNet_D [29] is an improved module based on CGNet 
[30], serving as a lightweight contextual guidance network 
primarily designed for semantic segmentation tasks. The 
structure of this module is illustrated in Fig. 6.

Comprising four sub-modules—the local feature extractor 
(floc*), the surrounding context feature extractor (fsur*), the 
joint feature extractor (fjoi*), and the global feature extrac-
tor (fglo*)—the module begins by learning joint features 
from local elements and surrounding contexts. It then uti-
lizes global context to perform channelwise weighting on 
the joint features and enhances information flow through 
residual learning.

Subsampling: The Conv1 × 1 layer initially halves the 
spatial dimensions of the input and adjusts the channel num-
bers accordingly.

(3)O = linear(X),

(4)S = G + O.

Fig. 4  Principle of C2f_DNC
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Feature Integration: This step encompasses the concatena-
tion of local (floc) and surrounding (fsur) features, followed by 
additional processing to effectively merge these elements. Sub-
sequently, downsampling reduces the spatial dimensions of the 
input, with corresponding adjustments made to the Conv1 × 1 
layer and channel numbers. Finally, the global feature layer 
(fglo) is employed to refine these integrated features:

In the equation above, floc*, fsur*, and fjoi* represent the 
local, surrounding, and joint features, respectively. The nota-
tion [floc*,fsur*] signifies the concatenation operation between 
local and surrounding features. PReLU represents Parametric 
Rectified Linear Unit, and BN stands for Batch Normalization.

The global context feature is obtained through the joint fea-
ture, and the expression is as follows:

(5)f ∗
joi

= fjoi
(

f ∗
loc
, f ∗
sur

)

= BN
(

PReLU
([

f ∗
loc
, f ∗
sur

]))

.

(6)f ∗
glo

= fglo

(

f ∗
joi

)

= FC
(

FC
(

GAP
(

f ∗
joi

)))

,

where fjoi* and fglo* represent joint feature and global context 
feature, respectively, GAP represents average pooling, and 
FC represents the fully connected layer.

By weighting the joint feature and the global context fea-
ture at the channel level, the output feature is obtained, and 
the expression is as follows:

where fout* represents output features, fglo* and fjoi* represent 
global context features and joint features,⊙ represent ele-
ment multiplication.

We apply it to the downsampling layer of YOLOv8, 
aiming to effectively utilize contextual information from 
images to enhance the algorithm’s understanding of seman-
tic content, thereby improving the performance of semantic 
segmentation.

3.6  RepGhost Module

The RepGhost module [31] is a novel hardware compo-
nent for deep neural networks, with its bottleneck structure 
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depicted in Fig. 7. By incorporating convolutional layers, 
depthwise separable convolutions, the Squeeze-and-Excita-
tion (SE) mechanism, expanded convolutional layers, batch 
normalization, and ReLU activation functions, these compo-
nents are interconnected or summed to collectively achieve 
efficient feature extraction and reuse within the module 
while maintaining its performance.

3.7  WIoU Loss Function

In neural network training, the loss function plays a cru-
cial role. First, it serves as the optimization objective. By 
minimizing the loss function, neural networks continuously 
adjust their parameters during training to predict unseen data 
more accurately. Second, the value of the loss function can 
also serve as an indicator for evaluating model performance.

The CIoU loss function used in YOLOv8 exhibits the 
following shortcomings:

(1) When there is no intersection between the predicted 
box and the ground truth box, the loss function value 
becomes 0 during training, leading to hindered gradient 
backpropagation and ineffective model learning.

(2) When the predicted box and the ground truth box have 
the same intersection over union (IoU) but are located 

differently, the loss calculated remains the same, mak-
ing it challenging to accurately determine which predic-
tion is more precise.

This paper proposes replacing the CIoU loss function 
with the WIoU loss function [32] to further enhance the 
model's performance. WIoU (Weighted IoU) is a novel IoU 
loss function that introduces focusing coefficients to weight 
the IoU loss. This weighting strategy better reflects the over-
lap between predicted boxes and ground truth boxes, particu-
larly when the predicted box encompasses the ground truth 
box, reducing the loss value.

The definition of Wise-IoU v1 is given by the following 
equation:

Among RWIoU ∈ [1, e)RWIoU ∈ [1, e) , LIoU ∈ [0, 1].
Compared to v1, Wise-IoU v3 introduces a gradient 

amplification allocation strategy with dynamic non-mono-
tonic FM. This strategy enables the model to dynamically 
adjust the strength of gradient amplification based on the 
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quality of samples, thereby enhancing training efficiency and 
performance.

The definition of Wise-IoU v3 is given by the following 
equation:

Among � =
LIoU
∗

LIoU
∈ [0,+∞)� =

LIoU∗

LIoU
∈ [0,+∞) , r = �

� ��−�

.
Utilizing WIOU v3 as the loss function can enhance the 

accuracy and robustness of the model without significantly 
increasing computational burden.

4  Experiment Preparation

4.1  Experimental Environment

During network training, we resize the input image size to 
640 × 640 pixels, set the training epochs to 300, batch size 
to 16, initial learning rate to 0.01, and maximum number of 
working threads to 4. Throughout the experiments, we main-
tain a consistent experimental environment. The configura-
tion of the experimental environment is presented in Table 1.

(10)LWIoUv3 = r LWIoUv1 .

4.2  Data Set

To validate the superiority of our proposed algorithm and 
mitigate potential performance bias or overfitting issues 
stemming from a single data set, we employed two data sets: 
the China Power Line Insulator Data Set (CPLID) [33] and 
the Integrated Power Line Data Set (IPLID) [34], which is 
compiled from various sources including Baidu, Google, 
and public data sets.

The original CPLID data set comprises 600 images of 
normal insulators and 248 images portraying insulator 
defects. Given the data set’s limited size, we employed 
measures to augment the data, thus enhancing the efficacy 
of network algorithms in training and mitigating the risk 

Fig. 7  RepGhost bottleneck 
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Table 1  Experimental environment configuration

Parameter Configuration

Operating system Linux Ubuntu 18.04.6 LTS
CPU Intel(R) Core(TM) i9-10900X CPU @ 

3.70 GHz
GPU NVIDIA GeForce RTX 3080
Video memory 10 GB
Programming language Python 3.8.18
Frame Pytorch1.12.1 + CUDA11.3 + cudnn8.2.0
IED PyCharm
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of overfitting due to insufficient data. Augmentation tech-
niques, including histogram equalization, gamma correc-
tion, spatial domain filtering, and frequency domain filter-
ing, were utilized, resulting in the expansion of the data set 
to over 3500 images, as illustrated in Fig. 8. Subsequently, 
3000 images were selected from this augmented data set for 
use as the experimental data set in this study. These images 
were then divided into training and testing sets in an 8:2 ratio 
to facilitate comprehensive evaluation. The IPLID data set, 
released by Changzhou University and the Chinese Academy 
of Sciences, has been augmented to include 1600 images, as 
depicted in Fig. 9. It encompasses three categories: insula-
tors, pollution flashovers, and fractures. For this study, we 
randomly selected 1440 images from this data set to serve 
as the experimental data set, dividing them into training and 
testing sets at a 9:1 ratio. Employing distinct partitioning 
ratios for the two data sets allowed for a thorough evaluation 
of algorithm performance and the validation of algorithmic 
generalizability.

The data sets were annotated using the CVAT tool. In the 
CPLID data set, annotations were divided into two catego-
ries: “damaged” and “insulator,” while the IPLID data set 

Fig. 8  CPLID data set data 
enhancement

Fig. 9  IPLID data set data enhancement
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annotations encompassed “pollution-flashover,” “broken,” 
and “insulator” categories. Details regarding the allocation 
of training and testing sets are outlined in Table 2.

4.3  Evaluation Index

This paper evaluates the model detection performance 
using metrics, such as Recall, Precision, Average Preci-
sion (AP), Intersection over Union (IoU), and mean Aver-
age Precision at 0.5 Intersection over Union threshold 
(mAP0.5).

Recall measures the proportion of true positive 
instances correctly identified among all actual positive 
instances, reflecting the model's capability to detect all 
true positives. Precision, on the other hand, quantifies 
the accuracy of the model's predictions by assessing the 
proportion of true positive instances among all instances 
classified as positive. Average Precision provides a com-
prehensive assessment by considering both recall and pre-
cision, calculated as the average of recall and precision 
across all classes, offering a more holistic reflection of the 
model's performance. Intersection over Union is a metric 
that gauges the overlap between predicted and ground truth 
bounding boxes, with values closer to 1 indicating higher 
overlap and better localization performance of the model.

The formulas for the calculations mentioned above are 
as follows:

The term “TP” represents the number of accurately 
detected targets, “FP” indicates the number of falsely 
detected samples, and “FN” denotes the number of missed 
detections.

(11)Recall =
TP

TP + FN
,

(12)Precision =
TP

TP + FP
,

(13)AP = ∫
0

1

P(R)dR,

(14)IoU =
DetectionResult ∩ GroundTruth

DetectionResult ∪ GroundTruth
.

Mean Average Precision (mAP0.5) is a crucial evalu-
ation metric in object detection tasks, primarily used to 
measure the performance of algorithms. Specifically, 
mAP0.5 calculates the average precision value across all 
classes for all images under the condition of an Intersec-
tion over Union (IoU) threshold of 0.5.

The calculation formulas are as follows:

Here, N represents the number of categories when labe-
ling the data set.

5  Experimental Results and Analysis

5.1  Confusion Matrix Analysis

The confusion matrix delineates the correspondence 
between the algorithm's predictive outcomes and the true 
labels across various classes within the data set. Analyz-
ing the confusion matrix allows for an insight into the 
algorithm's identification accuracy for each class, thereby 
facilitating the evaluation of its overall and specific category 
performance.

In Fig. 10, the confusion matrix results of YOLOv8 on 
the CPLID data set are presented in sub-figure (a). An exam-
ination of sub-figure a indicates a 96% accuracy in detecting 
insulator defects and a 91% accuracy in identifying regular 
insulator strings. Sub-figure (b) illustrates the confusion 
matrix outcomes of CDDCR–YOLOv8, revealing a 99% 
accuracy in detecting insulator defects and a 92% accuracy 
in identifying typical insulator strings. Consequently, the 
enhanced CDDCR–YOLOv8 algorithm demonstrates a 
3% improvement in detecting insulator defects and a 1% 
enhancement in identifying standard insulator strings.

Figure 11 presents the confusion matrix outcomes of 
YOLOv8 on the IPLID data set in sub-figure (a). Analysis of 
sub-figure a reveals a 72% accuracy in predicting flashover 
insulators, an 81% accuracy in identifying damaged insula-
tors, and a 100% accuracy in recognizing normal insulator 
strings. Sub-figure (b) depicts the confusion matrix results 
of CDDCR–YOLOv8, indicating a 77% accuracy in predict-
ing flashover insulators, a 90% accuracy in identifying dam-
aged insulators, and a 100% accuracy in recognizing nor-
mal insulator strings. Hence, the refined CDDCR–YOLOv8 
algorithm exhibits a 5% enhancement in predicting flashover 
insulators and a 9% improvement in identifying damaged 
insulators.

By comparing the pre- and post-improvement confusion 
matrices from both the CPLID and IPLID data sets, the 

(15)mAP =

∑N

i=1 A Pi

N
.

Table 2  Training set and test set partitioning of CPLID and IPLID 
data sets

Data CPLID data set IPLID data set

Training set 2400 1296
Test set 600 144
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superiority of the enhanced CDDCR–YOLOv8 algorithm's 
performance has been validated.

5.2  PR Curve Analysis

The Precision–Recall (PR) curve depicts the association 
between precision and recall. In this representation, ‘P’ 
represents precision, and ‘R’ signifies recall. Precision is 
mapped on the vertical axis, whereas recall is on the hori-
zontal axis. Each point along the curve denotes the precision 
and recall values of the algorithm at varying thresholds. In 

general, the closer the PR curve approaches the upper-right 
corner, the higher the algorithm’s performance.

Figure  12 displays the PR curves of YOLOv8 and 
CDDCR–YOLOv8 on the CPLID data set in sub-figures 
(a) and (b), respectively. The enhanced algorithm achieves 
a 1.6% improvement in the mean Average Precision 
(mAP@0.5) for predicting insulator defects over YOLOv8. 
Moreover, it records a 0.3% increase in mAP@0.5 for pre-
dicting normal insulator strings, culminating in an overall 
improvement of 0.9%.

(a) YOLOv8 (b)

Fig. 10  Confusion matrix of original algorithm and improved algorithm in CPLID data set

(a) YOLOv8 (b)

Fig. 11  Confusion matrix of original algorithm and improved algorithm in IPLID data set
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As illustrated in Fig. 13, sub-figure (a) displays the PR 
curve of YOLOv8 on the IPLID data set, while sub-fig-
ure (b) exhibits that of CDDCR–YOLOv8. The improved 
algorithm demonstrates a 5.6% increase in the mean 
Average Precision (mAP@0.5) for predicting flashover 
insulators compared to YOLOv8. In addition, it show-
cases a 7.6% enhancement in mAP@0.5 for predicting 
damaged insulators, resulting in an overall improvement 
of 4.4%.

In both the CPLID and IPLID data sets, the improved 
algorithm demonstrates a substantial increase in the average 
precision at an IoU threshold of 0.5 (mAP@0.5). Moreo-
ver, its PR curves are significantly closer to the upper-right 
corner in comparison to YOLOv8, thereby reinforcing its 
superior performance.

5.3  Ablation Experiment

To assess the impact of the proposed enhancement mod-
ules on the performance of the detection algorithm, we con-
ducted ablation experiments using YOLOv8n as the baseline 
model on both the CPLID and IPLID data sets. The experi-
ments involved the inclusion of CA, C2f_DCN, DySam-
ple, CGNet_D, RepGhost, and WIoU modules, where “ × ” 
indicates the absence of the module and “√” denotes its 
inclusion.

The ablation experiment results on the CPLID data set, as 
depicted in Table 3, reveal that incorporating the CA mod-
ule results in a minor decline in both precision and recall. 
However, there is an enhancement in the mean Average 
Precision (mAP@0.5). Subsequently, the stepwise addition 

(a) Precision-recall curve of YOLOv8 (b) Precision-recall curve of CDDCR-YOLOv8

Fig. 12  PR curves in CPLID data set before and after algorithm improvement

(a) Precision-recall curve of YOLOv8 (b) Precision-recall curve of CDDCR-YOLOv8

Fig. 13  PR curves in IPLID data set before and after algorithm improvement
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of various modules leads to a steady increase in precision 
and recall. Upon the inclusion of the WIoU loss function, 
the final fusion of modules results in improvements across 
precision, recall, and mAP@0.5.

The results of the ablation experiments on the IPLID data 
set are presented in Table 4. The experimental findings indi-
cate that upon integrating the CA module, there is a decrease 
in precision by 4.9%. However, there are respective increases 
in recall and the mean Average Precision (mAP@0.5) by 
0.6% and 2.7%. Subsequently, with the gradual inclusion 
of the C2f_DCN and DySample modules, there are slight 
improvements in precision by 0.1% and 0.2% compared to 
the previous modules. Upon incorporating the enhanced 
CGNet_D module, precision significantly improves, accom-
panied by steady increases in recall and mAP@0.5. Finally, 
with the addition of the WIoU loss function, precision 
reaches 93.4%, equivalent to that of the original YOLOv8 
algorithm. However, the enhanced algorithm demonstrates 
notable improvements in recall and mAP@0.5 compared 
to the original YOLOv8 algorithm, increasing by 5.2% and 
4.4%, respectively.

Through ablation experiments conducted on both the 
CPLID and IPLID data sets, we have validated the effective-
ness and efficiency of the proposed enhancement modules.

5.4  Loss Function Analysis

The loss function not only enhances the accuracy of the 
detection algorithm but also accelerates the convergence 

speed of the network, thereby improving training efficiency, 
enhancing real-time detection capabilities, and bolstering the 
algorithm’s robustness.

The curves in Fig. 14 compare the WIoU (Wise-IoU) loss 
function with the original loss function on both the CPLID 
and IPLID data sets in sub-figures (a) and (b), respectively. 
It is evident from the plots that the WIoU loss function 
achieves a significantly faster convergence speed, result-
ing in a substantial improvement in the performance of the 
enhanced algorithm.

5.5  Comparative Experiments of Different 
Algorithms

To further validate our improved algorithm’s performance, 
we selected popular and widely used algorithms: YOLOv3-
tiny, YOLOv5, YOLOv6, YOLOv7-Tiny, and YOLOv8 
for comparative experiments. We conducted these experi-
ments with corresponding literature[14, 16, 19, 35, 36], and 
[37–39] using the same original data sets. These algorithms 
and experiments represent significant advancements in com-
plex environment detection, providing robust references for 
our research. The experimental results appear in Tables 5 
and 6.

Based on the experimental results, on the CPLID data set, 
our improved algorithm shows significant improvements in 
accuracy compared to other mainstream algorithms, such 
as YOLO3-tiny, YOLOv5, YOLOv6, YOLOv7-Tiny, and 
YOLOv8, with increases of 13.8%, 1.8%, 3.5%, 2.2%, and 

Table 3  Results of ablation experiments in the CPLIP data set

Model CA C2f_DCN DySample CGNet_D RepGhost WIoU Precision/% Recall/% mAP@0.5/%

 ×  ×  ×  ×  ×  × 96.7 93.9 96.6
√  ×  ×  ×  ×  × 96.2 92.1 96.7
√ √  ×  ×  ×  × 96.5 92.3 96.7

YOLOV8n √ √ √  ×  ×  × 96.7 92.4 96.8
√ √ √ √  ×  × 96.8 92.7 96.9
√ √ √ √ √  × 96.8 93.4 96.7
√ √ √ √ √ √ 96.9 94.3 97.5

Table 4  Results of ablation experiments in the IPLIP data set

Model CA C2f_DCN DySample CGNet_D RepGhost WIoU Precision/% Recall/% mAP@0.5/%

 ×  ×  ×  ×  ×  × 93.4 79.6 86.2
√  ×  ×  ×  ×  × 88.5 80.2 88.9
√ √  ×  ×  ×  × 88.6 80.3 89.1

YOLOV8n √ √ √  ×  ×  × 88.7 81.6 89.3
√ √ √ √  ×  × 90.1 81.9 89.2
√ √ √ √ √  × 91.7 82.9 89.8
√ √ √ √ √ √ 93.4 84.8 90.6
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0.2%, respectively. Recall and mAP@0.5 also exhibit cor-
responding enhancements. When compared to the improve-
ment algorithms in references [14, 16, 35], our algorithm 
demonstrates accuracy improvements of 8.47%, 0.4%, 
and 2.1%, respectively, with corresponding mAP@0.5 

enhancements of 9.07%, 0.5%, and 4.5%. The GFLOPs 
reduced significantly from 29.3 to 8.0 compared to the 
improvement algorithm in reference [19], resulting in a 
considerable decrease in computational complexity. On the 
IPLID data set, our improved algorithm achieves comparable 
accuracy to the YOLOv8 algorithm but surpasses it in recall 
and mAP@0.5 by 5.2% and 4.4%, respectively. Compared to 
other mainstream algorithms, there are substantial improve-
ments in accuracy, recall, and mAP@0.5. Furthermore, com-
pared to the improvement algorithm in reference [36], our 
algorithm achieves a 1.9% increase in mAP@0.5. Relative 
to the improvement algorithm in reference [16], our algo-
rithm demonstrates improvements of 7.3%, 7.1%, and 7.8% 
in accuracy, recall, and mAP@0.5, respectively, while slight 
enhancements are observed compared to the improvement 
algorithm in reference [37].

In the CPLID data set, we compared our results with the 
most recent studies [38, 39]. According to Table 5, the algo-
rithm in [38] has slightly higher precision and recall than our 
improved algorithm. However, it does not test for average 
precision, computational complexity, and FPS, which limits 
its comprehensiveness and does not sufficiently demonstrate 
its superiority. Our improved algorithm, CDDCR–YOLOv8, 
exhibits improvements in several evaluation metrics, prov-
ing its advantages. Compared to the latest findings in [39], 
our improved algorithm achieves an increase of 6.4% in 
precision and 9.35% in average precision. This substantial 
improvement demonstrates the superior performance of our 
algorithm in detecting insulator defects.

To provide a clearer insight into the superior mAP per-
formance of our improved algorithm, we conducted visual 
comparisons with other algorithms on the CPLID and 
IPLID data sets. The comparative outcomes are illustrated 
in Figs. 15 and 16: with Fig. 15a presenting the comparison 
curves of different algorithms on mAP@0.5, and Fig. 15b 
depicting the comparison curves of different algorithms on 
mAP@0.5:0.95. From the plotted curves, it is evident that 

Fig. 14  Loss function contrast 
curves in CPLID and IPLID 
data set

(a) CPLID data set of training loss curves (b) IPLCD data set of training loss curves

Table 5  Comparison of experimental results of different algorithms 
in CPLID data set

Model P/% R/% mAP@0.5/% GFLOPs FPS

YOLOv3-tiny 83.1 92.9 93.5 12.9 96.2
Literature [14] 88.43 – 88.43 – –
YOLOv5 95.1 93.3 96.8 7.1 74.6
ML-YOLOv5 [16] 96.5 94.7 97.0 9.0 63.6
Literature [35] 94.8 91.9 93.0 15.65 –
YOLOv6 93.4 92.7 95.8 11.8 78.7
YOLOv7-tiny 94.7 93.5 96.9 13.0 59.9
YOLOv8 96.7 93.9 96.6 8.2 80.6
YOLOv8s-SwinT [19] – – 97.7 29.3 88.0
Literature [38] 99.2 95.7 – – –
Literature [39] 90.5 – 88.15 – –
Ours 96.9 94.3 97.5 8.0 84.0

Table 6  Comparison of experimental results of different algorithms 
in IPLID data set

Model P/% R/% mAP@0.5/% GFLOPs FPS

YOLOv3-tiny 87.5 76.8 80.3 12.9 96.2
YOLOv5 87.4 81.6 86.1 7.1 74.6
ML-YOLOv5 [16] 86.1 77.7 82.8 9.0 63.6
YOLOv6 89.2 79.5 83.3 11.8 78.7
YOLOv7-tiny 87.2 78.5 83.8 13.0 59.9
Literature [36] – – 88.7 8.6 -
YOLOv8 93.4 79.6 86.2 8.2 80.6
Literature [37] 93.2 84.3 90.0 – –
Ours 93.4 84.8 90.6 8.0 84.0
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our improved algorithm outperforms other algorithms on 
both data sets.

Comparison experiments on the CPLID and IPLID 
data sets demonstrate that our improved algorithm, 
CDDCR–YOLOv8, outperforms the original YOLOv8 
algorithm and other comparison algorithms across various 
metrics. Our algorithm exhibits significant enhancements in 
accuracy, recall, and average precision while also reducing 
computational complexity. The complexity has been lowered 
to 8.0, effectively conserving memory and energy consump-
tion, thus enhancing overall detection efficiency. Further-
more, our improved algorithm achieves 84 FPS, meeting 
the requirements for embedding in detection devices for 
real-time detection, which substantially impacts industrial 
applications.

5.6  Visualization of Detection Results

To evaluate the effectiveness of our improved algorithm in 
detecting insulator defects, we randomly selected images of 
insulator defects from two data sets for detection, as shown 
in Figs. 17 and 18.

In the CPLID data set, (a1), (b1), and (c1) represent 
YOLOv8 detections in normal, hazy, and dark environments, 
while (a2), (b2), and (c2) depict the enhanced algorithm 
CDDCR–YOLOv8 detections in those environments. The 
results show an 11% higher confidence in insulator defect 
detection by the improved algorithm compared to YOLOv8 
in normal conditions, a 4% increase in dark environments, 
and a remarkable 43% improvement in hazy conditions. This 
confirms the algorithm’s superiority in detecting insulator 
defects in complex scenarios, highlighting its exceptional 
interference resistance.

(a) mAP@0.5 of various algorithms (b) mAP@0.5:0.95 of various algorithms

Fig. 15  Comparison curves between mAP@0.5 and mAP@0.5:0.95 of different algorithms in CPLID data set

(a) mAP@0.5 of various algorithms (b) mAP@0.5:0.95 of various algorithms

Fig. 16  Comparison curves between mAP@0.5 and mAP@0.5:0.95 of different algorithms in IPLID data set
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In the IPLID data set, (a1), (b1), and (c1) represent the 
detection results of YOLOv8, whereas (a2), (b2), and (c2) 
denote the detection outcomes of the enhanced algorithm 
CDDCR–YOLOv8. Upon comparing (a1) with (a2), a 
noticeable enhancement of 6% in confidence is discerned 
in the improved algorithm's detection of damaged insula-
tors compared to YOLOv8. Contrasting (b1) with (b2), it 

is evident that YOLOv8 exhibits conspicuous instances of 
missed detections for damaged insulators, a shortcoming 
effectively addressed by the improved algorithm. Finally, 
juxtaposing (c1) with (c2) reveals that YOLOv8 displays a 
higher frequency of missed detections for flashover insu-
lators, whereas the enhanced algorithm almost entirely 
captures flashover insulators with heightened confidence 

(a1) (b1) (c1)

(a2) (b2) (c2)

YOLOv8

CDDCR-YOLOv8

Fig. 17  Results of insulator defects were detected in CPLID data set before and after the algorithm improvement

(a1)

(a2)

(b1) (c1)

(b2) (c2)

YOLOv8

CDDCR-YOLOv8

Fig. 18  Results of insulator defects were detected in IPLID data set before and after the algorithm improvement
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levels surpassing those of YOLOv8. This underscores the 
versatility of the improved algorithm and its efficacy in 
detecting various insulator defects.

6  Conclusion

Through enhancements in the convolutional modules 
within the backbone network of YOLOv8, coupled with 
the integration of the CA attention mechanism, and opti-
mizations in the structure of the upsampling and down-
sampling layers within the neck network, alongside the 
introduction of RepGhost lightweight modules to replace 
the neck convolutions, we propose an improved algorithm, 
namely, CDDRC–YOLOv8. In addition, we employ the 
WIoU loss function to enhance detection speed and con-
vergence rate. Experimental results demonstrate that com-
pared to traditional algorithms, our proposed improvement 
algorithm can more effectively detect insulator defects 
in various complex environments. Moreover, it exhibits 
diversity and achieves higher detection accuracy for dif-
ferent types of insulator defects, displaying robustness and 
generalization capabilities. We validate the performance of 
the improved algorithm using two data sets, thus avoiding 
issues of sample imbalance and incompleteness caused by 
biases during sampling or collection processes, thereby 
better assessing the generalization ability and performance 
of the improved algorithm. Furthermore, with a GFLOPs 
of only 8 and an FPS reaching 84, the algorithm meets 
real-time monitoring requirements effectively, laying a 
solid groundwork for embedding the algorithm into detec-
tion devices, such as drones.
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