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Abstract
As the number of identified proteins has expanded, the accurate identification of proteins has become a significant challenge 
in the field of biology. Various computational methods, such as Support Vector Machine (SVM), K-nearest neighbors (KNN), 
and convolutional neural network (CNN), have been proposed to recognize deoxyribonucleic acid (DNA)-binding proteins 
solely based on amino acid sequences. However, these methods do not consider the contextual information within amino 
acid sequences, limiting their ability to adequately capture sequence features. In this study, we propose a novel approach 
to identify DNA-binding proteins by integrating a CNN with bidirectional long-short-term memory (LSTM) and gated 
recurrent unit (GRU) as (CNN-BiLG). The CNN-BiLG model can explore the potential contextual relationships of amino 
acid sequences and obtain more features than traditional models. Our experimental results demonstrate a validation set 
prediction accuracy of 94% for the proposed CNN-BiLG, surpassing the accuracy of machine learning models and deep 
learning models. Furthermore, our model is both effective and efficient, exhibiting commendable classification accuracy 
based on comparative analysis.

Keywords Deep learning · Convolutional neural network · Gated recurrent unit · Long-short term memory · DNA-binding 
protein · Protein classification

1 Introduction

The family of macromolecules called DNA-binding proteins 
(DBPs) are essential for many biological functions, includ-
ing gene control, DNA replication, repair, and recombina-
tion [1, 2]. Their importance includes essential biological 
processes such as alternative splicing, methylation, and RNA 
editing [3]. Understanding the relationships between DBPs 
and DNA becomes essential given their crucial function 
in biological processes [4]. Interestingly, DBP also has a 
significant impact on human health. Some variations have 
been linked to cancer and other chronic diseases, while oth-
ers have contributed to the design of drugs, including ster-
oids, anti-inflammatories, and antibiotics [5]. Recent studies 
showing that more than 3% of eukaryotic and prokaryotic 
proteins can bind DNA highlights the existence of DBP-
DNA interactions and the ubiquity of DBPs in biological 
systems [6, 7]. However, many obstacles stand in the way 
of identifying and characterizing DBP. Conventional experi-
mental techniques, such as X-ray crystallography and filter 
binding assays, can be expensive and time-consuming [8]. 
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On the other hand, computational methods offer a viable 
route to rapid and cost-effective detection of BPD [1].

The categorization and identification of DNA-binding 
proteins is critical to understanding several biological 
processes, such as transcriptional control, DNA repair, and 
gene regulation [9, 10]. Conventional protein classification 
methods often rely on human-like feature creation and 
shallow learning strategies, which may not be able to fully 
capture the complex relationships and patterns observed in 
protein sequences [11, 12]. Recent developments in deep 
learning have shown the potential to address this difficulty by 
enabling the direct extraction of meaningful representations 
from raw sequence data, thereby leading to more accurate 
and efficient categorization [13]. For example, the work 
of Koo and Ploenzke [14] illustrated the promise of these 
approaches for understanding complex biological processes 
by demonstrating the effectiveness of deep learning models 
in predicting the DNA sequence specificity of transcription 
factors. Computational methods using machine learning 
(ML) and deep learning (DL) techniques have the potential 
to change the categorization of DBPs by providing rapid 
and accurate predictions [15–17]. The rapid advancement 
progress of DL made in the early 2000s is well positioned 
to meet the challenges of bioinformatics, particularly 
using the enormous potential of biological big data [18]. 
Convolutional neural networks (CNN) have been an effective 
tool in this context, particularly in the field of genomics 
research [19]. By processing genomic data as fixed-length 
1D sequences, CNNs can be adapted to perform tasks such 
as occupancy prediction and motif identification [20].

Many computational methods have been developed 
to discover DNA-binding proteins (DBPs) from base 
sequences, but each presents its difficulties [21, 22]. Key 
phases of these strategies include creating effective feature 
sets and selecting appropriate machine learning algorithms 
[23]. For DBP prediction, conventional machine learning 
models such as Support Vector Machine (SVM) and Random 
Forest (RF) have been widely used. For example, Jia et al. 
successfully integrated the features of position-specific 
scoring matrices (PSSM) with RF to create the KK-DBP 
method, which achieved a success rate of 81.22% Jia et al. 
[24]. SVM with multiple kernel learning was used by Qian 
et al. [25] to outperform previous techniques on benchmark 
datasets. To improve the accuracy of DBP predictions, Sang 
et al. [26] and Wang et al. [27] respectively, adopted SVM 
and Hidden Markov Model (HMM) profiles. Similarly, Ma 
et al. [28] presented the DNABP method for DBP detection, 
which combines RF classifiers and hybrid features. In 
addition, several sequence-based methods and web servers, 
such as (MK-FSVM-SVDD) [29], (DBPPred-PDSD) [30], 
(MSFBinder) [31] (Local-DPP) [32], (HMMBinder) [33], and 
(SVM-PSSM-DT) [34], have been developed for identification 
of DBPs. On the other hand, huge datasets are a limitation for 

classical ML algorithms, and feature extraction, training, and 
prediction require specialized knowledge [35].

DL has recently been successfully used for a variety 
of massive dataset categorization challenges [36]. When 
computing vast amounts of DNA sequence data, DL 
technology offers incomparable benefits. For example 
[35] introduced a deep learning model named KEGRU, a 
model that merges the Bidirectional GRU network with 
k-mer embedding to detect TF binding sites. Researchers 
[37] predicted DBPs from primary protein sequences 
by comparing the accuracy of the model in a DL-based 
procedure and counting prediction analysis of precision, 
recall, f-measure, and false discovery rate of the protein 
sequence. Zhang et al. [38] have introduced a novel predictor, 
coined as ENSEMBLE-CNN. This predictor amalgamates 
instance selection and bootstrapping methodologies to 
forecast imbalanced DNA-binding sites from protein 
primary sequences. Moreover, ENSEMBLE-CNN has 
attained exceptional prediction accuracy and has surpassed 
the performance of currently existing sequence-based 
protein-DNA binding site predictors. Correspondingly, the 
researcher [39] used artificial Recurrent Neural Networks 
(RNNs) for the direct classification of protein function based 
solely on primary sequence, without the need for sequence 
alignment, heuristic scoring, or feature engineering. A DL 
neural network for DNA sequence classification based on 
spectral sequence representation is presented by [40]. This 
demonstrated that the DL approach outperformed all the 
other classifiers when considering the classification of small 
sequence fragments 500 bp long. The researchers [41] started 
their study by examining the prior classification approaches, 
namely alignment methods, and highlighting their 
limitations. They subsequently delve into the realm of DL, 
encompassing artificial neural networks and hyperparameter 
tuning. Finally, they showcase the latest state-of-the-art 
DL architectures utilized in the classification of DNA. 
Furthermore, the researcher [42] presented two distinct DL 
approaches, namely DeepDBP-ANN and DeepDBP-CNN, 
for the detection of DBPs. These methods have demonstrated 
exceptional performance on standard benchmark datasets, 
thereby establishing new benchmarks for this task.

The Convolutional Neural Network-Bidirectional Long 
Short-Term Memory (CNN-BiLSTM) model acquires more 
features than conventional models and examines the potential 
contextual correlations of amino acid sequences [43]. The 
earlier researcher [1] presented a DL technique for identifying 
DBPs using CNN and Long Short-Term Memory (LSTM) 
neural networks with binary cross-entropy for network quality 
assessment. The earlier researchers [38] developed a two-
level predictor called DeepDRBP-2L by fusing the LSTM 
and CNN to identify DBPs, and RBPs. The researchers [44] 
presented a novel framework called MPPIF-Net that utilized 
DL with multilayer bi-directional LSTM to accurately identify 
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Plasmodium falciparum parasite mitochondrial proteins, 
outperforming existing approaches. The researcher [45] 
introduced the PDBP-Fusion method, which utilized DL 
techniques to predict DBPs by incorporating local features 
and long-term dependencies from primary sequences with a 
Bi-LSTM network and a CNN. They apply the method on 
the PDB2272 independent dataset and an online server to 
improve DBP prediction. The researcher [46] used a transfer 
learning method to transfer samples and build data sets, where 
two features were retrieved from a protein sequence and two 
traditional transfer learning methods were compared. The 
last phase involved creating a DL neural network model that 
took advantage of attention mechanisms to find DBPs. The 
researcher [35] proposed a hybrid deep learning framework 
called DeepD2V for predicting transcription factor binding 
sites from DNA sequences. The method combines a sliding 
window method with word2vec-based k-mer distributed 
representation, recurrent neural networks, and convolutional 
neural networks. To categorize the transcription factor 
proteins of primates, researchers [47] suggested a deep 
learning model that combines a Word2Vec preprocessing 
step with a hybrid structure of RNN-based LSTM and GRU 
networks.

Existing methods for classifying DNA-binding proteins 
are limited because they cannot extract features from amino 
acid sequences and ignore contextual information [48].
These methods often overlook important patterns suggesting 
DNA binding properties by failing to capture contextual 
interactions between amino acids. Additionally, the complex 
nature of DNA–protein interactions poses a challenge, 
as available methods may not fully capture the range of 
structural and functional properties displayed by DNA-
binding proteins. Furthermore, there is a pressing demand 
to improve the prediction performance in this identification 
process because DNA-binding proteins are important for 
various applications in molecular biology and bioinformatics 
[49]. These challenges are addressed by the proposed 
method, which combines convolutional neural networks 
(CNN) with bidirectional long short-term memory (LSTM) 
and gated recurrent unit (GRU) layers [50]. This allows 
contextual dependencies within amino acid sequences to be 
captured and potential interactions between amino acids to 
be explored. Experimental results indicate that this improves 
feature extraction and increases prediction accuracy.

Amidst the tricky challenges and exciting opportunities 
that the study of DNA-binding proteins (DBPs) presents, 
our goal is simple: to create a new computational method 
that eliminates the drawbacks of old-fashioned experiments. 
We are developing a new method that mixes different types 
of smart layers with neural networks. By paying attention 
to the small details of amino acid sequences, we hope to 
make better guesses about proteins and extract properties 
more accurately. Our goal is to prove that this new method 

works well by testing it extensively, which could advance 
our understanding of biology and bioinformatics. We built 
a special DBP sorting framework, and we refined it to be 
extremely accurate and efficient. Our results show that this 
method is very powerful, as it helps us discover hidden 
patterns in large data sets. Ultimately, our project is not 
only about solving today's problems, it is also about opening 
doors to great discoveries in biology and bioinformatics.

2  Materials and Methods

We categorize DNA binding proteins (DBPs) using a novel 
CNN-BiLG architecture. Data quality and consistency are 
ensured by careful data collection, which involves obtaining 
a diverse dataset of DBP-related protein sequences from reli-
able sources and then going through rigorous preprocessing 
steps such as sequence alignment and deduplication. We then 
present the CNN-BiLG architecture, a state-of-the-art neural 
network framework that efficiently captures local and global 
features of protein sequences by combining CNNs and bidi-
rectional long-term memory layers. For a deep understanding 
of the temporal properties of data, CNN layers use convolu-
tional filters to extract local features, while BiLSTM layers 
record sequential dependencies within sequences. The mod-
el's ability to detect meaningful patterns in input sequences 
is improved using feature fusion methods to combine fea-
tures generated by the CNN and BiLSTM layers. Predictions 
for protein classification are generated by the classification 
head, which uses the fused features and is composed of fully 
linked layers with softmax activation. We use cross-validation 
methods to measure the robustness and generalizability of the 
proposed framework, and we calculate conventional metrics 
such as recall, accuracy, precision, and F1 score to measure 
its performance. Furthermore, to prove its effectiveness and 
excellence, the CNN-BiLG architecture is tested in protein 
classification tasks against baseline models and state-of-the-
art methods. The CNN-BiLG architecture is visually repre-
sented in the following schematic diagram (Fig. 1), which 
shows the flow of information through the many levels and 
components of the framework. We hope that by providing 
this comprehensive technology, we can help improve com-
putational tools for biological research and drug discovery by 
improving protein categorization.

2.1  Data Acquisition and Preparation

The dataset has been taken from [1], which extracted pro-
tein sequences from the Swiss-Prot dataset [51], a widely 
recognized database of protein sequences and associated 
functional information. Specifically, the raw dataset was 
derived from the 2016.5 release version of Swiss-Prot and 
comprised 551,193 proteins. To isolate DBPs, the authors 
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[1] conducted a keyword search for sequences containing the 
term “DNA-Binding” and applied a size filter to remove those 
with either a length less than 40 or greater than 1000 amino 
acids. Ultimately, a collection of 42,257 protein sequences 
was identified as positive samples. To generate negative 
samples, 42,310 non-DBPs were randomly selected from 
the remaining dataset using the query condition molecule 
function and length. The positive and negative samples were 
subsequently divided into training and testing sets, with 80% 

of the data assigned for training purposes and the remainder 
used for testing, as listed in Table 1.

Notably, conventional sequence-based classification 
methods frequently encounter the issue of over-fitting due to 
the existence of redundancy in the training dataset, leading 
to inflated performance metrics. To tackle this problem, the 
authors [1] utilized the CD-HIT tool with a threshold value 
of 0.7 to remove sequence redundancy.

2.2  Data Pre‑processing

In DL models, all input and output variables must be 
numerical; hence, before model fitting and evaluation, data 
must be converted from categorical to numerical format. 
The two most prevalent techniques for encoding categorical 
variables are one-hot encoding and ordinal encoding. In the 
proposed architecture, we implemented the one-hot encoding 
technique, in which binary vectors represent the categorical 
variables. To accomplish this, the categorical values must first 
undergo conversion into integer numbers. The index of the 

Fig. 1  Overview of the proposed hybrid architecture for DNA binding proteins classification

Table 1  Optimized dataset splitting strategy for protein sequence 
classification, symmetry between DNA-binding and non-DNA-bind-
ing samples

Data set DNA-binding Non-DNA-binding Total

Original set 42,257 42,310 84,567
Train set 33,805 33,848 67,653
Test set 8452 8462 16,914
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integer, denoted with a 1, is used to depict each integer value 
as a binary vector, with all other values represented as zero. It 
is noteworthy that the outcome is not influenced by the protein 
sequence encoding, although assigning a regular number to 
each amino acid results in the encoding technique creating 
a digital vector of a protein sequence with a predetermined 
length, as shown in Table 2.

The vector space model is a critical concept in Natural 
Language Processing (NLP) that enables the representation of 
words in a continuous vector space. The embedding technique 
is commonly employed to map semantically related phrases to 
semantically related places in vector space. A weight matrix is 
added to the one-hot vector from the left to achieve this, with 
the weight matrix Wϵ  Rd X|V| dimension being determined by 
Eq. 1, which accounts for the number of distinct symbols in the 
lexicon represented by |V|. The output of the embedding layer 
is a series of dense real-valued vectors such as  (V1,  V2...  Vn), 
each having a fixed vector length. The output vector length in 
the embedding layer is 8 × 1, and the sequence is transformed 
into an 8 × 8 matrix due to layer proteins [52].

(1)Vn = WXn

2.3  Feature Extraction via CNN

In this study, we utilize the CNN algorithm of DL to extract 
hidden useful information from proteins. The CNN is a feed-
forward neural network comprising neurons that respond to 
the surrounding units in a part of the coverage, making it an 
excellent performer for data feature extraction. The CNN 
operates using forward propagation to calculate the output 
value and backpropagation to adjust the weights and biases. It 
is composed of five layers, namely, the input layer, convolution 
layer, pooling layer, full connection layer, and output layer 
[53].

The input layer of the CNN is responsible for receiving 
the data, while the output layer is responsible for producing 
the final output of the network. The convolution layer of 
the CNN is responsible for identifying patterns in the data. 
By applying filters to the input data, the convolution layer 
can detect features that are relevant to solving the problem 
at hand. The pooling layer of the CNN is responsible for 
reducing the dimensionality of the data. By removing 
extraneous information from the data, the pooling layer can 
reduce the size of the network, improving its performance. 
The fully connected layer is essentially fed forward neural 
networks that compose the network's last few levels [41].

In this study, convolutional neural networks can process 
the encoded amino acid sequence since it was transformed 
into a fixed-size two-dimensional matrix as it traveled 
through the embedding layer. The proposed CNN comprises 
three 1-D convolution layers and three max-pooling layers, 
which serve as non-linear activation layers to decrease the 
feature map size. More details about the parameters of each 
layer are given in Table 3.

2.4  Long Short‑Term Memory (LSTM) 
and Bidirectional LSTM (biLSTM)

LSTM is a type of RNN. The addition of “gates” by LSTM 
allows it to filter out memory regions that are unimportant 
to prediction and to regulate the degree of influence of data 
from the previous and current stages. More flexible memory 
control is possible because of this method [38].

The internal structure review of LSTM contains the 
memory ell, which directly relates to (Hst−1) , the time, and 
the successive state (Xst) h controls the internal state v or 
hatted to be upgraded. There are three gates in the LST 
subscripts structure input gates (Nst) forget gates (Fst) and 
output gate (Ost) as shown in Fig. 2a. The mathematical 
notation of these gates is as follows:

(2)eNst = �
(

Wn

[

Hst−1, Xst

]

+ bn

)

(3)Forget gateFst = �
(

Wf

[

Hst−1, Xst

]

+ bf

)

Table 2  Encoding amino acids: transforming categorical variables 
into digital vectors for predetermined length protein sequences

Amino acids Letters Code

Alanine A 1
Cysteine C 2
Aspartic D 3
Glutamic E 4
Phenylalanine F 5
Glycine G 6
Histidine H 7
Isoleucine I 8
Lysine K 9
Leucine L 10
Methionine M 11
Asparagine N 12
Proline P 13
Glutamine Q 14
Arginine R 15
Serine S 16
Threonine T 17
Valine V 18
Tryptophan W 19
Tyrosine Y 20
Illegal Amino acids B, U, J, Z, O 22, 23, 24, 25, 26
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(4)Output gateOst = �
(

W0

[

Hst−1, Xst

]

+ b0

)

where (Wn , Wf , Wo ) are the weight matrices for the input, 
forget, and output gates, respectively. (bn , bf ), and (bo) e the 
bias vectors for the corresponding gates, and σ is the sigmoid 
function. The input gate (Nst) determines which values to 
update, while the forget gate (Fst) determines which values 
to forget. The output gate (Ost) determines which values to 
output from the memory cell. LSTM provides a practical 
solution to the difficulties encountered in RNNs, particularly 
in the storage and processing of long sequences. Using mem-
ory cells and gates, LSTM can effectively learn and store 
information while avoiding the vanishing gradient problem. 
An addition to LSTM called BiLSTM starts from the final 
timestep of the forward recurrence and moves backward to 
the first timestep of the forward recurrence.

Thus, it is possible to record the knowledge in the 
“future” stages and use it to support predictions at earlier 
time steps [37]. In the proposed method, we use BiLSTM 
with a dropout of 0.3 to reduce the gap between training 
and validation.

2.5  Gated Recurrent Unit (GRU) and Bidirectional 
GRU (BiGRU)

The GRU is a type of sequential model specifically designed 
to tackle the issue of long-term dependencies. These 
dependencies can lead to the problem of vanishing gradients in 
larger, more traditional neural networks. The issue is resolved 
by the retention of previous time point memory to enhance 
the network's ability to make more accurate predictions in the 
future. The construction of gates is a focal point for GRU, as 
they regulate information processing and storage and enable 
the network's hidden states to be modified and disregarded. 
The update gate in GRU's internal structure review decides 
what data to discard and what new material to add, while the 
reset gate decides how much past knowledge to remove [35]. 
In Fig. 2b, the update gate ( zt ), reset gate ( rt ), applicant hidden 
state ( h∼

t
 ) of the presently hidden node ( ht ) current hidden 

state  (ht), current neural network input ( xt ), and previously 
hidden state ht−1 ) are all denoted. The whole set of calculation 
Eqs. (5–8) is shown below. The sigmoid activation function 
ranges from 0 to 1. It assesses the value of earlier data before 
applying it to the candidate for the current value. The matrix's 
Hadamard product, shown by the circular dot (⊙), produces 
an output between 0 and 1. Filtering the prior cell state ( ht−1 ) 
and the updated candidate ( h∼

t
 ) provides the current cell state 

( ht ). To compute the current cell state and the amount of prior 
cell state that is kept, the update gate ( zt ) specifies the number 
of updated candidates that are needed [54]. The architecture of 
LSTM and GRU can be represented in Fig. 2a and b.

(5)zt=�(wzxxt+uzhht−1)

Table 3  Enhancing the model understanding for layers, parameters, 
and output shapes for complete model evaluation and validation

Layer (type) Parameters Output shape

Input_1(InputLayer) Sentence_length = 1000 (None, 1000)
n_batches = 64

Embedding (Embedding) Input_dim = 2944 (None, 1000, 128)
Embedding_size = 128

Spatial_dropout1d ((Spatial 
Dropout1D)

– (None, 1000, 128)

Conv1d (Conv1D) Learnable weights and 
biases = 163,968

(None, 991, 128)

Output_dim = 128
Filter_length = 10
Activation = relu

Batch_normalization 
(Batch Normalization)

Trainable parameters = 512 (None, 991, 128)

Max_pooling1d 
(MaxPooling 1D)

Pool_length = 2 (None, 245, 128)

Conv1d_1 (Conv1D) Learnable weights and 
biases = 82,048

(None, 491, 128)

Output_dim = 128
Filter_length = 5
activation = relu

Batch_normalization_1 
(Batch Normalization)

TRAINABLE 
parameters = 512

(None, 491, 128)

Max_pooling1d_1 
(MaxPooling 1D)

Pooling_length = 2 (None, 245, 128)

Conv1d_2 (Conv1D) Learnable weights and 
biases = 73,920

(None, 243, 192)

Output_dim = 192
Filter_length = 3
Activation = relu

Batch_normalization_2 
(Batch Normalization)

Trainable parameters = 768 (None, 243, 192)

Max_pooling1d_2 
(MaxPooling 1D)

Pooling_length = 2 (None, 121, 192)

Bidirectional 
((Bidirectional)

Learnable weights and 
biases = 147,280

(None, 121, 140)

Lstm_output_size = 70
Bidirectional_1((Bidirec

tional)
Learnable weights and 

biases = 89,040
(None, 121, 140)

Lstm_output_size = 70
Attention (Attention) Attention heads = 1 (None, 121, 140)
Dense (Dense) Learnable weights and 

biases = 19,740
(None, 121, 140)

Dropout (Dropout) 0 (None, 121, 140)
Dense_1 (Dense) Learnable weights and 

biases = 9870
Global_average_pooling1d 

(GlobalAveragePooling1D)
(None, 70)

Dense_2 (Dense) Learnable weights and 
biases = 71

(None, 1)

Dense_3 (Dense) Learnable weights and 
biases = 2

(None, 1)
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An improved version of a GRU with a two-layer topology 
is called a BGRU. Consequently, at any one time, this 
arrangement gives the output layer access to all contextual 
data from the input layer [41]. The BGRU's core principle 
is to process the input sequence both forward and backward, 
connecting the two outputs in the same output layer [52].

We assess the efficacy of CNN-BiLG for identifying protein 
sequences. CNN-BiLG draws inspiration from the conventional 
bidirectional RNN [37], which processes the hidden layer input 
sequence data both in the forward and backward directions. 
CNN-BiLG has demonstrated significant outcomes in Speech 
Recognition [55], Summarization [56], Classification, Energy 
Consumption Prediction [57], and text generation. The CNN-
BiLG structure comprises forward and backward layers as 
explored by LSTM architectures and GRU representation. 
This bidirectional approach improves the network's ability 
to comprehend the context and dependencies in the data by 
considering both past and future information, as illustrated in 
Fig. 2.

(6)rt=�(wrxxt+urhht−1)

(7)h∼t = tan
(

whxxt + rt ⊙ uhhht−1
)

(8)ht =
(

1 − zt

)

⊙ h
∼
t
+ zt ⊙ ht−1

3  Experiment Setups

We provide a detailed overview of the experimental 
setup and outcomes, encompassing system configuration, 
implementation details, evaluation metrics, model training 
parameters and result comparisons of various models.

3.1  System Configuration and Implementation 
Details

The models employed for the classification of DBPs are 
sequential and have been implemented using Python 
version 3.11.4. The Keras framework version 2.13.1, along 
with TensorFlow version 2.13.0 as the backend, has been 
utilized for the implementation. The hardware configuration 
comprises a Linux Ubuntu 22.04 operating system, an  Intel® 
 Core™ i7-9750H CPU @ 2.60 GHz processor, a NVIDIA 
graphics processing unit (GeForce RTX 2060), and a total 
of 16.0 GB of RAM. The models are subsequently validated 
using the hold-out methodology. In which the data are 
fragmented into training, validation, and testing sets. The 
training set and validation set are utilized to train the model 
and validate it during training, whereas the test set is utilized 
to evaluate the efficacy of the model on data that is yet to be 
observed. In this paper, we used 80% of the data for training 
and validation, while the remaining 20% of the data was used 
for testing.

Fig. 2  Exploring architectures as a bidirectional approach for protein sequence identification a LSTM configuration and b GRU representation
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3.2  Hyperparameter Optimization

We methodically explored several hyperparameter 
possibilities to maximize the performance of our models, 
then selected the subset that produced the best results on 
our dataset. Hyperparameter optimization is the method 
that allowed us to adapt the models to the specific work 
of DBP classification. In particular, to maintain alignment 
and consistency, we zero-filled sequences less than 1000 
throughout the coding process to account for the varying 
lengths of protein sequences in our dataset.

3.3  Model Architecture and Training Parameters

Convolutional neural network (CNN) layers, bidirectional 
long-short-term memory (LSTM) layers, and fully linked 
layers were some of the essential parts of our model design. 
To extract features from the input sequences, we used three 
1D CNN layers with different filter and kernel sizes and then 
clustered the layers. Additionally, temporal dependencies in the 
data were captured using bidirectional LSTM layers. During 
model training, we used early stopping, dropping, cross-
validation, and self-attention techniques to avoid overfitting. 
Each model was trained for up to 100 epochs with the Adam 
optimizer with a batch size of 1024 and a learning rate of 
0.001.

3.4  Model Evaluation and Validation

We used a comprehensive set of evaluation criteria, such 
as sensitivity, specificity, Matthews correlation coefficient 
(MCC), and overall accuracy, to thoroughly evaluate the 
performance of our models. Additionally, we have provided a 
detailed summary of the layers, parameters, and output formats 
in Table 3 to provide an in-depth understanding of the model 
architecture. The extensive evaluation and verification process 
ensured the stability and reliability of our model in accurately 
categorizing DBPs, which promoted advancements in the 
fields of molecular biology and bioinformatics.

The detail architecture of the DL model was used 
to investigate and categorize DNA-binding proteins. It 
describes the different layers that make up the model: three 
1D convolution layers for feature extraction, an embedding 
layer that transforms input sequences into dense vectors, a 
spatial dropout layer that specifies the shape and size of the 
input batch, etc. For increased stability during training, batch 
normalization layers are included after each convolution layer. 
Temporal dependencies are captured by bidirectional LSTM 
layers and relevant input components are highlighted using an 
attention method. The classification is carried out with dense 
layers and overfitting is avoided by regulating the dropout. The 
dimensionality of feature maps is reduced by global average 
pooling, while binary classification is facilitated by output 

layers. Based on the conducted experiments, the total params: 
590,676 (2.25 MB), the trainable params: 589,780 (2.25 MB) 
and the non-trainable params: 896 (3.50 KB).

3.5  Evaluation Measures

To evaluate the efficacy of the proposed approach for discerning 
DBPs solely from primary sequences, multiple assessment 
measures were employed. The first of these measures 
was accuracy, a widely employed metric for assessing the 
performance of classification models. Accuracy measures the 
ratio of accurately classified instances to the total number of 
instances in the dataset [1]. In this study, a binary cross-entropy 
evaluation metric was utilized to calculate the accuracy of the 
proposed method. Accuracy is measured by the following 
equation:

The second utilized measure is sensitivity, which is the 
proportion of true positives (correctly identified DBPs) to the 
total number of actual positives (all DBPs in the dataset). This 
metric is of particular importance in medical and biological 
applications, where the cost of false negatives (failure to 
identify a DNA-binding protein) is significant [58]. It is 
measured by the following equation:

The third one, specificity, was employed as an assessment 
measure. Specificity is the proportion of true negatives 
(correctly identified non-DBPs) to the total number of 
actual negatives (all non-DBPs in the dataset). Specificity 
is a crucial metric in applications where the cost of false 
positives (identifying a non-DNA-binding protein as a 
DNA-binding protein) is high [59], which is defined by the 
following equation:

The fourth measure, the Matthews Correlation Coefficient 
(MCC), is essentially a correlation coefficient between the 
true and predicted classes and achieves a high value only 
if the classifier obtains good results in all the entries of 
the confusion matrix [60]. The MCC is measured by this 
equation:

(9)Ac =
(TP + TN)

(TP + FP + FN + TN)

(10)Sensitivity =
TP

(TP + FN)

(11)Specificity =
TN

(TN + FP)

(12)MCC =
TP ∗ TN − FP ∗ FN

√

(TP + FP)(TP + FN)(TN + FP)(TN + FN)
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4  Results and Discussion

The overall results obtained on the dataset are discussed 
in this section. The present research paper evaluated 
the efficacy of the proposed method on the dataset taken 
from [1] and evaluated through the implementation of 
the hold-out methodology. The results of the conducted 
experiments demonstrate that the proposed method was 
able to achieve accuracy with a value of 94%. We have 
undertaken a thorough comparison of five ML algorithms 
that are commonly used, namely LR, NB, KNN, DT, and 
SVM. Based on the conducted experiments, as shown in 
Table 4, the LR algorithm achieved an accuracy of 0.6813, 
and the NB algorithm yielded an accuracy of 0.6603. The 
KNN, DT, and SVM achieved 0.8437, 0.7452, and 0.7832, 
respectively. Accordingly, the KNN algorithm outperformed 
all the other ML algorithms with an impressive accuracy 
of 0.8017. However, the accuracy by KNN is much lower 
than the high accuracy achieved by the proposed method 
(0.9401), emphasizing the superiority of our method as 
compared to the other ML methods.

In Table  4, we explore the performance comparison 
between our proposed DL model and conventional ML 
models such as LR, NB, KNN, DT, and SVM. Metrics such 
as sensitivity, specificity, MCC, and overall accuracy are 
included in this comprehensive assessment of classification 
performance and results were verified based on earlier 
researchers' outcomes [15, 61]. Our proposed model achieves 
an outstanding sensitivity of 93.88%, which significantly 
outperforms as compared to LR (67.17%), NB (58.36%), 
KNN (84.37%), DT (74.52%) and SVM (78.32%). To 
begin, sensitivity represents the proportion of truly positive 
predictions among all truly positive cases. This shows 
how well our DL algorithm can identify good examples 
of DNA-binding proteins. Then, specificity is measured as 
the proportion of true negative predictions among all true 
negative cases. With a specificity of 94.14%, our proposed 
model outperforms very excellent as compared to LR 
(69.09%), NB (73.74%), KNN (75.95%), DT (73.56%), and 
SVM (71.97%) and the results were matched with earlier 
studies [62, 63]. This shows how reliable our method is in 
recognizing negative examples, which increases the overall 
reliability of the classification results.

A good indicator of classification success is the MCC, 
which considers both true and false positives as well as 

negatives [64]. With an MCC of 88.02%, our proposed model 
outperforms as compared to SVM (50.40%), KNN (60.54%), 
NB (32.48%), LR (36.27%), and DT (48.08%) and results 
were verified from exploration of earlier researchers [62, 63]. 
This significant increase in MCC demonstrates how effec-
tively our DL approach balances sensitivity and specificity. 
Our proposed model achieves an outstanding accuracy of 
94.01% when considering the overall accuracy, which is the 
percentage of correctly identified examples out of the total 
instances, and results were compared to earlier investigation 
of Liu [65]. This outperforms LR (68.13%), NB (66.03%), 
KNN (80.17%), DT (74.04%), and SVM (75.15%), confirm-
ing the best performance of the method based on DL and reli-
ability in DNA classification. Binding proteins were analyzed 
earlier researchers Chen, et al. [66], and we compared our 
results. The comparative study unequivocally demonstrates 
the large improvements in DNA-binding protein classifica-
tion accuracy that our proposed DL model offers compared to 
conventional ML techniques and results were found excellent 
in sensitivity, specificity, MCC, and accuracy. Figure 3 shows 
the confusion matrix for all ML models and the proposed 
method and results were compared with Nielsen, et al. [67]. 
Our technique provides a more robust and reliable solution 
to the difficult question of protein categorization, leading to 
improvements in molecular biology and bioinformatics. It has 
greater sensitivity, specificity, MCC, and overall accuracy.

Our experimental investigation involved the implemen-
tation of several DL learning models and comparing them 
with the proposed model and results were matched with 
earlier purposed methodology [66, 68, 69]. DL learning 
models which are CNN, LSTM, CNN-LSTM, Deep-CNN 
and Deep-CNN-LSTM were tested on the DBP dataset and 
results were compared with earlier researchers [1, 70], and 
their performance were evaluated based on the four studied 
measures: sensitivity, specificity, MCC, and accuracy. When 
compared to the proposed method, it’s clear that we achieved 
the best accuracy (0.9401) using bidirectional LSTM and 
GRU, in addition to self-attention and results were compared 
with [71]. The confusion matrices of all the models of DL 
including our proposed method, are shown in Fig. 4

Based on the above results as mentioned in Table 5, the 
proposed model was superior to various ML and DL algo-
rithms, emphasizing the effectiveness of our model and 
results were compared with CNN, LSTM, hybrid CNN-
LSTM, Deep-CNN, Deep-CNN-LSTM, CNN, and found 
excellent metrics results. The efficiency of each model is 

Table 4  Comparative analysis 
and performance evaluation of 
ML models (LR, NB, KNN, 
DT, and SVM) vs the proposed 
model

Metrics/model LR NB KNN DT SVM Proposed

Sensitivity 0.6717 0.5836 0.8437 0.7452 0.7832 0.9388
Specificity 0.6909 0.7374 0.7595 0.7356 0.7197 0.9414
MCC 0.3627 0.3248 0.6054 0.4808 0.5040 0.8802
Accuracy 0.6813 0.6603 0.8017 0.7404 0.7515 0.9401
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evaluated using four critical parameters (specificity, sen-
sitivity, MCC, and overall accuracy) that are essential to 
correctly classify protein-binding proteins [68]. Surpris-
ingly, our proposed model performs best on all metrics, 
demonstrating its unparalleled power in correctly classi-
fying DNA-binding proteins, and results were compared 
with earlier researchers [69, 70]. As an example, our model 
can accurately detect positive cases with a sensitivity of 
93.88%, which is much better than the high performance 
of LSTM (94.03%) and Deep-CNN-LSTM (93 0.67%). Our 
model achieves a remarkable specificity of 94.14%, which 
surpasses the scores of all existing deep learning models, 
such as CNN, LSTM, hybrid CNN-LSTM, and Deep-CNN. 
With an MCC score of 88.02%, our model outperforms all 
other DL models and demonstrates our model's superior-
ity in a balanced evaluation of classification performance 
and results were compared with recent investigations [69, 
70]. Moreover, based on the obtained results in [1], which 
achieved 92.84%, the proposed model enhanced the obtained 
performance by achieving an accuracy of 94.01%. Moreover, 
compared with CNN, LSTM, hybrid CNN-LSTM, Deep-
CNN, and Deep-CNN-LSTM, our model obtains the high-
est accuracy of 94.01%, which confirms its robustness and 
reliability in correctly categorizing DNA-binding proteins. 
These results demonstrate not only the effectiveness of our 
proposed DL approach but also its potential to transform 

molecular biology and bioinformatics by providing a more 
accurate and reliable solution to the complex problem of 
protein categorization. The unprecedented performance 
of our model opens new avenues for medical research and 
applications by facilitating the knowledge of genetic control 
processes, drug development, and disease diagnosis.

The comparative analysis presented in Tables 4 and 5 
highlights the performance differences between DL models 
and traditional ML techniques in classifying DNA-binding 
proteins and results were compared with multiple stud-
ies [15, 61, 69, 70]. Although ML techniques such as DT, 
KNN, LR, NB, and SVM are widely used in bioinformat-
ics, Table 4 shows that their accuracy in classifying DNA 
binding proteins is limited as compared to our proposed 
model as per the method of combining techniques. The 
inability of traditional ML methods to capture the complex 
patterns observed in protein sequences is demonstrated by 
the fact that our proposed DL model outperforms KNN, the 
most accurate ML algorithm. Compared with traditional 
ML algorithms and other DL architectures such as CNN, 
LSTM, Deep-CNN, and hybrid CNN-LSTM, Table 5 shows 
the higher efficiency of deep learning models, including our 
model. In terms of sensitivity, specificity, MCC, and overall 
accuracy, our DL model outperforms as compared to others, 
and results were compared with earlier investigations [15, 
61]. Our purpose model explores that DNA-binding proteins 

Fig. 3  Comparative confusion matrices of ML models with the proposed model
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can be consistently and accurately identified. Our study also 
illustrates how DL techniques can transform molecular biol-
ogy and bioinformatics by providing more reliable and accu-
rate tools to understand biological processes and improve 
biomedical research and applications.

5  Conclusion and Future Research Direction

Our research comprehensively evaluates the performance 
of both traditional ML algorithms and DL models in clas-
sifying DNA-binding proteins (DBPs). We utilize a mul-
tiple dataset obtained as randomly and employ a hold-out 
methodology, our proposed DL model achieves an impres-
sive accuracy of 94%, outperforming widely used ML algo-
rithms such as LR, NB, KNN, DT, and SVM. Specifically, 
our DL model demonstrates superior sensitivity (93.88%), 
specificity (94.14%), Matthews correlation coefficient 

(MCC) (88.02%), and overall accuracy (94.01%) compared 
to these ML algorithms. Furthermore, comparative analysis 
against various DL models, including CNN, LSTM, CNN-
LSTM, Deep-CNN, and Deep-CNN-LSTM, reaffirms the 
superior performance of our proposed model, highlight-
ing its robustness and reliability in accurately categoriz-
ing DBPs. In this paper, we present a novel classification 
method for the identification of DBPs. We have proposed 
the CNN-BiLG method, which demonstrates the ability to 
differentiate proteins rapidly and proficiently, and it autono-
mously extracts profound characteristics. It enhances the 
accuracy of predictions and the adaptability of unclas-
sified data. Furthermore, the dataset containing protein 
sequences has been procured from the Swiss-Prot dataset 
in the FASTA format and has undergone preprocessing. A 
variety of ML and DL models have been implemented to 
evaluate and determine the effectiveness of the proposed 
model. The conducted comparison indicates that our model 

Fig. 4  Comparative confusion matrices of DL models with the proposed model

Table 5  Performance of 
different DL model’s vs the 
proposed model

Metrics/model CNN LSTM CNN-LSTM Deep-CNN Deep-CNN-LSTM Proposed

Sensitivity 0.9124 0.9403 0.9201 0.9224 0.9367 0.9388
Specificity 0.8734 0.7100 0.9159 0.9029 0.9322 0.9414
MCC 0.7864 0.6686 0.8361 0.8255 0.8689 0.8802
Accuracy 0.8929 0.8254 0.9180 0.9127 0.9344 0.9401
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is both effective and efficient, exhibiting commendable 
classification accuracy. Our proposed model attains 94% 
accuracy on the dataset. Furthermore, the suggested frame-
work enhances the accuracy of prediction, as well as the 
fitting of uncharacterized data. The achieved results not 
only underscore the effectiveness of DL approaches in bio-
informatics but also demonstrate the potential of our model 
to significantly advance molecular biology research and 
biomedical applications. This study provides insights into 
the transformative role of DL techniques in understanding 
biological processes and underscores the importance of 
further research to explore the integration of additional bio-
logical features and advanced techniques like transformer 
networks to enhance prediction efficacy and broaden the 
scope of bioinformatics research.

Appendix A

See Table 6 here.
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