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Abstract
Computational identification and classification of clinical disorders gather major importance due to the effective improvement 
of machine learning methodologies. Cancer identification and classification are essential clinical areas to address, where 
accurate classification for multiple types of cancer is still in a progressive stage. In this article, we propose a multiclass can-
cer classification model that categorizes the five different types of cancers using gene expression data. To perform efficient 
analysis of the available clinical data, we propose feature selection and classification methods. We propose a genetic cluster-
ing algorithm (GCA) for optimal feature selection from the RNA-gene expression data, consisting of 801 samples belonging 
to the five major classes of cancer. The proposed feature selection method reduces the 1621 gene expressions into a cluster 
of 21 features. The optimum feature set acts as input data to the proposed divergent random forest. Based on the features 
computed, the proposed classifier categorizes the data samples into 5 different classes of cancers, including breast cancer, 
colon cancer, kidney cancer, lung cancer, and prostate cancer. The proposed divergent random forest provided performance 
improvisation in terms of accuracy with 95.21%, specificity with 93%, and sensitivity with 94.29% which outperformed all 
the other existing multiclass classification algorithms.
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1 Introduction

A systemized analysis of gene expression data has become 
a gateway for computationally diagnosing different types of 
cancer. The vast number of gene expression data requires 
computational methodologies to perform in-depth analysis 
of the available genetic information. This can be satisfied 
by the artificial intelligence paradigms and their subfield 
machine learning that identifies the underlying pattern from 
the available data [1]. The current research works are carried 
out in identifying the gene expression that belongs to a spe-
cific type of cancer and the other normal data which comes 

under the category of the binary classification problem [2]. 
This binary classification using machine learning models 
had become an effective diagnosis tool during the continu-
ous monitoring phase carried out during clinical examina-
tions [3]. The limitation that can be understood after going 
through the working procedure of the binary classification 
problem, is the gene expression data are collected together 
very vast in numbers where there is not any constraint that 
the samples belong to only two classes i.e., a single type of 
cancer and the normal data samples. In the collected gene 
data, there might be several cancerous gene data that belong 
to more than one type of cancer and the asymptotic gene 
data [4]. This constrained event makes a pressing need for 
the development of a multiclass classification model with 
a patterned feature selection and an effective classification 
system. This type of model requires a benchmark dataset 
for the effective analysis of multiple classification systems. 
The multi-class classification system regarding cancer clas-
sification itself can be interpreted in two different ways. 
The initial approach is to consider a specific type of cancer 
and classify the multiple levels based on the severity of the 
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cancer. Another approach is to take different types of cancer-
ous data samples that are labeled one and categorize each 
data sample with the specific type using a multiclass clas-
sification system. In this article, we considered the second 
approach where we utilized a benchmark RNA-gene expres-
sion data that consists of samples that belong to five different 
types of cancers including breast, kidney, colon, lung, and 
prostate cancers. 801 data samples consist of 16,383 genes 
as a feature that represents the data samples.

Figure 1 represents the sample box plot of five data sam-
ples and ten gene expression data. From the above plot, we 
can interpret that each of the data has an elevation over the 
sample pane where the data with high relevance has domi-
nation towards the plot when compared with other normal 
data samples. The initial stage of data analysis is to extract 
valuable information from the available data samples. This is 
possible through machine learning algorithms and optimiza-
tion strategies. Earlier binary and multiclass classification 
methodologies had utilized machine learning approaches as 
well as some of the methods adopted machine learning as 
well as optimization techniques as an ensemble approach 
and the data analysis had been made. This research article 
focuses on three dimensions to perform multiclass classifica-
tion of cancer types from the RNA data.

• Optimal selection of features for dimensionality and 
complexity reduction of the RNA data sample is done 
using the proposed genetic cluster algorithm (GCA).

• A new feature space is framed based on the cancer types 
using the feature selection process.

• A multiclass classification for the available data samples 
is done through the proposed probabilistic divergent ran-
dom forest.

The major contribution of this research towards the clini-
cal community is to identify the different types of cancer 
by extracting the gene expressions in clinical manner. Once 
gene expressions are obtained, then the computational 

methods can be completely utilized for breaking down each 
expression into data and to identify the underlying informa-
tion. The flow of the article continues with Sect. 2 which 
deals with various literature surveys done for the feature 
selection and multiclass classification methods adopted in 
earlier research. Section 3 describes the implementation of 
the proposed GCA selection and the proposed divergent for-
est (DF) classifier. Experimental strategies and their com-
parison with the existing multiclass classification methods 
adopted for cancer classification are provided in the fourth 
section. Section 5 concludes and gives out the future direc-
tion to be adopted for further enhancement followed by the 
references.

2  Literature Survey

The data with higher dimensionality will always improve the 
difficulty in analyzing the underlying pattern which is con-
sidered a curse in the machine learning area. The primary 
concern while classifying the cancers is the high dimension 
of the available data sample that queries the reliability of 
the estimation and classification carried over the data [5]. 
Genetic data analysis based on the available DNA gene 
expression data is carried out widely for cancer analysis. 
DNA sequences consist of a wide number of genes which 
has enormous genes that are irrelevant to any of the cancer 
type considered for classification. This vast amount of genes 
that are available in the expression but do not support the 
classification has to be removed or to be hidden from the 
genetic data [6].

Feature selection methods had been a solution to iden-
tify the specific gene markers that are directly related to the 
specific cancer type. These methods are widely used in the 
appropriate selection of data dimensions while relating the 
genetic information to the cancer type that which the particu-
lar data belongs [7]. In feature selection, there are three dif-
ferent methods widely used that include filtering, wrapper, 

Fig. 1  Box plot of the sample 
data
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and embedded feature selection methods. The effective set 
of features that provides the most valuable information about 
the sample considered for analysis is identified through the 
ranking process in the filtering feature selection technique. 
Filtering methods are done to rank the available features 
based on their impact on classifying the data samples. Sta-
tistical methods are also utilized as a filtering technique to 
rank the available set of features. Mutual information can 
be calculated for the available set of features and the most 
relevant set of features is identified through ranking the fea-
tures. Now the redundancy between the selected features can 
be eliminated using any of the redundancy removal methods 
that include minimum redundancy and maximum relevance 
(mRmR) [8].

Wrapper methods are also adopted as feature selection 
methods which are used as a tool to fine-tune the results of 
the classifier after evaluating the performance. Irrespective 
of the computational expensiveness of the wrapper methods, 
they provide effective outcomes for the gene selection pro-
cess [9]. Hence it becomes essential to adopt the selection 
method that is less computational and more effective in the 
selection of the genes. While adopting the wrapper approach 
it is necessary to consider the methods paradigms including 
identifying the methods to find the search space, identifying 
the features that support the classifiers, and the classifier per-
formance evaluation [10, 11]. Another approach for appro-
priate feature selection is the embedded approach which is 
used to scrutinize the best set of features based on certain 
parameters. Regression methods are utilized as an embed-
ded method in recent days to odd out the best set of features 
[12]. Several methods are adopted for solving the diverse 
grouping issues including genetic methods, support vector 
machines [13, 14], KNN [15], particle swam optimization 
(PSO) [16], and, so on. After performing several hybridiza-
tions and comparison strategies including GA-SVM, PSO-
SVM, and artificial bee colony (ABC)-SVM, Zhu. et. al 
[17], concluded that genetic algorithms are highly effective 
in feature extraction from the original data and classification 
of the available data samples.

The classification accuracy of the GA method is also high 
in the case of diverse grouping problems when compared 
to other regular classifiers. While performing hybridiza-
tion with support vector machines, genetic algorithms had 
even outperformed the other optimization methods includ-
ing PSO and ABC methods. The other diversity search 
methods including Tabu search [18] and local search [19] 
had also compared for the performance evaluation of the 
hybridized GA-SVM method where the hybrid method had 
outperformed the searching methods in terms of accuracy, 
specificity, sensitivity, and also in time complexity. The 
optimal selection of genes is also an important area that is 
essential for cancer classification problems through microar-
ray or through RNA-Seq data where GA plays a vital role 

in selecting the optimal set which is carried out in several 
types of research [20–23]. In healthcare sector, apart from 
the diagnosing mechanism, it also becomes essential for 
those mechanism to be prevented from external attacks and 
change overs in the original data [28]. The decision analyt-
ics is essential after the evaluation of performance criterion 
[29].

The kinds of literature gone through in the multiple-class 
cancer classification can be compared and analyzed in two 
different categories. The first one is extracting the features 
that support the classifier to perform multiple classifica-
tions based on the type of cancers considered for analysis. 
In recent literature [7–16], the researchers adopted the exist-
ing feature selection approaches i.e., either filter, wrapper, 
or embedded approaches using statistical methods or using 
optimization algorithms. Even though the statistical methods 
do the ranking of features based on their impact on the target 
outcome, sometimes it neglects the relevant features that 
could support the classifier to produce better performance. 
Dimensionality reduction methods adopted in literature 
[7–9] had reduced the characteristics of the gene expression 
data which had also limited the performance with a high-
est accuracy of only 82% which could not be a benchmark 
for clinical data analysis. Optimization and genetic methods 
[10–16] have given better performance with 86% accuracy 
but this leads to computational complexity. The need for a 
novel classification algorithm was due to the lack of perfor-
mance by the existing classifiers in [17–22] since they fail 
to calculate the decision boundary from the features using 
probabilistic approaches.

Through several recent kinds of literature, our proposed 
work utilized a novel genetic clustering algorithm (GCA) 
for efficient feature selection and the classification is done 
through the proposed novel divergent random forest multi-
class classification method.

3  Methods

We proposed two different strategies for selecting the fea-
tures and for classifying the data samples. The selection of 
attributes is done by the proposed GCA which calculates 
the efficient feature set from the available data samples and 
the classification is done through the proposed probable 
divergent random forest classifier that performs multiclass 
classification to categorize each of the data samples in its 
appropriate class.

3.1  Genetic Clustering Algorithm for Feature 
Selection

Genetic algorithm is adopted widely to solve grouping prob-
lems in classifying the data samples belonging to genetic 
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expression cancer RNA-Seq data. Our proposed GCA also 
utilizes the working footprints of the primary genetic algo-
rithm which are shown in Fig. 2. The traversal from GA to 
GCA requires a conventional establishment of the encoding 
process. Solving the problems through optimization meth-
ods is essential in the scenario where attaining the optimal 
solution with the available data information is extremely 
difficult [25]. Charles Darwin proposed GA as a bio-inspired 
algorithm to solve optimization problems. This method will 
create a set of solutions for solving the optimization issues 
where every single solution performs a fight for survival in 
its ecosystem. Initially, population fitness is not considered 
as a parameter since the solutions will start at every instance 
in a random manner that might have a huge difference from 
the absolute solution to be obtained. Survival is accord-
ingly based on best and worst fitness values obtained by 
individuals. The optimal solution will be identified through 
the Genetic Algorithm only after the evolution of several 
generations from which the fitness value and the lot in life of 
the individuals will act as a parameter to name the individual 
as an optimum one. The different parameters enriched with 
the data can be considered as a state and the different rep-
resentations could be adopted to project the data in a better 
way using the genetic algorithm. The evolutionary process 
of the data can be balanced by incorporating the mutation 
operation which can overcome the sparsity and the data that 
could act as an outlier leading to the misclassification [24]. 
It is also evident that the localization of the irrelevant data 

within the feature vector can be performed by incorporating 
genetic algorithms. The data is moved out of the vector by 
cumulatively summing its occurrence [26]. The evolutionary 
process of the generations in the genetic algorithm is shown 
in Fig. 2. Several operations including fitness evaluation, 
individual selection for mate choice, cross-over, mutation 
of the generations, and survivor selection for the iterative 
generations are the steps involved in the evolution of genera-
tions in GAs.

The working of the GA begins with the available popula-
tion. Once the evaluation of fitness function is carried out, 
the obtained solution is marked as an offspring and it will be 
added to the current population. The new solution is created 
as a complement to the existing two solutions that have to be 
obtained earlier based on the offspring added to the popula-
tion. In the solution code, a consistent modification will be 
made through the GA as a mutation. Once the recombination 
and mutation are performed then the offspring’s fitness value 
will be calculated. Through the above steps if the population 
is increased then it is essential to perform the population 
control method which considers only the survivor individu-
als whereas others will be discarded from the population. 
The algorithm keeps on producing multiple generations until 
a stop condition is initiated to the algorithm. Those are con-
ditions that might be a population count or the convergence 
criteria. The convergence is calculated on the basis of the 
best fitness value for the current entity and the mean best 
fitness value obtained for the gross population. To eradicate 

Fig. 2  Workflow of the genetic 
algorithm
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the error from the convergence we used an epsilon value of 
0.0001.

At the stopping point, GA produces the individual set 
with the best fitness obtained from which one or more can 
be identified as an appropriate one. The proposed problem 
attains the best solution through encoding the obtained 
individuals. Our proposed GCA acts as an alternative to the 
GA to solve the clustering as well as grouping issues in the 
existing GA. The term ‘Clustering’ indicates the specialized 
encoding methods to produce hierarchy-oriented strategies 
in clustering-induced problems [3]. The novelty of GCA lies 
in its encoding strategy where the solutions are encoded as 
arrays with binary sub-arrays: part one is the assignment 
and part two is the grouping. The dual array parts belong to 
the natural numbers where the assignment coincides with 
the elements considered for categorization and the grouping 
matches with the number of groups considered for encoding. 
Let us consider Fig. 3 as an example of 14 elements encod-
ing a grouping solution.

The individuals are named in the group from 1 to 4. In 
the figure, the initial element is not associated with any of 
the groups whereas the iterative second, third, and fourth 
elements are associated with the second group. Along with 
the encoding process, the proposed GCA is also improvised 
in terms of recombination and mutation operation. In the 
recombination process, the traditional GA has the cross-over 
with the mutation of another individual element whereas the 
proposed GCA introduces the grouping concepts in between 
the cluster of elements to perform the cross-over with the 
recombination and mutation of the elements. To perform the 
feature selection using the filtering approach the algorithm 
utilizes the mutual information-based statistical method 
to select the appropriate feature set. Mutual information 
between the features is calculated for the identification of 
relevance between the available features which are evolved 
through the GCA method. Mutual information has an effec-
tive fitness function that identifies the dependence between 
the feature vector considered for analysis. Once the relevance 
set is calculated using the mutual information equation as 
denoted in Eq. 2, the optimal set of features is calculated by 
the L1 regularized Logistic regression method that acts as 
an annexure to the filter method which is also denoted as an 
embedded approach for optimum feature calculation.

(1)fmean − � ≤ fbest ≤ fmean + � The available dataset consists of 802 data samples and 
16,382 gene expressions as a feature vector. The proposed 
feature selection method had identified the most dominating 
21 genes and their cluster is calculated into four groups which 
all act as a new set of the feature vector for the dataset and it 
will act as input data to the DF classifier.

3.2  Divergent Forest for Multiple Classification

The dataset after performing the feature selection stage con-
sists of 802 samples and 4 clusters of features that possess 
21 genes with it. Since we have a labeled data set, the cancer 
types can be considered for multiple-class analysis. The key 
labels are included with the data that include BRCA denoting 
breast cancer, KIRC indicates the data label for kidney cancer, 
COAD indicates colon cancer occurring in the larger intestine, 
LUAD denoting Lung cancer, and PRAD indicates Prostate 
cancer. 16,382 gene expressions belong to any one type of 
cancer that is labeled in the dataset. Since we have more than 
two class labels, it is essential to adopt multiple classifica-
tions to categorize each of the data samples. Random forest is 
widely used as a multiclass classifier to categorize more than 
two classes labeled in the dataset. The limitation of using the 
random forest is it performs the node splitting by calculating 
the information gained between the nodes [3]. While consider-
ing the clinical data for analysis, the information might vary 
from time to time where adopting the IG strategy might lead to 
overfitting of the machine learning model. Thus to avoid such 
overfitting issues and to maintain the classification accuracy 
we proposed a divergent forest (DF) which utilizes the proba-
ble Kulback Leibler divergent (KLD) method to split the nodes 
for the forest. Unlike IG which calculates the difference in 
obtained information, the KLD compares how the distribution 
of the data varies from one to the other. The working of the DF 
is given in Fig. 4. Initially, the data is divided into several sets 
using the bootstrapping strategy, and for each of the sets, the 
difference in data distribution is calculated using KLD. Based 
on the node split the majority of voting is conducted between 
the classes and the class that obtains the major vote will be 
categorized for the data sample considered for analysis.

The input data i.e., RNA-Seq data is processed using the 
proposed GCA and the multiple classifications for each of 
the samples are done through DF classifier. The original data 

(2)MD(F,O) = log2

(

P(F,O)

P(F)P(O)

)

Fig. 3  Encoding based on 
grouping for 14 elements
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considered for analysis and the classification results are given 
in Sects. 4 and 5.

4  Dataset Description

The proposed GCA and DF are applied to the available data 
which has 16,382 gene expressions and 802 samples. From 
the overall dataset, the most influential genes that are respon-
sible for the behavior of the data samples are considered for 
data analysis. The combinations of the most influential gene 
expressions are formed based on the five different groups 
and it acts as the input data for the multiclass classifier. The 
available samples and the entire dataset are further divided 
into three subsets namely the training set, the test set, and 
the validation set. The initial set is used to train the pro-
posed machine learning model and the test is used for per-
formance analysis. During this entire process, the validation 
set is kept as a hidden set, and once the halting condition for 
the generation evaluation is attained, the absolute outcomes 
concluded are calculated through the final set kept out for 
validation. The split up of the data is carried out in such a 
way that 80% of the data is utilized as the training set, 10% 
of the data is utilized as the test set, and the remaining 10% 
of the data available in the dataset is utilized as a validation 
set. To perform the multiclass classification from the avail-
able dataset we utilized 380 data samples from the entire 
gene expression data sample combination. The split up along 
with its class number is given in Table 1.

The above table of class descriptions is obtained after 
applying the resampling method to the originally avail-
able dataset. Synthetic minority oversampling technique 
(SMOTE) is utilized for avoiding the imbalance that occurs 
in the available dataset. Thus after the oversampling, there 
is a balance in the dataset with evenly matched numbers of 
samples in every category of cancer types. Now, the data 
has evenly distributed sample details and it can build an 
effective classifier.

5  Experimental Results

There are 5 gene set expressions and 390 samples are con-
sidered for analysis to perform the multiclass classifica-
tion. Initially, each sample is categorized with its respec-
tive class then the overall classification for entire samples is 

Fig. 4  Workflow of the pro-
posed divergent forest classifier

Table 1  Classes and sample 
details from the dataset

Category Class 
descrip-
tion

Number 
of entities

BRCA 1 78
COAD 2 78
KIRC 3 78
LUAD 4 78
PRAD 5 78
Total 390
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performed. The performance is analyzed in terms of accu-
racy, specificity, and sensitivity. Accuracy is calculated as 
the summation of overall true predictions from the entire 
predictions made by the model. Specificity deals with the 
true predictions which are calculated by the summation 
of true positive and false negative predictions made by 
the model. Sensitivity deals with the negative predictions 
or false predictions made by the model. The performance 
obtained by PF is compared with existing and widely used 
multiple classifiers including logistic regression, multilayer 
perceptron, random forest, artificial neural networks, sup-
port vector machines, and KNN. Performance evaluation 
results obtained by the proposed and the existing methods 
are compared in the following sections for each cancer type 
considered for analysis.

5.1  Performance Evaluation of BRCA Classification

BRCA denotes the breast cancer class available in the gene 
expression RNA-Seq data considered for the analysis. There 
are 78 samples belonging to the category of BRCA and the 
remaining 312 data samples are other cancer types. The 

classification results obtained by the proposed and the exist-
ing classifiers are shown in Table 2.

From Table 2, it is evitable that the divergent forest (DF) 
had achieved the maximum accuracy of 94.09%, improvised 
specificity of 91.17%, and a maximum sensitivity of 93.33% 
which had outperformed all the other existing classifiers. 
The graph comparison of the results had been depicted in 
Fig. 5.

From Fig. 5, it is evitable that the DF had outperformed 
the accuracy achieved by the existing ANN by 6.26%, in 
specificity DF classifier had outperformed ANN by 8.91%, 
and in sensitivity, DF classifier outperformed ANN by 
8.87%. Thus, DF classifier outperformed all the other clas-
sifiers in overall performance for the BRCA classification 
process.

5.2  Performance Evaluation for COAD Classification

COAD denotes the colon cancer samples available in the 
gene expression RNA-Seq data considered for the analy-
sis. 78 samples are belonging to the category of COAD and 
the remaining 312 data samples are other cancer types. The 

Table 2  Performance 
comparison for BRCA 
evaluation

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 64.12 68.22 67.73
Multilayer perceptron 82.24 79.21 81.18
Random forest 76.19 81.21 79.93
ANN 87.83 82.26 84.46
SVM 69.23 71.11 70.06
KNN 67.11 74.15 69.19
Divergent forest (DF)—proposed 94.09 91.17 93.33

Fig. 5  Performance comparison 
chart for BRCA evaluation
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classification results obtained by the proposed and the exist-
ing classifiers are shown in Table 3.

From Table 3, it is evitable that the divergent forest (DF) 
had achieved a maximum accuracy of 95.12%, improvised 
specificity of 93.56%, and a maximum sensitivity of 94.08% 
which had outperformed all the other existing classifiers. 
From Fig. 6, it is evitable that the proposed Divergent for-
est had outperformed the accuracy achieved by the existing 
ANN by 6.8%, in specificity DF classifier had outperformed 
ANN by 9.43%, and in sensitivity, DF classifier outper-
formed ANN by 7.36%. Thus, DF classifier outperformed 
all the other classifiers in overall performance for the COAD 
classification process.

5.3  Performance Evaluation for KIRC Classification

KIRC denotes the kidney cancer class available in the gene 
expression RNA-Seq data considered for the analysis. There 
are 78 samples belonging to the category of KIRC class and 
the remaining 312 data samples are other cancer types. The 
classification results obtained by the proposed and the exist-
ing classifiers are shown in Table 4.

From Table 4, it is evitable that the divergent forest (DF) 
had attained the maximum accuracy of 92.28%, improvised 
specificity of 90.73%, and a maximum sensitivity of 92.04% 
which had outperformed all the other existing classifiers. 
The graph comparison of the results had been depicted in 
Fig. 7 where DF had outperformed the accuracy achieved 
by the existing multilayer perceptron by 7.61%, in specific-
ity DF classifier had outperformed multilayer perceptron by 
3.41%, and in sensitivity, DF classifier had outperformed the 
multilayer perceptron by 5.49%. Thus, DF classifier outper-
formed all the other classifiers in overall performance for 
KIRC classification process.

5.4  Performance Evaluation for LUAD Classification

LUAD denotes the lung cancer data samples available in the 
gene expression RNA-Seq data considered for the analysis. 
There are 78 samples belonging to the category of LUAD 
class and the remaining 312 data samples are other cancer 
types. The classification results obtained by the proposed 
and the existing classifiers are shown in Table 5.

From Table 5, it is evitable that the divergent forest (DF) 
had attained a maximum accuracy of 96.84%, improvised 

Table 3  Performance 
comparison of COAD 
evaluation

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 63.19 67.64 67.13
Multilayer perceptron 83.30 80.06 82.24
Random forest 77.03 79.91 81.12
ANN 88.32 84.13 86.72
SVM 71.16 73.39 70.16
KNN 65.84 62.22 67.01
Divergent forest (DF)—proposed 95.12 93.56 94.08

Fig. 6  Performance comparison 
chart for COAD evaluation
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specificity of 93.22%, and a maximum sensitivity of 94.65% 
which had outperformed all the other existing classifiers. 
The graph comparison of the results had been depicted in 
Fig. 8

From Fig. 8, it is evitable that the DF had outperformed 
the accuracy achieved by the existing multilayer perceptron 
by 9.16%, the specificity of the DF classifier had outper-
formed multilayer perceptron by 2.91%, the sensitivity of 
DF classifier had outperformed multilayer perceptron by 
10.17%. Thus, DF classifier outperformed all the other clas-
sifiers in overall performance for the LUAD classification 
process.

5.5  Performance Evaluation for PRAD Classification

PRAD denotes the prostate cancer data samples available 
in the gene expression RNA-Seq data considered for the 
analysis. There are 78 samples belonging to the category 
of PRAD class and the remaining 312 data samples are 
other cancer types. The classification results obtained 
by the proposed and the existing classifiers are shown in 
Table 6.

From Table 6, it is evitable that the divergent forest 
(DF) had attained a maximum accuracy as 97.74%, impro-
vised specificity of 96.36%, and a maximum sensitivity 

Table 4  Performance 
comparison of KIRC evaluation

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 60.84 61.15 60.33
Multilayer perceptron 84.67 87.32 86.55
Random forest 83.31 80.84 81.18
ANN 82.34 79.76 80.22
SVM 84.54 79.92 83.62
KNN 68.86 63.11 66.63
Divergent forest (DF)-proposed 92.28 90.73 92.04

Fig. 7  Performance comparison 
chart for KIRC evaluation
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Table 5  Performance 
comparison of LUAD 
evaluation

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 68.83 63.32 67.11
Multilayer perceptron 87.68 90.31 84.48
Random forest 86.11 82.12 83.39
ANN 86.69 83.01 81.19
SVM 85.52 82.28 83.09
KNN 70.17 68.88 71.21
Divergent forest (DF)—proposed 96.84 93.22 94.65
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of 97.35% which had outperformed all the other exist-
ing classifiers. The graph comparison of the results had 
depicted in Fig. 9.

From Fig. 9, it is evitable that DF had outperformed the 
accuracy achieved by the existing random forest by 9.43%, 
the specificity of DF classifier had outperformed the exist-
ing random forest by 5.23%, and the sensitivity of DF clas-
sifier had outperformed the random forest by 7.13%. Thus 
DF classifier outperformed all the other classifiers in overall 
performance for the PRAD classification process.

5.6  Performance Evaluation for Overall Multiclass 
Classification

In earlier classification among the available data samples, 
each type of cancer data sample is categorized using the 
existing and the proposed classifiers. In this section using 
the multiclass classifiers all the available 390 data samples 
that belong to five different cancer classes including the 
BRCA, COAD, KIRC, LUAD, and PRAD classes are cat-
egorized using the existing and the proposed classifiers. The 
obtained results are shown in Table 7 where DF classifier 

outperformed all the other existing multiclass classifiers in 
terms of accuracy, specificity, and sensitivity.

From the above table, it is evitable the proposed divergent 
forest (DF) classification had attained a maximum accuracy 
of 95.21%, improvised specificity of 93%, and a maximum 
sensitivity of 94.29% which outperformed all the other exist-
ing classifiers. The graph comparison of the results had been 
shown in Fig. 10 where DF had outperformed the accuracy 
achieved by the existing ANN by 9.3%, and the specific-
ity of the DF classification had outperformed the multilayer 
perceptron by 7.79%, and the sensitivity of DF classification 
had outperformed the multilayer perceptron by 9.94%. Thus, 
DF outperformed all the other existing classifiers in overall 
performance for the entire multiclass classification process.

Thus the experimental setup and the results obtained for 
the multiclass classification were discussed in this section. 
From the results obtained for the performance evaluation 
process that includes each of the five types of cancers and 
the overall data samples considered for multiclass classi-
fication, it is evitable that DF classifier which utilized the 
features selected through the proposed GCA had produced 
highest performance when compared to all the other existing 
machine learning methods.

Fig. 8  Performance comparison 
chart for LUAD evaluation
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Table 6  Performance 
comparison of PRAD 
evaluation

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 70.11 71.36 69.24
Multilayer perceptron 85.55 89.19 87.34
Random forest 88.31 91.13 90.22
ANN 84.41 83.31 82.29
SVM 86.16 84.55 73.31
KNN 72.91 70.18 71.34
Divergent forest (DF)-proposed 97.74 96.36 97.35
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Fig. 9  Performance comparison 
chart for PRAD evaluation
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Table 7  Performance 
comparison of overall 
multiclass classification

Classifier Accuracy (%) Specificity (%) Sensitivity (%)

Logistic regression 65.41 66.33 66.30
Multilayer perceptron 84.68 85.21 84.35
Random forest 82.19 83.04 83.16
ANN 85.91 82.49 82.97
SVM 79.32 78.25 76.04
KNN 68.97 67.70 69.07
Divergent forest (DF)-proposed 95.21 93 94.29

Fig. 10  Performance compari-
son chart for overall multiclass 
classification

0
10
20
30
40
50
60
70
80
90

100

Logis�c
Regression

Mul�layer
Perceptron

Random
Forest

ANN SVM KNN Divergent
Forest (DF)
- Proposed

Pe
rf

or
m

an
ce

 E
va

lu
a�

on
(%

)

Machine Learning Classifiers

Accuracy(%) Specificity(%) Sensi�vity(%)



 International Journal of Computational Intelligence Systems           (2024) 17:23    23  Page 12 of 13

6  Conclusion and Future Scope

Diagnosis of cancer type based on computational methods 
had gathered its importance over the past decade which moti-
vates individuals to undergo regular clinical examinations to 
treat the disease. Based on the type of data considered for 
analysis which includes text, voice, signals, images, etc., a 
large number of researches had been carried out for binary 
classification of samples that is to diagnose whether the data 
sample belongs to normal or abnormal category. Multiclass 
classification is the method of considering the data samples 
with more than two labels (multiclass) and categorizing 
them accordingly. To perform an efficient multiclass classi-
fication to categorize five different cancer types that includ-
ing breast cancer, colon cancer, kidney cancer, lung cancer, 
and prostate cancer, we proposed a genetic cluster algorithm 
(GCA) for feature selection and a divergent forest (DF) clas-
sifier for multiple classifications of data samples. Through 
the various experimental results obtained it is evitable that 
the proposed feature selection and classification methods 
had achieved the highest performance with an accuracy of 
95.21%, specificity of 93%, and sensitivity of 94.29%. In the 
future, a metaheuristic machine learning methodology can 
be performed for the optimistic selection of genetic expres-
sions from the majority voting process which can analyze 
more gene expressions simultaneously for cancer-type clas-
sification with minimal time and computational complexity.
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