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Abstract
Decision-making environment often encounters complexity along its processes, especially in the context of multidisciplinary 
scientific research. This can commonly be seen in engineering, computing, finance, astrology and other different areas. It is 
of great restriction in dealing with the practical problems which have diverse demands and properties. There is a growing 
body of literature that recognizes the importance of dealing with the complexity in decision making environment. The reli-
ability and the transparency are the dominant feature of the integration of fuzzy network and Z-numbers. However, much 
of the research up to now has been descriptive in nature of the features. Hence, this proposed method is unique and novel 
because it offers some interesting insight of dealing with reliability and transparency of information in Z-hesitant fuzzy 
network decision-making environment. The fuzzy networks have the functionality under rule bases of fuzzy systems where 
it is recognized by its transparency and precision. The proposed method makes use of fuzzy network with the incorporation 
of hesitant fuzzy sets to assimilate decision information towards alternatives. For the validation and applicability purposes 
of the proposed method, the case study of stock evaluation assessed by a number of decision makers has been utilized as 
a real-world problem. The performance of the proposed method is evaluated respectively by applying the Spearman’s rho 
correlation. The result shows that the proposed method performs as the established method with the consideration of addi-
tional dominant features.

Keywords  Decision support systems · Hesitant fuzzy sets · Interpretable model · Stocks selection · Z-numbers

1  Introduction

The fuzzy network approach has been introduced by Gegov 
[1] to infuse transparency in decision making. A structure of 
fuzzy system without considering the intermediate variables 
will affect the level of trust and certainty of the alternatives. 
This is proven as the precision of single rule base and mul-
tiple rule base in the fuzzy system serves a moderate level 
of transparency and accuracy in countering multiplex proce-
dures of problem solving [2]. Fuzzy network considers the 
benefit and cost subsystems of the demonstrating network. 
Because it analyses benefit and cost factors individually, a 
fuzzy network is more transparent than a single rule based 
and multiple rules based fuzzy system for decision making. 
By expressing each set of criteria as a node and the interac-
tions between them as links, this network accounts for the 
internal structure of the represented process. Fuzzy network 
has the capacity of being straightforward and exact, which is 
extremely crucial to settle on better choices [1].
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Interpretable Artificial Intelligence (AI) as a part of 
explainable AI model, can be discovered from the trans-
parency delivered by fuzzy network. As claimed by Loy-
ola-Gonzalez [3], interpretable model capable of provid-
ing information to decision makers independently. Fuzzy 
network also capable of serving the final decisions well as 
it carries the importance of criteria and decision makers 
expertise throughout the formulation. This statement can 
best demonstrate as white-box models in a fuzzy network 
where rule-based approach is used in order to describe the 
collection of intermediate variables in the process of deci-
sion making as illustrate in Fig. 1. In this situation, because 
of unequivocal and sufficient information of the inner struc-
ture of the modelling process present, the white-box inter-
pretation further enhances the description of transparency 
in the model [2].

The extension of fuzzy sets introduced by Vicenc Torra 
[4] can be utilized in deciding the allocation or standards of 
alternatives engaged with the decision-making issues con-
fronted [5]. As proposed by [6], hesitant fuzzy sets permits 
several possible membership degrees to be included in a 
component of a set within a range [0,1] [7]. As it manages 
vulnerability, hesitant fuzzy sets have been demonstrated 
in previous studies to show proficiency in decision making. 
The authors in [8] incorporate hesitant fuzzy set in Tech-
nique for Order Preferences by Similarity to Ideal Solution 
(TOPSIS) in order to select the most appropriate energy pol-
icy with the incorporation of maximizing deviation method. 
On the other hand, Xu et al. [9] provided and overview of a 
decision support process for incomplete hesitant fuzzy pref-
erence relations (HFPRs).

Human encounters issues in settling for right choices 
depending on the inadequate, loss or questionable data. 
Thus, Zadeh introduced Z-number as a fuzzy set that can 

capture the reliability of decisions made through the confi-
dence level of decision makers [10]. Z-numbers prove to be 
useful in putting forward questionable data as it is an idea 
worked together in fuzzy theory which portrays the informa-
tion on individual through the unwavering reliability of deci-
sion making. As Z-number holds two elements in an ordered 
pair fuzzy number, the first element represents the ratings 
and the second element represents the confidence level of 
decision makers on the ratings. This new concept is broadly 
applied in the process involves uncertain information, as the 
knowledge of human beings is more closely described [11]. 
Based on the Fuzzy Expectation of the fuzzy set, Z-numbers 
can be implied as classical fuzzy sets as demonstrated by 
Kang et al. [10]. Other than the application of Z-number in 
TOPSIS as carried by Yaakob and Gegov in the enhanced 
fuzzy rule-based approach in MCDM using Z-number on 
TOPSIS [12], Aliev and Memmedova [13] applied Z-num-
bers in modeling the effect of Pilates exercises on psycholog-
ical of human beings. To conclude, Z-numbers are flexible 
to be implied in several possible approaches as reliability is 
assigned to the ratings.

It is crucial for decision makers are aware on the perfor-
mance of criteria in multicriteria in decision making. How-
ever, established TOPSIS methods disclose the performance 
of benefit and cost criteria due to low transparency inherited 
[2]. In real situation, experts encounter hesitancy in making 
decision, for instance, when they have hesitancy to decide 
whether the alternative is good or very good. Thus, if less 
information is adapted in the decision making, the end result 
could be misleading without considering different opinions. 
Even though there are increasing number of research on the 
reliability of decision information, but it still in need of bet-
ter incorporation into modelling complex decision-making 
processes. For example, how sure the decision makers are in 

Fig. 1   Black box and white box 
illustration
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their opinions about their alternatives. The drawbacks men-
tioned above bring the motivation of this study.

This paper describes the transparency through fuzzy net-
work approach in the formulation proposed. The incorpora-
tion of Z-numbers in fuzzy network contributes to reliability 
in the transparency of decision making and hesitant fuzzy set 
overcomes the vagueness of decisions inherit in the process. 
Z-numbers are evaluated by the decision makers as they 
decide the confidence level towards the ratings made, thus 
making a more reliable decision. In addition, hesitant fuzzy 
set is subsumed in fuzzy network to allow decision makers 
incorporate several possible evaluations out of doubts. When 
compared with the established research on fuzzy decision 
making, the proposed Z-HFN has the following interesting 
advantages and characteristics:

1.	 This proposed method allows decision makers to give 
several possible opinions in their evaluations on alterna-
tives.

2.	 This proposed method allows decision makers to access 
the performance of alternatives in terms of benefit and 
cost criteria, thus, increase the level of transparency in 
the process of decision making.

3.	 This proposed method also considers the reliability of 
information which represent the confidence level of 
decisions.

The proposed method is verified through the comparison 
of the proposed method to established fuzzy methods under 
the Spearman’s rho correlation method. This paper presents 
the theoretical preliminaries in Sect. 2, method formulation 
in Sect. 3 and case study that testify this method through 
stocks ranking in Sect. 4. The analysis of results are pre-
sented in Sect. 5 with the conclusion of this paper in Sect. 6.

2 � Theoretical Preliminaries

2.1 � Fuzzy Numbers

A fuzzy number is defined as a fuzzy set that forms a normal 
convex graph with a single point on a single line [14]. A fuzzy 
set must represent a normal and convex graph. A fuzzy set is 
normal if there is only one element, x in which the member-
ship degree is one through the universe as shown in Fig. 2. A 
convex fuzzy set is represented by a membership function 
whose membership values are increasing linearly, or whose 
membership values are decreasing linearly, or whose member-
ship values are increasing linearly, then decreasing rigidly 
linear with increasing values for elements in the universe. 
Convex fuzzy set can be derived mathematically when there 
exists a relation between element a, b and c in fuzzy set D

∼
 as

when a < b < c.

2.2 � Hesitant Fuzzy Numbers

In 2009, Vicenc Torra [4] originated the concept of Hesitant 
Fuzzy Set (HFS) where every possible evaluation made by 
decision makers are permitted as the membership degree 
values of HFS which is defined as:

Definition 1  Hesitant fuzzy set (HFS) returns a subset of [0, 
1] when fixed set, X receives HFS as a function [15].

hZ(x) is the possible membership degree of the element 
x ∈ X as it stands as a set of values ranging from [0, 1] to 
the HFS.

2.3 � Z‑numbers

Z-numbers are a concept that incorporates rating and reli-
ability in computations as shown in Figs. 3 and 4. It is rep-
resented in the form of type-1 fuzzy number. D̃ represents 
the evaluations in real-valued fuzzy numbers. Ẽ signifies 
the confidence of decision makers towards the rating of D̃.

2.4 � Fuzzy Network

This paper is incorporated with if-then rules and Boolean 
matrices that are infused through fuzzy rules in the fuzzy 

(1)�D
∼

(x) ≥ min
[
�D

∼

(x),�D
∼

(z)
]

(2)HFS =
�⟨x, hZ(x)⟩�x ∈ X

�

(3)Z =
(
D̃, Ẽ

)

0

1

0 1

µ(x)

x

Fig. 2   Membership function of fuzzy number
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network, FN. The choice is demonstrated by the ability 
of such structured models to operate with any number 
of nodes in FNs. With these links, these structures can 
depict nodes in an FN and are used as a bridge between 
fuzzy systems and FNs. A fuzzy system of fuzzy network 
is formed through if-then rules before converting it to 
Boolean matrices. The established Boolean matrix is then 
formed through nodes that are created from the if-then 
rules earlier. A Boolean matrix contains information that 
are derived from the outputs and inputs assigned through 
rules that are established from if-then rules. Binary values 
of 1 are applied in the Boolean matrix to show the pres-
ence of rules between inputs and outputs and 0 indicates 
no rules presence [16].

Horizontal merging is an operation in fuzzy network 
that carries binary values into serial nodes in the same 
level of the fuzzy network. Referring to Gegov et al. [17], 
this method can be implied as the output from the first 
operand nodes and the second operand nodes are merged 
as the final nodes in the Boolean matrix while the inter-
mediate nodes do not arise in the final product. In com-
parison to horizontal merging, vertical merging carries 
a pair of parallel nodes in the operation that carries the 
binary values. Gegov [1] presents vertical merging as a 
method that carries the output from the second operand 

nodes and input from the first operand nodes to be merged 
in the final product.

3 � Method Formulation

A proposed method is presented in this section in the sys-
tematic manner, where evaluations made by decision makers 
are collected independently due to different backgrounds in 
the field, which contributes to a different level of exper-
tise. The criteria assigned in the evaluation are classified 
as benefit and cost criteria as output generated from each 
subsystem will be depicted as Benefit Level (BL) and Cost 
Level (CL). The proposed method of Z-Hesitant Fuzzy Net-
work (Z-HFN) can be interpreted where inputs are classified 
firstly into each benefit and cost subsystem before implying 
as output to the alternative system. The outer frame of the 
model represents the vertical merging carried out under rule 
bases and the inner frame which consists of benefit and cost 
subsystems represents the horizontal merging of rule bases 
carried in the fuzzy network.

Step 1:
Construct decision matrices where decisions, xvy,z and 

wty,z , made by decision makers, z , are converted to Hesitant 
Fuzzy Sets (HFS). The decisions made by decision mak-
ers are represented by the linguistic terms in the rating in 
Figs. 5 and 6. As z = 1, 2, 3,… , Z , these matrices are then 
categorized according to the criteria determined in the Ben-
efit System and Cost System, which are the Benefit Criteria 
and Cost Criteria.

for z = 1,2,… , Z

The matrices DB
z
 represents the decision matrix of the 

benefits and DC
z
 represents the decision matrix of the costs. 

xvy,z represents the alternative’s rating with respect to the 
benefit criteria, Bv(v = 1,2,… ,V) and wty,z is denoted as the 
rating of alternatives to the cost criteria, Ct(t = 1,2,… , T)

Step 2:
The reliability of decisions, Ẽ , in Z-numbers as shown 

in Eq.  (6), is represented by linguistic terms in Fig. 7. 
Then, merge both elements in Z-numbers into Type-1 fuzzy 
number.

(4)DB
z
=

B1

B2

⋮

Bv

⎡⎢⎢⎢⎣

x11,1 x12,z ⋯ x1y,z
x21,z x22,z ⋯ x2y,z
⋮ ⋮ ⋱ ⋮

xv1,z xv2,z ⋯ xvy,z

⎤⎥⎥⎥⎦

(5)DC
z
=

C1

C2

⋮

Ct

⎡⎢⎢⎢⎣

w11,z w12,z ⋯ w1y,z

w21,z w22,z ⋯ w2y,z

⋮ ⋮ ⋱ ⋮

wt1,z wt2,z ⋯ wty,z

⎤⎥⎥⎥⎦

0

1

0 1

µ(x)

x

Fig. 3   Membership function of ratings in Z-numbers

0

1

0 1

µ(x)

x

Fig. 4   Membership function of reliability in Z-numbers
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A s  Z  n u m b e r  h o l d s  t h e  r a t i n g ,  D̃  a s {
D̃ =

(
x,𝜑D̃

)|x ∈ [0,1]
}

 and the reliabil i ty,  Ẽ  as {
Ẽ =

(
x,𝜑Ẽ

)|x ∈ [0,1]
}
 where the 𝜑D̃ and 𝜑Ẽ are the mem-

bership functions. The method to convert Z-number into 
Type-1 fuzzy number has been adopted from [10]:

(6)Z =
(
D̃, Ẽ

) (a)	 Conversion of the second element (reliability) using 
Eq. 7

(7)Φ =
∫ x𝜑Ẽ(x)dx

∫ 𝜑Ẽ(x)dx

Fig. 5   Linguistic terms for the 
ratings of alternatives

Very Poor
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Fig. 6   Linguistic terms for 
the importance weight of each 
criterion

Very Low
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x

Fig. 7   Linguistic terms for the 
reliability of experts
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(b)	 Multiply the reliability into the rating in D̃ thus repre-
senting a weighted Z-number. Referring to [10], we can 
signify weighted Z-number as

Theorem 1  FD̃Φ(x) = ΦFD̃(x), x ∈ X

Proof 

(c)	 Convert the weighted Z-fuzzy number into Type 1 
fuzzy number as referred to the Fuzzy Expectation 
theory [10]. Type-1 fuzzy number can be depicted as

Theorem 2  FZ̃
� (x) = ΦFD̃(x), x ∈

√
ΦX

Proof 

Theorem 3 

Proof 

(8)ZΦ =
�⟨x,𝜑D̃Φ(x)⟩��𝜑D̃Φ(x) = Φ𝜑D̃Φ(x), x ∈ [0,1]

�

(9)s.t.𝜑D̃Φ(x) = Φ𝜑D̃(x), x ∈ X

(10)

FD̃Φ(x) = ∫
x

x𝜑D̃Φ(x)dx = ∫
x

Φx𝜑D̃(x)dx = Φ∫
x

x𝜑D̃(x)dx = ΦFD̃(x)

(11)

Z̃� =

�
⟨x,𝜑Z̃

� (x)⟩
������
𝜑Z̃

� (x) = 𝜑D̃

�
x√
Φ

�
, x ∈ [0, 1]

�

(12)s.t.𝜑Z̃
� (x) = 𝜑D̃

�
x√
Φ

�
, x ∈

√
ΦX

(13)

FZ̃
� (x) = ∫√

Φx

x𝜑Z̃
� (x)dx = ∫√

Φx

x𝜑D̃

�
x√
Φ

�
dx

=
√
Φq∫

x

�√
Φq

�
𝜑D̃(t)d

�√
Φq

�

= Φ∫
t

t𝜑D̃(t)dt = ΦFD̃(x)

(14)FZ̃
� (x) = FD̃Φ(x)

FD̃Φ(x) = ΦFD̃(x)

FZ̃
� (x) = ΦFD̃(x)

(15)FZ̃
� (x) = FD̃Φ(x)

This method concludes that under fuzzy expectation, Z̃′ is 
equal to D̃Φ.

Step 3:
The hesitant fuzzy positive initial solution (PIS) A+ and 

hesitant fuzzy negative fuzzy initial solution (NIS) A are 
derived as follows:

A+  = 
�
xv,max⟨x�(�)vy

⟩, v = 1, 2,… .v
�

A− = 
�
xv, max⟨x�(�)

vy
⟩, v = 1, 2,… .v

�

Step 4:
Determine the distance of alternatives, �+

i
 and �−

i
 from the 

hesitant fuzzy PIS A+ and NIS A− by incorporating the hesitant 
fuzzy Euclidean distance presented by Xu and Xia [18].

Step 5:
Calculate the relative closeness coefficient, Ci of alterna-

tives with respect to hesitant fuzzy PIS A+ separately, accord-
ing to the level of criteria, benefit, and cost criteria, using 
Eq. (20).

Step 6:
Referring to Yaakob [2], find the Influence Closeness Coef-

ficient (ICC) by adopting the influence degree of decision 
makers to each of the stock measured. This method is then 
continued by normalizing the ICC (NICC) by assigning the 
maximum value of ICC to be divided to each ICC according 
to the stocks.

(16)=

⎧
⎪⎪⎨⎪⎪⎩

⟨x1,
��

x1
1

�+
,
�
x2
1

�+
,… ,

�
x
y

1

�+�⟩
×⟨x2,

��
x1
2

�+
,
�
x2
2

�+
,… ,

�
x
y

2

�+�⟩
×… ⟨xv,

��
x1
v

�+
,
�
x2
v

�+
,… ,

�
x
y
v

�+�⟩

⎫
⎪⎪⎬⎪⎪⎭

(17)=

⎧
⎪⎨⎪⎩

⟨x1,
��
x1
1

�−
,
�
x2
1

�−
,… ,

�
x
y

1

�−�⟩
×⟨x2,

��
x1
2

�−
,
�
x2
2

�−
,… ,

�
x
y

2

�−�⟩
×… ⟨xv,

��
x1
v

�−
,
�
x2
v

�−
,… ,

�
x
y
v

�−�⟩

⎫⎪⎬⎪⎭

(18)

�+
i
=

n∑
j=1

�

(
xij, x

+

j

)
wj =

n∑
i=1

wj

√
1

l

∑l

�=1

||||x
�(�)

ij
−

(
x
�(�)

j

)+||||
2

i = 1, 2,… n

(19)

�−
i
=

n∑
j=1

�

(
xij, x

−
j

)
xj =

n∑
i=1

wj

√
1

l

∑l

�=1

||||x
�(�)

ij
−

(
x
�(�)

j

)−||||
2

i = 1, 2,… n

(20)Φi =
�−
i

�+
i
+ �−

i



International Journal of Computational Intelligence Systems          (2021) 14:176 	

1 3

Page 7 of 14    176 

� is denoted as the influence degree of decision maker k 
where the value is between 0 i.e. verified as not influential 
to 10 i.e. signified as most influential [2]. � resembles the 
normalized influence degree of kth decision makers. This 
method is carried on by assigning the normalized influence 
degree to each correlation coefficient of stocks accordingly. 
According to j = 1, 2, … m and k = 1, 2, …, K,

ICCB
j,k

 and ICCC
j,k

 are then normalized in the equations 
shown below to obtain values between 0 to 1.

as j = 1, 2, … m and k = 1, 2, …, K.
The normalized influenced closeness coefficient is then 

converted into linguistic terms that are determined from 
Fig. 8 to evaluate the level of alternative performances.

Step 7:
By referring to the NICC values calculated previously 

and evaluations made earlier by decision makers, build the 
antecedent and consequent matrices that depict the system 
of benefit and cost. Build the antecedent matrices of BS and 
CS with respect to groups, k:

(21)�k =
�k∑k

i=1
�k

, For k = 1, 2,… ,K

(22)ICCB
j,k

= �k × CCB
j.k

(23)ICCC
j,k

= �k × CCC
j.k

(24)�B
j.k

= ICCB
j,k
∕maxjICC

B
j,k

(25)�C
j.k

= ICCC
j,k
∕maxjICC

C
j,k

(26)xk =

B1

B2

⋮

Bm,k

⎡⎢⎢⎢⎣

x11,k x12,k
x21,k x22,k

⋯

⋯

x1m,k
x2m,k

⋮ ⋮ ⋱ ⋮

xe1,k xe2,k ⋯ xem,k

⎤⎥⎥⎥⎦

for k = 1,2,… ,Kxem,k and yel,k are linguistic terms that 
reflect the views of decision makers. Consequent matrices 
are built complementary to the previous antecedent matri-
ces. �m,k and �m,k represent the coefficients in consequent 
matrices for the benefit system, BS and cost system, CS, 
respectively.

as k = 1,2,… ,K . where Λk and Ψk are linguistic terms rep-
resenting the output of the BS and CS systems, reflecting the 
values of NICCB

j.k
 and NICCC

j.k
.

The benefit system consists of K matrix decision rules 
presented in Eq. (30).

The previous matrices can best be interpreted in rule 
bases as

where BL is the benefit level of alternatives, for j = 1,… ,m 
and for k = 1,… ,K . The same formulation is implied on the 
cost system of K matrix decision rules where:

(27)yk =

C1

C2

⋮

Cl,k

⎡⎢⎢⎢⎣

y11,k y12,k
y21,k y22,k

⋯

⋯

y1l,k
y2l,k

⋮ ⋮ ⋱ ⋮

ye1,k ye2,k ⋯ yel,k

⎤⎥⎥⎥⎦

(28)Λk =
[
�1,k �2,k ⋯ �m,k

]

(29)Ψk =
[
�1,k �2,k ⋯ �m,k

]

(30)

Ifxk =

⎡⎢⎢⎢⎣

x11,k x12,k
x21,k x22,k

⋯

⋯

x1m,k
x2m,k

⋮ ⋮ ⋱ ⋮

xe1,k xe2,k ⋯ xem,k

⎤⎥⎥⎥⎦
, thenΛk =

�
�1,k �2,k ⋯ �m,k

�

Rule 1 ∶ IfB1 is x11,k and ⋯ andBe is xe1,k thenBLis�1,k

⋮ ⋮ ⋮

(31)
Rule m ∶ If B1 is x1m,k and ⋯ andBe is xem,k thenBL is �m,k

Fig. 8   Linguistic terms for the 
level of alternatives

Very Bad
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as matrices k = 1, 2, …, K.
The previous matrices can best be interpreted in rule 

bases as

With the cost level of alternatives represented by CL , for 
j = 1,… ,m and, for k = 1,… ,K

Step 8:
Define the alternative system (AS), Mk . AS can be con-

structed based on the antecedent and consequent matrices 
built. As k = 1,2,…..K,

The measured levels of the same alternative j is repre-
sented by each row of inputs for this case. Hence, the AS 
antecedent matrices, Mk , are developed as the size of m × 2 
as in Eq. (35).

To complement the antecedent matrices of AS, the AS 
consequent matrices are retrieved accordingly:

	 (i)	 Calculate the aggregation, �j,k of the weighted NICCB
j.k

 
and NICCC

j.k
 as in Eq. (36).

		    According to j = 1, 2,…m and k = 1, 2,… ,K.
	 (ii)	 Normalizing the values of �j,k to confirm their values 

lie in between [0,1].

		    as j = 1, 2,…m and k = 1, 2,… ,K.
	 (iii)	 The normalized value of �j,k is then translated into 

linguistic terms as listed in Fig. 8 which represent 
the alternative levels. Then, the K for AS conse-
quent matrices, in this case of size 1 × m rather than 
1 × m ⋅ m , are described in Eq. (38).

(32)

IfYk =

⎡⎢⎢⎢⎣

y11,k y12,k
y21,k y22,k

⋯

⋯

y1m,k
y2m,k

⋮ ⋮ ⋱ ⋮

ye1,k ye2,k ⋯ yem,k

⎤⎥⎥⎥⎦
, thenΨk =

�
�1,k �2,k ⋯ �m,k

�

Rule 1 ∶ If C1 is x11,k and ⋯ andCf is xf1,k thenCL1 is �1,k

⋮ ⋮ ⋮ ⋮

(33)
Rulem ∶ If C1 is x1m,k and ⋯ andCf is xfm,k thenCLm is �m,k

(34)Mk =
BL

CL

[
�1,k ⋯ �1,k ⋯ �m,k ⋯ �m,k
�1,k ⋯�m,k ⋯�1k ⋯�m,k

]

(35)Mk =
BL

CL

[
�1,k, �2,k, �3,k ⋯ �m,k
�1,k,�2,k,�3,k ⋯�m,k

]

(36)
�j,k =

NICCB
j.k
×

(
e

e+f

)
+ NICCC

j.k
×

(
f

e+f

)

2

(37)N�j,k = �j,k∕maxj�j,k

Alternative levels are categorised as AL. Thus, decision 
rules in K matrices, represents the system of alternatives:

If Mk =
BL

CL

[
�1,k , �2,k , �3,k ⋯ �m,k
�1,k , �2,k , �3,k ⋯ �m,k

]
,

for k = 1,… ,Kand can best be interpreted in rule bases

as k = 1,… ,K.
Step 9:
Derived rules are interpreted into generalised Boolean 

matrix. Generalised Boolean matrix depict the overall sys-
tem represented by BS , CS and AS systems. Referring to the 
evaluations of decision makers,

The possible transposition of the benefit system rule base 
is depicted by the rows and columns of the previous Boolean 
matrix. The transposition implements linguistic terms from 
Figs. 5 and 6 to represent the input and the linguistic terms 
in Fig. 8 to represent the end result.

as j = 1,2,… ,m.
The same method is applied on CS where similar lin-

guistic terms are also implied as BS. To form a generalized 
Boolean matrix that includes BS generalized Boolean matri-
ces and CS generalized Boolean matrices, vertical merging 
is applied in the form of Eq. (43).

(38)
Nk = AL

[
N�1,k,N�2,k ⋯N�m,k

]
for k = 1,… ,K

(39)thenNk = AL
[
N�1,k,N�2,k ⋯N�m,k

]

Rule 1 ∶ If BL1 is �1,k and ⋯ andCL1 is �1,k thenAL1 is N�1,k

⋮ ⋮ ⋮ ⋮

(40)
Rulem ∶ If BLm is �m,k and ⋯ andCLm is �m,k thenALm is N�m,k

(41)

�j,1 ⋯ �j,K
x1j,1 ⋯ xej,1 1 ⋯ 0

⋮ ⋮ ⋱ ⋮

x1j,k ⋯ xej,K 0 ⋯ 1

, for j = 1, 2,…m.

(42)

�j,1 ⋯ �j,k

y1j,1 ⋯ yej,1 1 ⋯ 0

⋮ ⋮ ⋱ ⋮

y1j,K ⋯ yej,K 0 ⋯ 1

(43)

�j,i
�j,1

⋯

⋯

�j,K
�j,K

x1j,1 ⋯ xej,1
y1j,1 ⋯ yej,1

1 ⋯ 0

⋮ ⋮ ⋱ ⋮

x1j,K ⋯ xej,K
y1j,K ⋯ yej,K

0 ⋯ 1



International Journal of Computational Intelligence Systems          (2021) 14:176 	

1 3

Page 9 of 14    176 

for j = 1, 2,… ,m

AS generalized Boolean matrix are constructed based on 
j alternatives accordingly as in Eq. (44)

The resultant generalized Boolean matrix is then formed 
as in Eq. (45).

Step 10:
Generalized Boolean matrix from Eq. (45) is constructed 

to form the rules of alternatives as referred below for 
j = 1, 2, ...m

Step 11:
Derive a final score for each alternative. The final score 

for each alternative, Ωj can be derived by multiplying the 
aggregate membership value of the consequent part of the 
nj rules,N�j,k , to the summation of benefit and cost NICC, 
NICCB

j,k
 and NICCC

j,k
 . Then, averaging in accordance to the 

number of rules and decision makers are performed. Thus, 
every alternative is ranked accordingly based on the final 
score attained. To evaluate its performance, we consider 
implementing this method in stock evaluation using 30 
stocks.

as j = 1, 2,… ,m.

(44)

N�j,1 ⋯ N�j,K
�j,1 ⋯�j,1 1 ⋯ 0

⋮ ⋮ ⋱ ⋮

�j,K ⋯�j,K 0 ⋯ 1

(45)

N�j,1 ⋯ N�j,k
x1j,1 ⋯ xej,1

y1j,1 ⋯ yfj,1
1 ⋯ 0

⋮ ⋮ ⋱ ⋮

x1j,K ⋯ xej,K

y1j,K ⋯ yej,K
0 ⋯ 1

Rule 1 ∶ ifB1isx1j1 and ⋯ andBeisxe,j,1

andC1isy1j1 and ⋯ andCf isyfj1 thenALisN�j,1

⋮ ⋮ ⋮

(46)

Rule nj ∶ if B1 is x1jk and⋯ and

Be is xe,j,k and C1 is y1jK

and ⋯ and Cf is yfj,K thenAL is N�j,K

(47)
Ωj =

∑n

Rule1

∑K

k=1
N�j,K×

�
NICCB

j,k
+ NICCC

j,k

�

n ⋅ K

4 � Case Study: Stock Evaluation

This case study involves 30 stocks as alternatives to be evalu-
ated by decision makers from 3 groups. The decisions from 
decision makers were merged according to groups into HFEs. 
Six criteria were categorised into four benefit system and two 
cost system. The process of ranking these stocks followed the 
proposed methods presented in Sect. 3.

Step 1:
The rating from 3 groups of experts were applied in the 

form of Z-HFS after converted to fuzzy number based on 
Figs. 5, 6 and 7. Here, the reliability of experts is taken into 
consideration during the decision-making process. The 
experts are advised to use the linguistic terms in Fig. 7 to 
evaluate the confidence in their decision. Decision makers 
are not supposed to use negative weight to represent their 
opinion. Otherwise, this would imply the use of unreliable 
information which is undesirable. Decision matrices were 
constructed afterwards according to the benefit and cost sys-
tems as Eqs. (4) (5).

Step 2:
Equations (6) and (7) were utilized in determining the hesi-

tant fuzzy PIS (A+) and NIS (A−) according to decision makers 
separately:

A+  = {〈 0.745, 0.927, 0.927, 1, 〈 0.343, 0.519, 0.519, 
0.716, 〈 0.025, 0.142, 0.142, 0.319, 〈 0.32, 0.522, 0.522, 
0.702,〈 0.588, 0.777, 0.777, 0.928, 〈 0.089, 0.17, 0.17, 0.273}.

A- = {〈 0, 0.078, 0.078, 0.251, 〈 0, 0.016, 0.016, 0.106, 〈 
0.72, 0.896, 0.896, 0.96, 〈 0, 0.016, 0.016, 0.097,〈 0, 0.026, 
0.026, 0.141,〈 0.263, 0.361, 0.361, 0.43}

Step 3:
The distance, �+ and �− were calculated according to each 

cost and benefit criteria. Alternatives, Ai from the A+ and 
A− using the Eqs. (8) and (9) as shown in Table 1.

Step 4:
The relative closeness coefficient Ci of each alternative 

Ai to the hesitant fuzzy PIS, A+ were calculated in Table 2.
Step 5:
The Inf luence Closeness Coefficient (ICC) and 

Normalized Influence Closeness Coefficient (NICC) 
were calculated by referring to Eq. (11) to Eq. (15). To 
exemplify, influence degree of G1 is �1 = 5 . Influence 
degree is determined by the groups themselves via lin-
guistic terms in Fig. 2 which was then interpreted into a 
numerical value according to the level of linguistic terms 
in Fig. 2. The influence degree of G1 is calculated as 
Table 3.

�k =
5∑3

i=1
�3

= 0.5
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To generate ICC, the influence degree of each group to 
the closeness coefficient of alternatives were calculated 
accordingly as in Eqs. (12) and (13). Then in accordance 
to Eqs. (14) and (15), the NICC of each alternative with 
respect to the criteria divided were determined.

Step 6:
The rule base for the benefit System (BS) and Cost System 

(CS) were constructed based on the NICC calculated.
The NICC obtained was converted into linguistic terms 

referring to Fig. 2 in order to form the antecedent and conse-
quent matrices of both BS and CS as performed in Eq. (16–23).

NICCB
1,1

= 0.5629 = R

NICCC
1,1

= 0.8342 = VG

M1 =

BL

CL

⎡⎢⎢⎣
�1,1 , �2,1 , �3,1 ⋯ �30,1

�1,1 , �2,1 , �3,1 ⋯ �30,1

⎤⎥⎥⎦
=

BL

CL

⎡⎢⎢⎣
R , G , R ⋯ VG

G , G , G ⋯ G

⎤⎥⎥⎦

Step 7:
The antecedent matrices, Mk , of the Alternatives System 

(AS) of each DM k are constructed based on the Benefit Level 
(BL) and Cost Level (CL), which are the outputs of the benefit 
system BS and cost system CS, respectively. Based on the 
opinion of G1,

The AS consequent matrices are derived as follows:

	 i.	 Calculation of the aggregation �j,1 of weighted NICCB
j.1

 
and NICCC

j.1

	 ii.	 Normalization of the values of �j,k to confirm their 
values lie in between [0,1].

	 iii.	 The value of N�1,1 were converted to linguistic terms 
as listed in Fig. 8.

The AS consequent matrix N1 for DM1 is constructed based 
on the values of N�j,1 or each alternative, j.

The alternatives system of G1 is presented as:

If M1 =
BL

CL

[
R , G ,⋯ , G

G , B ,⋯ , R

]
 , then N1 = AL[R,B⋯R]

can best be interpreted in rule bases as follows.

Rule 1 ∶ If BL1 is R and ⋯ andCL1 is G then AL1 is N�1,k

⋮ ⋮ ⋮ ⋮

Rulem ∶ If BLm is �m,k and ⋯ andCLm is �m,k then ALm is N�m,k

M1 =
BL

CL

[
�1,1 , �2,1 , �3,1 ⋯ �30,1
�1,1 , �2,1 , �3,1 ⋯ �30,1

]
=

BL

CL

[
R , G ,⋯ , G

G , B ,⋯ , R

]

�1,1 =

NICCB
1,1

×

(
e

e+f

)
+ NICCC

1,1
×

(
f

e+f

)

2

=

0.484789 ×

(
4

2+4

)
+ 0.631889 ×

(
2

2+4

)

2

= 0.291428

N�1,1 = �1,1∕maxj�j,1. = 0.291428∕0.5 = 0.582856 = R

N1 = AL
[
N�1,1,N�2,1 ⋯N�30,1

]
= AL[R,B⋯R]

Rule 1 ∶ if BL is R, and CL is G, then AL is R

Rule 2 ∶ if BL is G, andCL is B, then AL is B

⋮

Table 1   Separation measures of stocks from A+ and A−

Stocks Benefit Criteria Cost Criteria

�+ �− �+ �−

S1 3.5212 2.3175 1.1366 1.7826
S2 2.7556 3.1426 1.8451 1.0955
S3 3.7835 2.1172 1.1042 1.9003
S4 2.8596 2.9883 0.9742 2.0123
⋮ ⋮ ⋮ ⋮ ⋮

S30 3.2220 2.6717 1.3512 1.6277

Table 2   Closeness 
coefficient,Φ , of stocks

Φ
B

Φ
C

S1 0.397 0.611
S2 0.533 0.373
S3 0.359 0.632
S4 0.511 0.674
⋮ ⋮ ⋮

S30 0.453 0.546

Table 3   Level of expertise

Level of expertise Influence degree

G1 5 0.5
G2 6 0.7
G3 7 0.967
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Step 8:
BS, CS and AS derived rules are presented in Boolean 

matrix form. The Boolean benefit system matrix for S1 is 
generated as shown below.

1 2 3 4 5

1111 0 0 0 0 0
: : : : : :
2222 0 0 0 0 0
: : : : : :
3333 0 0 0 0 0
: : : : : :
4444 0 0 0 0 0
: : : : : :
5 1 1 2 0 0 1 0 0
5 1 1 3 0 0 0 1 0
5555 0 0 0 0 0
: : : : : :
6666 0 0 0 0 0
7 2 2 4 0 0 1 0 0

The Boolean cost system matrix for S1 is generated as 
shown below.

1 2 3 4 5

11 0 0 0 0 0
: : : : : :
22 0 0 0 0 0
: : : : : :
33 0 0 0 0 0
3 5 0 1 0 0 0
3 6 0 1 0 0 0
: : : : : :
44 0 0 0 0 0
4 7 0 0 0 1 1
: : : : : :
55 0 0 0 0 0

In order to form a generalized Boolean matrix that 
includes BS generalized Boolean matrices and CS gen-
eralized Boolean matrices, vertical merging was implied.

11 22 23 24 25 33 34 35 42 44

4444/44 0 0 0 0 0 0 0 0 0 0 0 0
: : : : : : : : : : : : :
5555/55 : : : : : : 0 0 : 0 : 0
5 1 1 2/35 : : : 1 : : 0 0 : 0 : 0
5 1 1 2/36 : : : 1 : : 0 0 : 0 : 0
5 1 1 2/47 : : : : : 1 0 0 : 0 : 0

Rule 30 ∶ ifBLisG, andCLisR, thenALisR 11 22 23 24 25 33 34 35 42 44

5 1 1 3/35 : : : : : : 1 0 : 0 : 0
5 1 1 3/36 : : : : : : 1 0 : : : 0
5 1 1 3/47 : : : : : : 0 0 1 0 : 0
7 2 2 4/35 : : : : : : 1 0 : 0 : 0
7 2 2 4/35 : : : : : : 1 0 : 0 : 0
7 2 2 4/47 : : : : : : 0 : 1 0 : 0

The AS Boolean matrix for S1 is evaluated as follows:

1 2 3 4 5

11 0 0 0 0 0
: : : : : :
23 : 0 1 : :
24 : 0 0 : :
32 : 0 0 : :
33 : 0 1 : :
34 : 0 0 : :
3 5 : 0 0 1 :
: : : : : :
42 : 0 : : :
44 : 0 : : :

The resulting Boolean matrix generated to represent the 
overall system is as shown below.

1 2 3 4 5

1111/11 0 0 0 0 0
5555/55 0 0 0 0 0
5 1 1 2/35 : 0 1 : :
5 1 1 2/36 : 0 1 : :
5 1 1 2/47/NA : 0 : : :
5 1 1 3/35 : 0 1 : :
5113/36 : 0 1 : :
: : 0 : 0 :
5 1 1 3/47 : 0 : 1 :
7224/35/3 : : 1 0 :
7224/36/3 : : 1 0 :
7224/47 : : 0 1 :
7777/77/5 : : 0 : :

From the Boolean matrix generated previously, the rule 
basis for stock S1 was derived as follows:

Rule 1: 5 1 1 2/35/3 5112 35 3 R

Rule 2: 5 1 1 2/36/3 5112 36 3 R
Rule 3: 5 1 1 3/35/3 5113 35 3 R
Rule 4: 5 1 1 3/36/3 5113 36 3 R
Rule 5: 5 1 1 3/47/4 5113 47 4 G



	 International Journal of Computational Intelligence Systems          (2021) 14:176 

1 3

  176   Page 12 of 14

Five rules were obtained that can be interpreted according 
to the linguistic terms on the level of rating as:

Rule 1: If B1 is VG and B2 is VP and B3 is VP and B4 is P 
and C1 is MP and C2 is MG then S1 is R.

Rule 2: If B1 is VG and B2 is VP and B3 is VP and B4 is P 
and C1 is MP and C2 is G then S1 is R.

Rule 3: If B1 is VG and B2 is VP and B3 is VP and B4 is 
MP and C1 is MP and C2 is MG then S1 is R.

Rule 4: If B1 is MG and B2 is VP and B3 is VP and B4 is 
MP and C1 is MP and C2 is G then S1 is R.

Rule 5: If B1 is VG and B2 is VP and B3 is VP and B4 is F 
and C1 is MG and C2 is VG then S1 is G.

Step 9:
For each alternative, the final score was derived from 

Eq. (47). There were 5 active rules formulated for S1 as the 
end result and the final score for S1 was obtained by imple-
menting the equation. Then, the calculation proceeded to 
find the average aggregate membership value in order to be 
infused to the influence multiplier.

A better ranking position is defined by the highest final 
score attained. Thus, Stock 14 was ranked the highest as 
compared to other stocks due to its highest final score. As 
proposed earlier, the Spearman’rho correlation was adapted 
in order to evaluate the performance of the proposed method 
to compare to its actual rank.

5 � Analysis of Result

For the purpose of validation for the proposed method, the 
comparison to established Fuzzy TOPSIS methods is con-
sidered in Table 4. It is shown that Z-numbers could assist 
in determining better result with the merging in reliability 
of decisions to the ratings.

Table 5 presents the comparison between the proposed 
method and three established methods based on transpar-
ency, reliability and hesitancy. Utilizing the Spearman’s rho 
correlation coefficient, the rankings of stocks obtained by 
the methods considered are compared, where the strength of 
relationship between variables are measured [21]. Owing to 
anomalies, this statistical significance is instinctively com-
prehensible and less bias. It is observed that the proposed 
method performed as well as [22] and [20]. The proposed 
method offers hesitancy in comparison to Yaakob et al. [12], 
which scored 0.712 and 0.697 in Spearman’s rho, respec-
tively. Thus, the proposed method proves that hesitant fuzzy 

0.5 + 0.5 + 0.5 + 0.5 + 0.5 + 0.7 + 0.5 + 0.5 + 0.7

8
∙ 0.5445 = 0.2995

� = 1 −
(6 × 1296)(

30 × (302 − 1)
) = 0.71168

set helps in solving vulnerability in decision making. In 
addition, both the proposed method and Wang & Mao [19] 
incorporated Z-numbers, but the proposed method promotes 
fuzzy network which contributes to improve the transpar-
ency of decisions, thus resulting in a higher score of Spear-
man’s rho as compared to Wang & Mao.

Chen & Lee scored the highest Spearman’s rho which 
was 0.715. In comparison to the proposed method, they 
implied a type-2 fuzzy number which offers the minimiza-
tion of uncertainties effects in a rule-based fuzzy system. 
As highlighted in [23], type-2 fuzzy sets serve an additional 
degree of freedom due to its three-dimensional member-
ship function. Thus, type-2 fuzzy set offers a membership 
degree with higher accuracy and precision in fuzziness. As 
shown in Fig. 9, it is observed that stocks ranked using 
Z-HFN are almost similar to the ranking of actual stocks 
and the rankings in the established methods. This paper 
proposed a novel method of Z-Hesitant Fuzzy Network 
TOPSIS (Z-HFN TOPSIS), in which the fuzzy network 
has improvised the transparency of decision making by 
thoroughly evaluate all subsystems and dynamical com-
munication between them. The method is then enhanced 
by incorporating the Z-numbers in cooperating reliability 
which can depict the confidence level of ratings made by 
decision makers.

Considering the six criteria used in the case study of stock 
selection described in Sect. 4, the proposed model Z-HFN 
TOPSIS perform as well as the other established TOPSIS 
methods, as shown in the last row of Table 5.

Table 4   Comparison between the proposed method and the estab-
lished methods

Methods Transparency Reliability Hesitancy

Proposed method Yes Yes Yes
Yaakob et al. [12] Yes Yes No
Wang and Mao [19] No Yes No
Chen and Lee [20] No No No

Table 5   Spearman’s Rho correlation coefficient of proposed method 
and established methods

Methods Spearman’s Rho

Proposed method 0.712
Yaakob et al. [12] 0.697
Wang and Mao [19] 0.711
Chen and Lee [20] 0.715
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6 � Conclusion

This paper proposed novel decision making method using 
fuzzy network approach that incorporates Z- numbers with 
hesitant fuzzy sets. The advantages of the proposed method 
not only contribute to solving hesitancy in decision mak-
ing, but also incorporates the expertise level of decision 
makers. Another contribution of proposed method is the 
incorporation of fuzzy network that increase the level of 
transparency in the process of decision making by allowing 
decision makers to access the performance of alternatives in 
terms of benefit and cost criteria. The limitation of proposed 
method is the attention given to the subject is only in small 
scale of group decision making. Hence, for the future, this 
research can be conducted for large scale group decision 
making. Moreover, it is also interesting to check relation of 
this research with R-sets.
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