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Abstract
In order for Parkinson’s disease (PD) treatment and examination to be logical, a key requirement is that estimates of disease 
stage and severity are quantitative, reliable, and repeatable. The PD research in the past 50 years has been overwhelmed by 
the subjective emotional evaluation of human’s understanding of disease characteristics during clinical visits. The Parkin-
son’s disease data set contains 23 features and 197 instances, of which 8 patients are sound and 23 patients, are analyzed 
as PD patients. Relying on chi2 test, extra trees classifier, and correlation matrix as feature extraction strategies and relying 
on Decision Trees, K-Nearest Neighbors, Random Forests, Bagging, AdaBoosting, and Gradient Boosting as supervised 
AI calculations for permutation calculations. The calculation is based to obtain higher classifier accuracy, as well as ROC 
curves accuracy. Three conspicuous component selection strategies allow each of the 23 features to select 10 best perform-
ing features. The DT classifier has a higher accuracy of 94.87% in a dataset with 23 attributions, just like a dataset with 11 
features. These results are also checked by ROC curve (AUC = 98.7%). This calculation significantly separates PD patients 
from patients at the individual level, thus ensuring the use of computer-based findings in clinical practice.
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Introduction

Parkinson’s disease (PD) is a dangerous disease that occurs 
on the earth after Alzheimer’s disease. Countless people 
around the world have experienced this disease. PD is a 
reformist and long-term focus sensory system degenerative 
disorder that seriously affects the elderly [1]. The signifi-
cant side effects of PD are developmental weakness, such 
as delayed back development, muscle extension, hindered 
standing and balance, loss of procedural development, 
changes in speech, and changes in composition. The under-
going PD has no steady progress in dopamine under the 
body framework. The sound problem is a potential side 
effect for PD patients [2]. Such patients have problems with 
speaking, such as volume level and irregular pronunciation. 
The sound problems of these issues can be evaluated for 
early PD analysis. Diagnosing and monitoring PD through 
speech signals is more accurate and equally powerful. The 

result information is often used by neurologists to analyze 
PD through voice recording systems to help patients and 
get clear opinions. The new symptom model of Parkinson’s 
infection has been released, and the main model rules for 
Parkinson’s disease of the Movement Disorder Society have 
been established. Their goal is to help standardize clinical 
examinations [3]. The confirmation of Parkinson’s infection 
is usually guided by certain methods, such as observational 
evaluation and evaluation of patient clinical records. These 
strategies, like the abrupt strategies that distinguish PD, are 
not reliable in terms of accuracy and feasibility. The Medi-
cal Foundation announced that the current determination 
framework has not yet accurately distinguished Parkinson’s 
disease. To overcome these limitations, we need a reliable 
technique that can be used to identify and help prevent PD. 
In this association, part of the AI strategy is critical to the 
identification, avoidance, and treatment of PD [4].

In order to overcome the aforementioned problems, this 
article proposes a new coordination strategy based on chi2, 
extra trees classifier and correlation matrix to select the out-
line of the appropriate features [5]. These calculations have 
been used to process a large number of features and rank 
them as needed. Compared with a separate demonstration, 
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the mixture of the three calculations provides excellent exe-
cution [6]. Then, at that time, we used the selected features 
to train and test six classifiers to predict PD patients. This 
article describes as follows:

•	 First, three calculation methods are proposed for select-
ing suitable features, that is, the chi2, extra trees classi-
fier, and Correlation matrix, which allocates an appropri-
ate load to each component in the feature set, locates the 
feature according to the weight, and finally resolves the 
correlation.

•	 Secondly, the presentation of decision tree, K-nearest 
neighbors, random forest, Bagging, AdaBoosting, and 
Gradient Boosting has been evaluated using selected fea-
tures. The results show that compared with the first fea-
ture list, DT has created key results based on the features 
of the chi2, extra trees classifier, and correlation matrix. 
In addition, ROC curve has been drawn for each selected 
object, including all the features approved by the result 
obtained by the classifier.

•	 We have conducted extensive investigations on real-
world data sets, and the results show that compared 
with partners, the proposed analysis techniques (includ-
ing selective classifier-AI classifier) have achieved key 
results in terms of high accuracy and low computational 
cost.

The rest of the paper is divided into seven parts. Sec-
tion  “Literature Review” describes the writing survey. 
Section “Materials and Methods” introduces the tools and 
techniques for each model/device/program/calculation 
used in the discussion, and their importance in advanc-
ing the proposed method. The Sect. “Experimental Setup” 
experiment is arranged to simulation environment and the 
required boundary and data set depiction. Section “Results 
and Discussion” discusses the legitimacy and adequacy of 
the model through decomposition of the results, and finally 

Sect. “Conclusion” describes the conclusion of work and the 
scope of future inspections.

Literature Review

In the writing, the suggested PD analysis strategies, obstacles 
and benefits are summarized in Table 1 for better arrange-
ment, just as the importance of the strategies we proposed. 
Nonetheless, these technologies are limited in selecting the 
outline of the appropriate features, and therefore suffer from 
a lack of PD recognition and proficiency issues.

Das and Tsanas et al. [17, 18], proposed unique artifi-
cial intelligence-based techniques that have been created to 
analyze PD patients. Little et al. [7] proposed a technique 
for distinguishing Parkinson’s disease using speech signal 
information. They distinguished between 23 PD patients 
and 8 able-bodied subjects. SVM is used to characterize 
Parkinson’s disease and healthy individuals. The accuracy 
of the proposed strategy was recorded at 91.4%. In another 
survey [18], 132 features were selected based on the signs 
of dysphonic discourse. Calculations using specular selec-
tion (FS) like LASSO, Relief, MRMR and LLBFS [18]. In 
addition, the model uses the feature selection calculation to 
select 10 features from 132 features, which are used for the 
sequence of Parkinson’s disease and the entity. In contrast, 
Sakar et al. [8] reported that a large number of voice record-
ings from 40 subjects were collected, of which 20 were 
Parkinson’s disease subjects and 20 were non-Parkinson’s 
subjects. 26 speech signals containing daily pronunciation, 
words, numbers and vowels were recorded. They used the 
Praat acoustic inspection program to record the speech [19]. 
In addition, a theme (LOSO) and S-LOO approval strategy 
were used to check the presentation of K-NN and SVM clas-
sifiers [20]. Exploratory work [7] proposed a strategy that 
relies on ML calculations, using speech signals to diagnose 
Parkinson’s disease, conveys the calculations of feature 

Table 1   Literature review

Author Proposed method Accuracy (%)

Little et al. [7] PD Diagnosis method using SVM 91.4
Sakar et al. [8] PD diagnosis using SVM 92.75
Li et al. [9] PD Detection method using fuzzy-based non-linear transformation techniques integrated with SVM 93.47
Spadoto et al. [10] PD detection method using evolutionary-based methods and optimal path forest classifiers 84.01
Gok et al. [11] PD diagnostic system by employing the Rotation Forest Ensemble (RFE) KNN classifier 98.46
Peker et al. [12] mRMR-ANN 98.12
Naranjo et al. [13] TSCA 86.20
Cai et al. [14] RF-BFO-SVM 97.42
Haq et al. [15] L1-Norm-SVM and CPD 99
Yadav et al. [16] Five basic classifiers & ensemble technique 93.83, 73.28
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selection, such as help, LLBS, LASSO, and mRMR, and 
the proposed method achieves excellent results in terms of 
accuracy. Sakar et al. [8] established an analysis framework 
using SVM and achieved an accuracy of 92.75%. In addition, 
Der et al. [9] by using a fluffy-based indirect change strategy 
combined with SVM, proposed a model for analyzing PD, 
and an accuracy of 93.47% was achieved. Andre et al. [10] 
proposed a symptom framework for PD recognition using 
the backwoods classifier based on the strategy of change 
and the ideal way. The framework achieved an accuracy of 
84.01%. Chai et al. [14] planned another academic project 
to identify PD. The SVM and mitigation calculations are 
coordinated with the simplified calculations for bacterial 
removal, and critical accuracy is achieved. Emarie et al. [19] 
cultivated a program that uses fluffy theory, K-NN, and PCA 
to diagnose PD, and achieved an accuracy of 96.07%. Tsanas 
[18] planned the use of PSO and improved FKNN to find the 
determination strategy of PD, and obtained an accuracy of 
97.47%. To this end, Gok [11] used the results of the Rota-
tion Forest Ensemble (RFE) KNN classifier to propose a 
PD analysis framework with an accuracy of 98.46%. Along 
this path, Das [15] studied the scheduling and execution 
of ANN, strategy recurrence (LR) and (decision tree) DT. 
Compared with other LRs and DTs, the grouping execution 
of ANN is very good in terms of accuracy, and an accuracy 
rate of 92.9% is obtained. A PD discovery framework was 
proposed in [12], using mRMR to feature certain calcula-
tions and complex and respected ANN classifiers. The pro-
posed framework has achieved 98.12% accuracy. Taking into 
account the writing of the survey, we infer that to effectively 
derive PD, a very smart judgment framework is required. In 
the planning of the PD analysis framework, current investi-
gations [21, 22] have used unique grouping calculations, for 

example, strategy recurrence [23], support vector machines 
[13], k-NN [23], DT, NB [24] and ANN discovered PD. 
Among these classifiers, compared with different classifiers, 
the help vector machine performs very well. In view of the 
occasional extra features that will affect the performance of 
the characterization, just like the computational complexity 
of the model, the grouping execution of the classifier can be 
improved by selecting the appropriate element determina-
tion technology. Notable element selection and boundary 
improvement calculations include: help, mRMR, LASSO, 
LLBFS, Genetic-Algorithm (GA), Particle-Swarm Opti-
mization, Whale- Optimization-Algorithm (WO), Natural 
Product Fly Enhancement (FFO), Differential Flowering 
Fertilization and Bacterial Elimination and Refinement 
(BFO) have been used in the feature selection of the exist-
ing trial selection outline features.

Materials and Methods

The specific details and basic ideas used in the proposed 
model are described below in Fig. 1. This section proposes 
six machine learning classifiers and three feature selection 
methods.

Machine Learning Classifiers

Decision Tree

There is a classifier whose graphical explicit feature deter-
mination is an essential part of the learning cycle: the 
selection table. The entire question of the study selection 
table includes selecting the correct credits to be combined. 

Fig. 1   The flowchart describes each step/phase of the method



902	 Biomedical Materials & Devices (2023) 1:899–911

1 3

Usually, this is done by estimating the cross-approval execu-
tion of the various feature subsets of the form and selecting 
the best performing subset. Fortunately, the leave-one-out 
cross-approval is very gentle for this classifier. Obtaining 
cross-approval errors from the selection list obtained from 
the preparation information is just a matter of controlling 
the class check associated with each table entry, because the 
design of the table will not be changed or erased as occa-
sions increase [25, 26]. To a large extent, the feature space 
is searched through the pursuit of best priority, because this 
method is less likely to fall into the largest neighborhood 
than other methods, such as forward selection.

K‑Nearest Neighbor

In order to handle the different marks, a directional calcula-
tion is used, which is adjusted and a bunch of name signals 
are obtained. To assign another point, it finds the nearest 
point and makes a decision on that point, so it assigns the 
nearest mark [27, 28]. The following distance work is used 
to evaluate KNN.

Random Forest

Random forest classifier is a comprehensive learning system 
for collecting, backing off, and various efforts that can be 
performed with the help of decision trees. These decision 
trees can work during planning, and the benefits of this cat-
egory can be portrayal or retrogressive. With the help of 
such unpredictable remote areas, people can resolve their 
affinity for over-adaptation to arrangement sets [29].

At the random forest level, it is completely expected on all 
trees. The importance of the entire part of each tree is evalu-
ated and isolated by the complete number of trees:
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where, RFfii is the significance of highlight I determined 
from all trees in the Random Forest model. Norm fiij is the 
standardized element significance for I in tree j. T is the 
absolute number of trees.

Bagging

The idea of bagging (deciding grouping, average recurrence 
type problems, and uninterrupted ward income factors) is 
suitable for prescient information mining space, adding 
expected orders (predictions) from many models, or mod-
els from various learning information of similar types. It 
is also used to solve the inherent instability of the results, 
while applying complex models to the index of usually little 
information. Assuming that the task of information mining 
is to build a model with a foresighted arrangement, there 
are usually very few data sets to prepare the model. We can 
generate sub-examples (with substitutions) from the data set 
multiple times and apply, for example, tree classifiers (such 
as CART and CHAID) to progressive examples. In fact, it 
is common to develop completely different trees for vari-
ous examples, outlining the instability of the model that is 
usually obvious with a small number of data sets [30]. One 
strategy for determining individual predictions (for novel 
perceptions) is to use all the trees found in various examples 
and apply some basic democracy: the last feature is a feature 
that various trees often predict.

AdaBoosting

AdaBoosting or Adaptive Boosting is an AI used for meta-
computation. Different learning indicators are usually used 
to further improve execution efficiency. The benefits of 
other learning evaluations will be combined into a weighted 
whole, which is stable with the last benefit of the supported 
classifiers. AdaBoosting is versatile and can guarantee sub-
stitute students who are powerless due to the misclassifica-
tion of past classifiers [31]. AdaBoosting perceives large 
amounts of data and one condition. On some issues, over-
fitting is not as defensive as other learning measures. Each 
substitute may be weak, but as long as everyone performs 
better than any theory, the last model may eventually be 
severely affected by a strong substitute.

Among them, Ft−1(x)  is the Boosted classifier, E (F) is 
the error function, Ft(x) = ath(x) = frail learner, h

(
xi
)
  is the 

test in the learning set, t is the number of iteration, αt  is the 
distribution coefficient, Et  is the boost result of the classifier.
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∑

i
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(
xi
)
+ �th

(
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)
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Gradient Boosting

Gradient boosting is an AI method for recurrence and 
characterization problems. It gives an expectation model 
as a bunch of general forecasting models and selection 
trees. Like other upgrade methods, it builds models in an 
ingenious way and summarizes them by allowing self-
affirmation to be recognizable by appalling work [32].

Extensive use of ‟gradient improvement” follows strat-
egy 1 to limit target work. In each cycle, we adjust the 
basic students to the negative point of the negative ten-
dency and continue to increase the normal value, and add 
it to the previously emphasized motivation.

where L(y, F(x)) is  a differentiable loss function.

Feature Selection Method

Suppose we consider the list of capabilities to be pro-
cessed as x with n features. The feature selection is pick-
ing m, out discrete advancement problem n contains the 
set, that is, m ≤ n (24). Display and execute a classifier that 
is basically unaffected by features. Therefore, it is funda-
mentally important to deal with unimportant features from 
the feature set [33, 34].

Chi2 Test

The χ2 (chi2) test involves determining the calculation of 
χ2 between each component and the target and selecting 
the ideal number of features with the best χ2 score using 
the following equation [35]:

where O
i
is theObservation in class i. Ei is the observations 

in class i if there was no relationship between the feature 
and target.

Extra Trees Classifier

For extracting salient features between data set elements 
by applying the element importance of the model, the 

Fm(x) = Fm−1(x) − γm
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model scores each information component and the higher 
the score, the more components in the income variable 
[36]. We apply the ET classifier to evaluate the five main 
features of the data set.

Correlation Matrix

Correlation is an attribute to check whether the char-
acteristics of the data set are associated with the target 
variable. The relationship may be positive or negative. 
To a certain extent, if the single meaning of a feature is 
expanded, it will increase the value of fairness, while if 
the single meaning of the relevance is expanded, it will 
reduce the objective value [37]. Through the heat map, it 
can undoubtedly discover which features are most suitable 
for the target variable.

Experimental Setup

The data set used in this examination can be accessed 
online on the UCI machine learning repository [38], 
which contains the acoustic features of 31 patients. 23 
of these patients are experiencing PD. The data set has 
197 instances, of which 23 are acoustic features that are 
separate from the patient. The exploratory meeting aims 
to discover the features that improve the expected PD per-
formance (see Table 2). The analysis was done on Jupyter 
Notebook (Anaconda3), Python adapted to 3.8 and 32-bit 
Windows 7 framework, 4 GB RAM, and Intel® Core™ 
i3-4600U CPU @ 2.10 GHz 2.70 GHz. The size of the 
preparation set and test set is 80% and 20%, respectively. 
In order to evaluate the performance of each classifier, the 
results have been taken into account for accuracy. Finally, 
we analyzed the results obtained from the experiment. 
Table 2 describes the details of the PD patient data set.

Results and Discussion

Pre-preparation methods, for example, deleted missing 
feature, standard scalar, and min–max scalar have been 
applied to the data set to successfully prepare and test 
with the classifier. These factual strategies are the basis 
for a basic understanding of the data set. The data set has 
197 instances and 22 real value features and an output 
object class. Figure 2 is a correlation matrix, which is a 
two-dimensional depiction of information, where colors 
indicate values. The correlation matrix provides a quick 
visual summary of the data. More complex matrix allows 
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observers to understand complex data sets. In addition, 
the links between factors indicate that when the value of 
one variable changes, the other variable usually moves in 
a certain direction. Understanding this relationship is help-
ful because we can use the value of one variable to predict 
the value of another variable.

Result Based on Feature Selection

In this section, the test results of feature selection calcu-
lation chi2, extra tree classifiers, and correlation matrix 
have been explained and discussed in detail. No element 
is selected in any feature selection algorithm: MDVP:Jitter 
(%), MDVP:RAP, MDVP:PPQ, and Jitter:DDP and RPDE. 
Subsequently, these characteristics have little effect on the 
confirmation of PD.

The features selected by chi2 calculation are shown in 
Table 3.

The features selected by the extra tree classifier are shown 
in Fig. 3.

In addition, the characteristics of the correlation matrix 
selection are represented in Table 4 and Fig. 4, respectively.

After applying the three feature selection techniques, 10 
best features and one output class are selected from each 
method mentioned in Tables 3 and 4 and Figs. 3 and 4.

Root Mean Square Error (RMSE) play an important role 
in the performance of classifiers. It is defined as the values 
predicted by a classifier and the values actually observed. 
The values of RSME for training and testing datasets are 
similar if we have developed the good classifier; in other 
case if the RMSE values are much higher in testing of data 
than training data the classifier developed is not good. The 
RMSE values is calculated using the formula

Chi2, extra tree classifiers, and correlation matrix have 
been used for effective training and testing of the classi-
fier DT, KNN, RF, Bagging, AdaBoosting, and Gradient 

RMSE =

√√√
√1

n

n∑

i=1

(yi − ŷi)
2

Table 2   Description of PD patient’s dataset

Attribute’s name Description Status of sound recording count

Name Subject name and recording number PD: 1—147 (23-people)
Healthy: 0—48 (8-people)

MDVP:Fo(Hz) Average vocal fundamental frequency
MDVP:Fhi(Hz) Maximum vocal fundamental frequency
MDVP:Flo(Hz) Minimum vocal fundamental frequency
MDVP:Jitter(%),
MDVP:Jitter(Abs),
MDVP:RAP,
MDVP:PPQ,
Jitter:DDP

Measures of variation in fundamental frequency

MDVP:Shimmer,
MDVP:Shimmer(dB),
Shimmer:APQ3,
Shimmer:APQ5,
MDVP:APQ,
Shimmer:DDA

Measures of variation in amplitude

NHR,
HNR

Ratio of noise to tonal components in the voice

Status  Health status
 1—Parkinson’s Disease (PD)
 0—Healthy

RPDE,
D2

Two non-linear dynamical complexity measures

DFA Signal fractal scaling exponent
Spread1,
Spread2,
PPE

Nonlinear measures of fundamental frequency-
variation
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Boosting. Thus the experimental results of feature selected 
by chi2, extra tree classifiers, and correlation matrix with 
classifiers are reported in Table 5. The experimental results 
show that the classifier classification performances is same 
for classifier DT which is 94.87% on reduced feature sets 
as well as the full feature set. While on the other hand the 
classifiers (KNN %accuracy = 82.05 for without feature 
Selection & chi2 feature selection & Extra trees classifier, 
RF accuracy = 92.30% for without feature Selection & chi2 
feature selection, Bagging accuracy = 92.30% for with-
out feature Selection, AdaBoosting accuracy = 89.74% for 

Correlation matrix, Gradient Boosting accuracy = 94.87% 
for chi2 feature selection & Correlation matrix) have the 
higher performance accuracy.

Based on these statistical results, we conclude that DT 
is significantly better than other peers in accuracy, so the 
proposed method is suitable for PD identification. There-
fore, using chi2, extra tree classifiers, and correlation 
matrix FS algorithms and classifiers (DT, KNN, RF, Bag-
ging, AdaBoosting, and Gradient Boosting) to select more 
appropriate features helps the model effectively diagnose 
PD. The features selected by the proposed FS algorithm 
include MDVP:Fo (Hz), MDVP:Fhi (Hz), MDVP:Flo (Hz), 
MDVP:Jitter (Abs), MDVP:Shimmer, MDVP:Shimmer 
(dB), Shimmer:APQ3, Shimmer:APQ5, MDVP:APQ, 
Shimmer:DDA, NHR, HNR, DFA, spread2, D2, and PPE. 
In short, the proposed method can be used to detect PD, 
especially in the early detection of PD. Figure 5 represents 
the performance of classifiers with and without feature 
selection.

Result Based on ROC Curve

ROC curve were assessed to each set and subset of 
PD patients to recognize affectability (true positive 
rate) against the investigation group. Region under the 
ROC curve (AUC) was assessed to gauge how well the 

Table 3   Feature selected by chi2 algorithm

Attributes Score

MDVP:Flo(Hz) 456.626628
MDVP:Fo(Hz) 316.985398
MDVP:Fhi(Hz) 227.402656
HNR 22.691579
MDVP:Shimmer(dB) 3.210348
PPE 2.151107
D2 1.381600
Spread2 1.232614
Shimmer:DDA 0.462793
NHR 0.457699

Fig. 3   Feature selected by Extra 
Trees Classifier
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classifiers can recognize a dataset with full features and 
with diminished features between the investigation groups 
[38–41]. Figure 6 shows the area under the classifier per-
formance measurement curve.

By analyzing the ROC curve, the gradient boosting 
classifier has a higher performance accuracy of 98.7%, 
with 11 features reduced by chi2 method.

The results obtained in this paper shows highest perfor-
mance as compared to other papers. The comparison has 
been made in following Table 6.

Table 4   Features selected by 
correlation matrix

Feature name Score

PPE 0.53
spread2 0.45
MDVP:Shimmer 0.37
MDVP:APQ 0.36
Shimmer:APQ5 0.35
Shimmer:APQ3 0.35
MDVP:Shimmer(dB) 0.35
Shimmer:DDA 0.35
MDVP:Fo(Hz) − 0.38
MDVP:Flo(Hz) − 0.38

Fig. 4   Highly correlated features by correlation matrix
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Conclusion

This research aims to solve the problem of speech per-
formance execution in Parkinson’s disease using feature 
elimination and the execution of multiple classifiers. Par-
kinson’s disease is a dangerous human disease, and differ-
ent people all over the world have experienced this disease. 
In this way, a reliable method is needed to fully confirm 
PD. In this article, we propose a reliable technique that uses 
appropriate AI to confirm the approach of Parkinson’s dis-
ease. In particular, DT, KNN, RF, Bagging, AdaBoosting, 
and Gradient Boosting have been applied to grouping of 

Parkinson’s disease and sound subjects. Chi2, extra tree clas-
sifiers, and merging techniques based on correlation matrix 
have been accepted for the selection of relevant features. In 
addition, the K-fold cross-validation strategy has been used 
to determine the ideal value of the super boundary of the 
best model. In addition, evaluation measurements have been 
used to evaluate the presentation of the proposed model. 
The test results show that the DT group effectively evalu-
ated PD and physical subjects. The high presentation of our 
strategy is due to the feature selection that determines the 
high enough features of the calculation. In terms of accu-
racy, the proposed strategy achieved amazing results and 

Table 5   Performance measurement of the classifiers with full features vs. reduced features

No. of features % Accuracy RMSE (%)

Without feature 
selection (23-Attrib-
utes)

Chi2 feature selection 
Technique (11- Attrib-
utes)

Extra trees classifier feature 
selection Technique (11- 
Attributes)

Correlation matrix feature 
selection technique (11- 
Attributes)

DT 94.87 94.87 94.87 94.87 6.85
KNN 82.05 82.05 82.05 79.48 7.98
RF 92.30 92.30 89.74 87.17 6.96
Bagging 92.30 89.74 89.74 87.17 6.72
AdaBoosting 87.17 84.61 87.17 89.74 5.52
Gradient boosting 92.30 94.87 92.30 94.87 6.12

Fig. 5   Presentation of perfor-
mance of classifiers

0 10 20 30 40 50 60 70 80 90 100

DT

KNN

RF

Bagging

AdaBoos�ng

Gradient Boos�ng

% Accuracy RMSE

% Accuracy Correla�on matrix Feature Selec�on Technique (11- A�ributes)

% Accuracy Extra Trees Classifier Feature Selec�on Technique (11- A�ributes)

% Accuracy Chi2 feature selec�on Technique (11- A�ributes)

% Accuracy Without feature Selec�on (23-A�ributes)
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achieved 94.87% accuracy and AUC (%98.7). In addition, 
the suggested strategy can be easily used in medical service 
associations. In future work, since deep neural tissue will 
naturally select appropriate features for characterization and 

artificial intelligence calculations need to include selection 
calculations, in future work, deep neural work methods will 
be used to sort Parkinson’s disease and entities. The pro-
posed strategy will be applied to other data sets to identify 

Fig. 6   Area Under the Classifier (AUC) performance measurement 
curve. a Represents ROC curve with 23 features, b Represents chi2 
feature selection (11 features), c Represents extra trees classifier fea-

ture selection (11 features), d Represents correlation matrix feature 
selection (11 features)
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comparative types of diseases. Treatment and recuperation 
after a given illness are of the utmost importance. In this 
way, we will gradually reduce infection and apply it for recu-
peration in future.
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