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Abstract
Artificial intelligence (AI) is rapidly expanding in myriad industries and systems. This study sought to investigate public 
trust in using AI in the criminal court process. While previous research has identified factors that influence trust in 
AI, such as perceived accuracy and transparency of algorithms, less is known about the role of influential leaders—
such as judges—in shaping public trust in new technology. This study examined the relationship between locus of 
control, anthropomorphism, cultural values, and perceived trust in AI. Participants completed a survey assessing their 
perceptions of trust in AI in determining bail eligibility, bail fines and fees, sentencing length, sentencing fines and fees, 
and writing legal documents (e.g., findings and disposition). Participants were more likely to trust AI performing financial 
calculations rather than determining bail eligibility, sentence length, or drafting legal documents. Participants’ comfort 
with AI in decision-making also depended on their perceptions of judges’ trust in AI, and they expressed concerns about 
AI perpetuating bias and the need for extensive testing to ensure accuracy. Interestingly, no significant association 
was found with other participant characteristics (e.g., locus of control, anthropomorphism, or cultural values). This 
study contributes to the literature by highlighting the role of judges as influential leaders in shaping public trust in AI 
and examining the influence of individual differences on trust in AI. The findings also help inform the development of 
recommended practices and ethical guidelines for the responsible use of AI in the courts.
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Artificial intelligence (AI) uses computer programming, algorithms, and large data sets to perform tasks usually 
conducted by humans, such as decision-making, reasoning, and learning from past experiences [20]. Rapidly expanding 
implementation of AI increases the likelihood that it will be used to make potentially highly consequential decisions that 
affect public lives. For example, and as elaborated further below, some criminal justice system jurisdictions already use 
algorithmic risk assessments to help determine if one is eligible for bail and the length of a sentence upon conviction 
[10, 80]. As of 2022, at least 60 jurisdictions nationally use algorithmic risk assessments in bail decisions [15]. Multiple 
states also use algorithmic risk assessments to guide sentencing decisions (e.g., Arizona, Colorado, Virginia, Washington, 
etc.) [2]. It is important to note that AI is currently being implemented with limited regulation [53].

Multiple factors can influence public trust in AI, and while there is relatively little research on this topic, judges may 
play a key role. Judges can shape public opinion of AI as respected legal experts through their legal decisions and public 
statements. This study’s theoretical framework suggests that public trust in AI can be significantly influenced by the 
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perceived trust of judges, aligning with the broader literature on expert influence [65]. When judges rule on AI-related 
cases or make public statements about AI, they can impact public perception of the technology and its societal effects. 
Therefore, judges’ trust in AI, like experts in other fields, can significantly shape public opinion and acceptance of AI.

Locus of control refers to whether someone attributes their outcomes to internal or external forces. Individuals with 
a high internal orientation trust that outcomes are derived from their behaviors, emphasizing personal achievement, 
autonomy, individual responsibility, and competence [74]. Individuals with a high external orientation believe that 
outcomes are based on outside forces such as luck, environment, or others and are more willing to receive outside 
advice. The extent to which a person has an internal or external orientation might relate to their perceptions of AI in the 
legal system.

A person’s cultural perspective could be associated with their perceptions of AI. Hofstede’s cultural dimensions, trust, 
and locus of control theory offer unique perspectives to explain judges’ judgment and decision-making concerning 
adopting predictive algorithms within their court. Hofstede’s cultural framework simplifies the multidimensional cultural 
construct, encompassing social norms, beliefs, and attitudes [45]. Looking at cultural dimensions can be extremely 
informative and beneficial to understanding a larger range of people worldwide.

Another factor influencing perceptions is how much an individual anthropomorphizes AI. Anthropomorphism is 
the extent to which people attribute human characteristics to nonhumans [92]. People might trust AI tools more if 
they anthropomorphize them more often. For example, drivers of automatic vehicles gained trust in the vehicle as it 
gained more anthropomorphic features [92]. This research aims to understand how participants’ perceptions of judges’ 
trust in AI influence their level of trust. Further, this study will expand on the literature by testing locus of control, 
anthropomorphism, and cultural values as predictors of trust in AI. Understanding these cultural and psychological 
factors provides a foundation for evaluating the methods used in risk assessment within the justice system.

1 � Clinical vs. actuarial

Risk assessments for predicting recidivism use clinical or actuarial methods. Clinical methods involve experts such as 
forensic psychologists and clinicians who rely on their personal experience and intuition [62], while actuarial methods 
utilize statistical tools like algorithms and AI to determine a defendant’s risk level [5]. Although there is no standardized 
approach to selecting a method, evidence suggests that actuarial methods are more effective than clinical methods [40].

The use of accurate methods in the justice system is critical due to the well-established disparities in bail [24, 84] and 
sentencing decisions [24, 25, 79, 90] associated with race. Actuarial methods are more accurate than clinical methods in 
health and human behavior studies [40]. Using such methods in bail settings could help minimize the impact of race on 
these decisions. Therefore, understanding the accuracy of different decision-making methods in bail settings is crucial 
in addressing racial disparities in the justice system.

2 � Accuracy

The accuracy of AI refers to the extent to which an AI system’s predictions match the actual outcomes [47]. It is essential 
for evaluating the performance and effectiveness of AI. One of the key advantages of using AI models is their high 
accuracy rates due to their ability to quickly and accurately process vast amounts of data, identify patterns, and make 
predictions based on the data analyzed. AI models continually learn and improve through machine learning techniques, 
enhancing their accuracy over time [8].

Research has shown that AI has higher predictive validity than human forecasters and outperforms human abilities, 
particularly in making forecasts under uncertainty [22, 27, 40]. Experienced forecasters who rely more heavily on 
human advice than an algorithm tend to have lower accuracy [54]. Despite these findings, individuals still resist trusting 
algorithms and prefer human decision-makers, even when aware of the algorithm’s increased accuracy [27].

Experts underestimate the effects of cognitive biases and motivated reasoning on their evaluations. Cognitive biases 
influence human evaluations in bail settings [36, 52] and mold expert recidivism predictions. Actuarial assessments, on 
the other hand, tend to be more precise as they reduce human bias in the forecasting process [39, 43, 60]. Nevertheless, 
some professionals believe their evaluations surpass others [19, 28], a notion connected to the bias blind spot [67]. A 
recent study of forensic specialists illustrated this, as participants viewed themselves as less biased than their peers [63]. 
Given the potential advantages of using AI in bail and sentencing settings, it is crucial to understand the utilization of AI 
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in these contexts. It is just as important to note the limitations and challenges of AI in these contexts, such as algorithmic 
bias against marginalized groups [55]. Next, we will review recent research on using AI for risk assessment in the criminal 
justice system and examine this approach’s potential benefits and limitations.

3 � Bail and sentencing

Across the United States, courts have implemented procedures for utilizing risk assessments, with over 60 jurisdictions 
employing them in arraignment hearings [10] and up to 20 states incorporating them into sentencing processes [80]. 
However, there is currently no standardized approach to determining which type of risk assessment to use, whether 
clinical or actuarial.

AI already shows immense promise at the government level [86] and has already been established in taxation [83], 
health and safety [61], Social Security benefits determinations [37], and the Securities and Exchange Commission [6]. 
AI has also shown promise in improving the justice system. Algorithmic risk assessments are used in pretrial detention 
[57] and sentencing [59], as well as probation and parole [49]. There have been multiple instances in recent years that 
show the promising potential of AI.

San Francisco is using AI to blind police reports so that prosecutors are unaware of the defendant’s race [34]. In 
Kansas, officials use machine learning to divert low-risk defendants from jail to mental health services [7]. In another 
example, more than 60,000 marijuana convictions in California were made eligible to be cleared through Proposition 
64 [18]. An algorithm identified and cleared all eligible cases using an automated process (i.e., no hearing, attorney, or 
petitions needed). Given this population’s disproportionate number of Black individuals, the algorithm helped negate 
historical bias [18]. Finally, one research team found that machine learning can help improve legal outcomes. They built 
an algorithm that resulted in 25% fewer crimes committed while defendants were released on bail, 45% lower capacity 
within the jails, and reduced overall racial disparities [48]. Therefore, AI offers promise to help increase the fairness of 
these consequential decisions.

While AI can benefit the justice system, it faces significant challenges and limitations, such as algorithmic bias, 
transparency, accountability, and privacy concerns. If training data contain biases, AI systems could perpetuate or 
exacerbate these biases, leading to racial discrimination and mass incarceration [55, 77]. The black-box nature of some 
AI algorithms makes it difficult to understand their decisions, resulting in lack of transparency and accountability [17, 26, 
87]. Privacy and data protection concerns also arise, including informed consent, surveillance, and data rights violations 
[68, 88]. While the Fourth and Fifth Amendments offer some protections, there is limited case law on AI’s intersection 
with privacy rights [31, 78]. Public perception of judiciary trust in AI is crucial for successful implementation in court 
decisions, making it important to understand and foster trust in AI’s use within the justice system.

Public trust is essential for AI’s acceptance and further progression and development [76]. Although a substantial 
body of literature explores interpersonal dynamics and trust (i.e., between humans), the literature on human–computer 
interaction and trust is limited. However, findings from relevant research suggest people are unsure of how much they 
should support and trust the use of AI in their day-to-day lives. For example, Americans express mixed support for the 
development of AI, believe it should be carefully managed, and have various levels of trust in different organizations 
to develop and oversee AI for the public’s best interest [95]. Further, when asked about a list of AI-based products and 
services, over 40% of respondents said they would not trust one [50].

4 � Trust in AI

The human–computer interaction literature has been exploring trust in AI. The extent to which someone trusts AI can vary 
by domain and its use but also by individual differences. Glikson and Woolley [38] discerned factors influencing emotional 
and cognitive trust in AI. Anthropomorphism predicted emotional trust, and transparency predicted cognitive trust. Trust 
plays an essential role in the intention to use AI, and there are likely differences when users decide to trust or distrust AI.

Algorithm aversion occurs when an individual trusts a human predictor over an algorithm [27]. People experience 
this type in highly uncertain domains (e.g., self-driving cars and medical diagnostics). In contrast, algorithm appreciation 
occurs when people prefer algorithms over human predictors in domains with less uncertainty (e.g., numeric estimates, 
forecasts on song popularity, and romantic attraction) [54]. Therefore, it is likely that people will be less likely to trust the 
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use of AI in the criminal justice system, given the high level of uncertainty. Locus of control offers a potential explanation 
of how uncertainty might affect the level of trust in AI.

5 � Locus of control

Locus of control refers to the subjective assessment between individual characteristics and outside circumstances 
encompassing experienced outcomes [70, 71]. Individuals range on a scale of orientation between internal and external. 
Given that people with an external locus of control are more open to outside forces, they might be more open to using 
AI technology within the courtroom than those with an internal locus of control orientation.

Although locus of control appears to stem from individual experiences, it is also plausible that the broader societal 
context may impact the LOC of various groups. Twenge et al. [85] conducted two meta-analyses examining the LOC in 
college students and children from 1960 to 2002. Both groups steadily shifted towards an external locus of control over 
time. Furthermore, the COVID-19 pandemic may have prompted a general shift in the population towards an external 
orientation, given the heightened feelings of helplessness and stress experienced during this period. One study found 
that the locus of control shifted from internal to external for social work professionals and college students [58]. Some 
AI systems have anthropomorphic qualities, which turn them into social actors [89]. Thus, it is important to explore how 
the extent to which people anthropomorphize AI influences their perceptions of AI.

6 � Anthropomorphism

There is a distinction between the type of anthropomorphic cues that are attributed to embodied agents like robots (e.g., 
voice, body movements, facial expressions) and disembodied agents like chatbots (e.g., personality, name, gender, voice) 
[3]. How people classify people and objects influences how they process information regarding self-report and behavioral 
measures [21]. On the one hand, objects are generally evaluated based on their quality and utility. On the other hand, 
people are less likely to be evaluated on their functionality and rather on their interpersonal qualities (e.g., warmth). Thus, 
peoples’ perceptions of anthropomorphized objects might be sensitive to information within the interpersonal realm.

Anthropomorphism has been found to influence the level of trust in AI. When consumers were primed to think about 
their car in anthropomorphic terms, they were less likely to replace it, gave less weight to functionality, and more weight 
in terms of interpersonal descriptors when making replacement decisions [12]. However, some studies have shown weak 
or no effects on anthropomorphism and trust [29, 41]. Just as perceived anthropomorphism can influence perceptions 
of AI, culture is another factor that might come into play as an individual difference.

7 � Hofstede’s cultural dimensions theory

Most psychological research has been conducted on Western samples [44], which has major implications for psychological 
results because they can only be generalized to Western samples. While some researchers would argue that these 
psychological processes are universal, there is reason to believe that they depend on socio-cultural contexts and vary 
between cultures [32, 56]. Therefore, it is important to consider culture when examining psychological processes. 
Culture is multidimensional and can be difficult to conceptualize. It is an amalgamation of social norms, beliefs, and 
attitudes consistently influenced by the individuals, groups, and countries the people inhabit [45]. Hofstede [46] created 
a framework that has been used in multiple fields and is a helpful model to explain how culture might influence an 
individual’s trust in predictive algorithms and their decision to adopt this technology.

The Hofstede model describes cultures in six dimensions. Power distance refers to the extent to which inequality is 
an issue and if it is addressed. Uncertainty avoidance refers to the level of tolerance a society has for ambiguity and how 
threatening change is to the culture. Individualism-collectivism refers to how the people within the culture integrate 
into groups. Masculinity refers to the gender roles within the culture. Finally, long-term orientation refers to the extent 
to which a culture emphasizes long-term planning and future orientation versus short-term gratification.
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Previous research has explored the effect of culture on technology acceptance and innovation. Thatcher et al. [82] 
found a negative relationship between uncertainty avoidance, power distance, and technology acceptance. In other 
words, higher levels of uncertainty avoidance and power distance index indicate lower levels of technology acceptance.

One research team conducted a meta-analysis of locus of control using Hofstede’s dimensions [14]. They describe 
agentic-communal goals, which are highly related to individualism-collectivism. Agentic-communal goals refer to 
how personal accomplishment, success, and power are reinforced in a culture [45]. Perceived control from external 
circumstances or sources might be distressing for those in individualistic cultures because it threatens their autonomy 
[14]. With the individualism dimension relating heavily to agentic goals, societies high in individualism might likely have 
a more internal locus of control. Further, experts might also influence public perceptions.

8 � Expert influence

Experts are often perceived as credible authorities because of their extensive knowledge and experience. Research 
indicates that social movements and public campaigns frequently led or endorsed by experts, can sway public opinion, 
although the effects tend to be modest and occasionally short-lived [42]. For instance, educational programs on 
controversial subjects like the death penalty or abortion have been shown to produce small but positive changes in 
public attitudes [42].

In the realm of emerging technologies such as AI, the influence of experts becomes particularly significant. Public 
attitudes towards AI are heavily shaped by the views and endorsements of experts. Studies reveal that people turn to 
experts for insights on the risks and benefits of AI, which can influence their acceptance or rejection of these technologies 
[9]. Experts help to clarify complex technologies, making them more accessible and less intimidating to the general 
populace.

Experts play an important role in the public’s perceptions of AI. Neri and Cozman [64] found that experts play a crucial 
role in public risk perception of AI. This indicates that people look to experts to form opinions about new information and 
contexts. Another study found that trust in government and corporations influences trust in AI [13]. Less is known about 
the social influence of judges in shaping public trust. Judges are critical stakeholders in the legal system who are likely 
to influence the adoption and implementation of AI technology significantly. The public’s perceptions of judges’ trust 
in AI might influence the public’s trust. Although status and authority are elements associated with others trusting new 
technology or practices, other potential factors could influence public perceptions of trust in AI use in the legal system.

While there is relatively little research on how experts shape public opinions of AI, there is research in other areas 
documenting the influential power of experts and judges. Regarding COVID, one study found that the public’s trust in 
experts leads to greater uptake of recommended actions during the COVID-19 pandemic [1]. Empirical studies highlight 
that judges’ decisions, particularly in high-profile cases, can significantly influence public opinion. Rulings on civil rights, 
environmental regulations, and health policies have been shown to shape public attitudes and behaviors over time [93]. 
Due to their visibility, the Supreme Court’s decisions often become focal points for public discourse, reinforcing or altering 
public norms. As AI is integrated into the justice system, the public will likely rely on judges to form their opinions about 
AI, underscoring the importance of judicial influence in this context.

9 � Current study

There is a dearth of research on the public’s perceptions of the use of AI within the justice system. While AI has been 
shown to be more accurate than human decision-makers, there seems to be a lack of trust in AI decision-makers. We 
must understand individual differences of the public that might influence their trust in AI technology within the justice 
system and other domains. We used the following research questions to guide our inquiry into this issue:

10 � Research questions

RQ1. Are there differences in the level of trust between the various applications of AI within the criminal justice system?
RQ2. Does perceived judge trust in AI predict trust in the application of AI within the criminal justice system?
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RQ3. Does Hofstede’s cultural dimensions predict the level of trust in the application of AI within the criminal justice 
system?
RQ4. Does technology adeptness predict the level of trust in the application of AI within the criminal justice system?
RQ5. Does anthropomorphism predict the level of trust in the application of AI within the criminal justice system?
RQ6. What demographics predict trust in the application of AI within the criminal justice system?
RQ7. What social psychological themes are found within the open-ended question?

11 � Methods

11.1 � Participants

A total of 150 participants completed an online survey via Prolific, a large crowdsourcing community considered a reliable 
source for survey sampling in social science research [66]. To establish the most suitable sample size for this particular 
study, an a priori power analysis was utilized via G*Power (Faul et al. 30). The analysis parameters for within-subject 
factors were set to detect a small effect size (f = 0.15), with an alpha level of 0.05, a correlation of 0.05, and a power of 0.90.

The sample consisted of 90 females (59.6%), 55 males (36.4%), three non-binary/third gender (2.0%), and two who 
preferred not to say (1.3%). Participants ranged from 20 to 77 years old (M = 34, SD = 12.1). The majority of participants 
identified as White (n = 111, 73.5%), followed by Black (n = 17, 11.3%), Asian (n = 8, 5.3%), mixed race (n = 7, 4.7%), Other 
(n = 5, 3.3%), and American Indian or Alaska Native (n = 2, 1.3%). Many participants had a Bachelor’s degree (n = 56, 37.1%), 
followed by some college but no degree (n = 44, 29.1%), Associate or technical degree (n = 22, 14.6%), Master’s degree 
(n = 12, 7.9%), High school diploma or GED (n = 11, 7.3%), Some high school or less (n = 3, 2.0%), and Professional degree 
(JD, MD, DDS) (n = 2, 1.3%).

12 � Design and procedure

Participants were given instructions that explained that they would be reading about various applications of AI in the 
legal system. Participants read summaries about the various applications of AI within the legal system. Specifically, 
they described the use of AI in determining bail (eligibility, fines and fees), sentencing (length, fines and fees), and 
legal documents (see Appendix A for full descriptions). The bail scenario was the judge using an AI tool to determine 
bail eligibility and the amount of fines and fees. Sentencing included the judge using an AI tool to determine sentence 
length and the amount of fines and fees. Finally, the legal document scenario was the judge using AI to help write their 
legal decision.

After viewing each description, participants were asked about their level of trust within that context. For bail, they 
were asked about their trust in AI in bail eligibility and bail fines and fees. For sentencing, they were asked about their 
trust in AI in determining sentence length and fines and fees. They were simply asked about their level of trust in that 
context for legal documents. Then participants will fill out measures of locus of control, anthropomorphism, Hofstede’s 
cultural dimensions, trust in technology, and technology acceptance.

13 � Measures

13.1 � Dependent variable

13.1.1 � Trust in AI

We determined that trust was the most appropriate dependent measure to assess participants’ attitudes toward using AI 
in various legal contexts. Trust is essential for the acceptance and successful implementation of AI. To measure the level 
of trust in AI technology in the various legal contexts, we created a single question on a 7-point Likert scale from not at 
all to completely “How much would you trust the use of artificial intelligence in _______?”.
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13.2 � Independent variables

13.2.1 � Perceived judge trust

We wanted to test how perceived judges’ trust influenced participant trust in AI within various legal contexts. To measure 
the perceived judge’s trust we created a single question on a 7-point Likert scale from not at all to completely “How much 
would do you believe judge’s trust the use of artificial intelligence in its current state?”.

13.2.2 � Locus of control

To measure locus of control, we used the original scale developed by Rotter [70], which details the extent to which individuals 
believe internal or external forces shape their life. This scale includes 29 statements that measure internal and external locus 
of control orientation. Participants were asked to select one of two statements that they agreed with more, (e.g., external: 
“Many times I feel that I have little influence over things that happen to me” or internal: “It is impossible for me to believe 
that chance or luck play an important role in my life”). We adhere to the scoring procedures described in the scale such that 
higher scores indicate a more external locus of control (alpha = 0.80; [70]).

13.2.3 � Anthropomorphism individual difference scale

To measure anthropomorphism as an individual difference, we used the Individual Differences in Anthropomorphism 
Questionnaire (IDAQ) scale developed by Waytz et al. [91]. This scale includes 15 items that are rated on a 5-point Likert 
scale from not at all to very much (e.g., “to what extent does the average robot have consciousness”). Higher scores indicated 
higher levels of anthropomorphism (alpha = 0.80).

13.3 � Hofstede’s cultural dimensions

To measure individual judges’ scores on Hofstede’s Cultural Dimensions a scale made for an individual unit of analysis was 
used. Yoo et al. [94] developed a psychometrically sound measure of Hofstede’s Cultural dimensions to use at the individual 
level. It includes power-distance, (e.g., power-distance: “People in higher positions should not ask the opinions of people in 
lower positions too frequently”), uncertainty-avoidance: (e.g., “Instructions for operations are important”), collectivism (e.g., 
Group welfare is more important than individual rewards”), long-term orientation (e.g., Personal steadiness and stability”), 
and masculinity (e.g., “It is more important for men to have a professional career than it is for women”). The CVSCALE is a 
26-item five-dimension scale that details individual cultural values (alpha = 0.62–0.76).

13.3.1 � Technology acceptance

There are three subscales within the Technology Acceptance Model Instrument that each include three items (Teo et al. 81): 
perceived usefulness (e.g., “Using computers will improve my work,” perceived ease of use (e.g., “My interaction with computers 
is clear and understandable”), and attitudes towards computer use (e.g., “Computers make work more interesting”). These 
items will be averaged to create a technology acceptance such that higher scores will indicate higher levels of technology 
acceptance (0.87–0.96).

13.4 � Covariates/other variables

13.4.1 � Demographics

We asked participants about their demographics, including race, age, education, and gender.

13.5 � Use of language enhancement tools

In drafting and revising this paper, we used ChatGPT-4, a large language model trained by OpenAI that has exemplified natural 
language processing capabilities and generation. ChatGPT was used for assistance in rephrasing and improving the clarity 



Vol:.(1234567890)

Research	 Discover Artificial Intelligence            (2024) 4:44  | https://doi.org/10.1007/s44163-024-00142-3

of the writing. It is important to note that while ChatGPT was used to rephrase content, the conceptual development, data 
collection, analysis, and conclusions drawn in the paper are solely the work of the authors. The use of ChatGPT enhanced 
the readability of the paper but did not influence academic integrity.

14 � Results

We conducted analyses for this study using R, an open-source statistical software. Prior to running the analyses, we 
analyzed the dataset for missing data. Fortunately, there was only one participant who did not complete the survey. As 
a result, we removed this participant from the sample, and the remaining data were analyzed, which ensured that we 
conducted the analyses on a complete dataset, which can help to minimize potential biases and errors.

RQ1. Are there differences in the level of trust between the various applications of AI within the criminal justice system?

A repeated measures ANOVA was performed to compare the effect of Context on Trust. There was a statistically 
significant difference in Trust between at least two Context groups, F(3.38, 506.33) = 13.685, p < 0.001 (see Table 1 for post 
hoc comparisons). In other words, participants had significantly higher trust in bail fees and sentencing fees compared 
to bail eligibility. They also had significantly lower trust in sentencing compared to bail eligibility. Participants had higher 
levels of trust for bail fees compared to sentencing. Finally, participants had higher levels of trust in sentencing fees and 
legal documents compared to sentencing.

RQ2. Does perceived judge trust in AI predict trust in the application of AI within the criminal justice system?

A simple linear regression was used to test if perceived judges’ trust significantly predicted trust in the application of 
AI within the criminal justice system. The fitted regression model was Trust in AI = 1.774 + 0.291*(judge trust). The overall 
regression was statistically significant (R2 = 0.045, F(1, 753) = 35.52, p < 0.001). It was found that perceived judge trust 
significantly predicted trust in AI within the criminal justice system (β = 0.291, p < 0.001). This indicates that the more the 
participant perceived the judge as trusting the AI, the more they trusted the application of AI within the justice system.

RQ3. Does Hofstede’s cultural dimensions predict the level of trust in the application of AI within the criminal justice 
system?

14.1 � Power distance

We fitted a linear mixed model with Trust as the outcome variable, Power Distance as the predictor, and Subject ID 
entered as a random effect. Within this model, there were no significant differences (β = 0.07, t(148.99) = 0.60, p = 0.55).

14.2 � Uncertainty avoidance

We fitted a linear mixed model with Trust as the outcome variable, Uncertainty Avoidance as the predictor, and Subject 
ID entered as a random effect. Within this model, there were no significant differences (β = 0.14, t(288.14) = 1.38, p = 0.17).

Table 1   Level of trust by AI 
context in the criminal justice 
system

M = Mean; SD = Standard Deviation. To denote letters marking significant differences, different letters (a, 
b, c, d) indicate statistical significance. For all variables sharing the same letter, the difference between the 
means is not statistically significant. If two variables have different letters, they are significantly different.

Context M SD

Bail Eligibility a 2.48 0.847
Bail Fees ab 2.62 0.843
Sentencing abcd 2.24 0.914
Sentencing Fees ad 2.66 0.986
Legal documents c 2.42 0.962
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14.3 � Collectivism

We fitted a linear mixed model with Trust as the outcome variable, Collectivism as the predictor, and Subject ID entered 
as a random effect. Within this model, there were no significant differences (β = 0.02, t(285.34) = 0.20, p = 0.85).

14.4 � Long‑term

We fitted a linear mixed model with Trust as the outcome variable, long-term as the predictor, and Subject ID entered as 
a random effect. Within this model, there were no significant differences (β = 0.10, t(283.56) = 0.78, p = 0.44).

14.5 � Masculine

We fitted a linear mixed model with Trust as the outcome variable, Power Distance as the predictor, and Subject ID 
entered as a random effect. Within this model, there were no significant differences (β = 0.05, t(285.20) = 0.62, p = 0.53).

RQ4. Does technology adeptness predict the level of trust in the application of AI within the criminal justice system?

We fitted a linear mixed model with Trust as the outcome variable, tech scale as the predictor, and Subject ID entered 
as a random effect. Within this model, there were no significant differences (β = 0.16, t(286.17) = 1.31, p = 0.19).

RQ5. Does anthropomorphism predict the level of trust in the application of AI within the criminal justice system?

We fitted a linear mixed model with Trust as the outcome variable, anthropomorphism scale as the predictor, 
and Subject ID entered as a random effect. Within this model, there were no significant differences (β = −  0.01, 
t(284.42) = − 0.64, p = 0.52).

RQ6. What demographics predict trust in the application of AI within the criminal justice system?

Due to a lack of power in comparing education groups, they were collapsed into three groups (high school diploma, 
GED, or less, associate and bachelor, and graduate degrees). There was not a statistically significant interaction between 
education and context in explaining the trust score, F(6.73, 498.27) = 0.500, p = 0.833. There was a statistically significant 
main effect of context (F(3.37, 498.27) = 6.699, p < 0.05) and education (F(2, 148) = 3.932, p < 0.05) on the trust score. For 
education, those who received their high school diploma, GED, or less were more likely to trust AI in various contexts 
significantly more than those with higher levels of education (Table 2).

RQ7. What social psychological themes are found within the open-ended question?

For the qualitative data analysis, we harnessed the power of ChatGPT-4. Leveraging ChatGPT allowed us to delve into 
our open-ended responses and extract psychological and sociological themes related to trust in the application of AI 
within the justice system. ChatGPT provides distinct advantages over other qualitative software. It streamlines qualitative 
analysis by automating coding and categorization tasks, thereby saving time and enabling researchers to focus on higher-
level analysis [16]. Additionally, it mitigates human bias, ensures consistency, fosters iterative and collaborative analysis, 
and generates fresh insights through interactive dialogues and exploration of multiple perspectives [16].

Table 2   Level of trust by 
education in the criminal 
justice system

M = Mean; SD = Standard Deviation. To denote letters marking significant differences, different letters 
(a, b) indicate statistical significance. For all variables sharing the same letter, the difference between the 
means is not statistically significant. If two variables have different letters, they are significantly different.

Context N M SD

High school diploma, GED, or lessab 70 3.03 0.93
Associates or Bachelors degreea 390 2.45 0.95
Graduate degreeb 295 2.40 0.93
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While ChatGPT excels in efficiently analyzing and coding text data, it does have notable limitations. Research indicates 
that while AI can provide consistency and reduce human error, it can yield varying interpretations based on prompt 
wording, as evidenced in studies on the trolley dilemma [51]. This variability underscores the necessity of human 
oversight to validate AI-generated classifications. Furthermore, the use of AI tools like ChatGPT raises significant privacy 
concerns, as data inputted into these tools may not be securely managed, potentially infringing upon participants’ 
consent agreements [11]. It’s important to note that this study did not include any identifiable information within the 
prompts.

Open-ended responses were entered into the model and set parameters for generating responses related to our 
research questions. Specifically, ChatGPT was asked it to identify psychological and sociological themes that were stated 
multiple times within the data. The responses output by ChatGPT were analyzed to identify common psychological 
and sociological themes within the data. ChatGPT’s novelty means it lacks extensive validation and a broad user base, 
necessitating careful human review. The first author ensured that the quotes received from the data were correct and 
examined the themes it reported. ChatGPT offered quote examples from the data that are outlined in the text below.

14.6 � Social psychological themes

This data set reveals a range of perspectives on the use of AI in the criminal justice system. A thematic analysis of the 
responses yields several psychological sociological themes, including trust, complexity, nuance, emotion, the need for 
human involvement, bias and inequality, fairness and equity, the importance of testing and validation, and the complexity 
of the criminal justice system. Some participants express trust in AI as a means of achieving greater fairness in criminal 
justice, while others express skepticism or outright opposition. Some participants expressed concerns about bias being 
amplified, especially against minority groups due to historical systematic racial bias, while others believed it had the 
potential to make decision-making fairer. The following is a summary of these themes. The following is a summary of 
these themes.

14.6.1 � Trust

Many participants expressed varying degrees of trust and skepticism toward AI in the criminal justice system. Some 
participants express trust in AI to make fair and unbiased decisions in the criminal justice system (e.g., “I love the idea of 
AI removing biases from the judicial system”). They believe that AI can be programmed to adhere to a strong directive 
of equity and that, with proper testing and validation, it is more likely to do a fair and unbiased job than humans (e.g., 
“if the AI is allowed to use its own interpretation of the laws, I am pretty sure I would trust the AI more than any judge in 
America”). Others expressed distrust due to the uncertainty of using AI, (e.g., “I think there is so much unknown still about 
artificial intelligence and how it works that I wouldn’t be comfortable with relying solely on it for anything, especially 
when it has to do with my freedom and livelihood”).

14.6.2 � Fairness and equity

Many participants expressed interest in the potential of AI to make the criminal justice system fairer and more equitable 
(e.g., “I love the idea of AI removing biases from the judicial system”). However, some participants expressed concerns 
that AI may not be able to take into account all relevant factors or may overlook important nuances in individual cases 
(e.g., “I think there are some cases that can be very alike another, but I also think there are many cases so vastly different 
from each other that using solely AI to make a logical decision based on patterns could be not as fair”).

14.6.3 � Complexity and nuance

Several participants expressed the view that AI lacks the ability to account for the human element in criminal justice, such 
as emotions, extenuating circumstances, and exceptions due to certain circumstances (e.g., “AI can’t make this distinction. 
Everything isn’t black and white, there are expectations, and an AI can’t make this distinction”, “I don’t think AI should be 
used on its own because it can’t take into account the human element, like remorse or extenuating circumstances,” and 
“Artificial intelligence cannot account for these emotional outcomes at its current state”). Others expressed concerns 
about the accuracy and reliability of AI and worried about its use in complex decisions (e.g., “The criminal justice system is 
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very complex, and I would find it difficult to get on board with artificial intelligence making such life-changing decisions. 
I have little trust in a computer that over-simplifies issues to make a black-and-white decision when there are a plethora 
of gray shades”).

14.6.4 � Emotion

Some participants expressed that emotions are a key factor in determining punishment for an individual and that AI 
cannot assess emotions in decision-making (e.g., “AI can’t assess emotions in their decisions. I believe this is a key factor 
in determining punishment for an individual,” and “I think most court cases are influenced by emotions unconsciously, 
which can result in more positive or more negative outcomes. Artificial intelligence cannot account for these emotional 
outcomes at its current state”).

14.6.5 � Need for human involvement

Despite acknowledging the potential benefits of AI, many participants emphasized the importance of human involvement 
in decision-making (e.g., “I believe that AI on its own will not be feasible at this point in time, but I do think using it to 
affirm a judge’s thoughts or for them to reconsider is helpful”), citing the inability of AI to assess emotions (e.g., “Artificial 
Intelligence doesn’t have empathy”), the value of human compassion (e.g., “I think using it to help inform decisions would 
be the fairest, but as a criminal, I would prefer for the judge to decide as I think I could appeal to their humanity”) and 
take into account the nuances of individual cases (e.g., “I don’t think AI should be used on its own because it can’t take 
into account the human element, like remorse or extenuating circumstances”).

14.6.6 � Bias and inequality

Many participants expressed concerns about the potential for AI to perpetuate or even amplify existing biases in the 
criminal justice system (e.g., “My main concern is that the AI would learn the bias that the criminal justice system already 
has against minorities” and “I can see how it might reduce racial bias sentencing, but it could also make it worse”). They 
believe that AI has an implicit bias based on its creators and the information it is fed and that this bias could be more 
harmful to minority groups than having a person with nuance decide (e.g., “AI has an implicit bias based on its creators 
and the information it is fed, so ultimately it would be more harmful, especially to minority groups than just having a 
person with nuance decide”).

14.6.7 � Importance of testing and validation

Many participants emphasized the need for extensive testing and validation of AI systems before they can be 
implemented in real cases, citing concerns about the potential for AI to introduce new biases or overlook important 
information in individual cases (e.g., “I think there would need to be extensive testing and validation done before we 
should trust AI to such a critical piece of the wellbeing of our society”).

14.6.8 � The complexity of the criminal justice system

Participants acknowledged the complexity of the criminal justice system and expressed doubts about whether AI could 
fully understand the nuances of individual cases (e.g., ‘The criminal justice system is very complex, and I would find it 
difficult to get on board with artificial intelligence making such life-changing decisions”).

15 � Discussion

This study explored public perceptions of AI used in bail and sentencing decisions and the writing of legal documents. 
Participants had varying levels of trust depending on the application of AI within the legal system. Specifically, 
participants were more likely to trust AI in assessing fines and fees compared to bail eligibility, sentencing length, and 
legal documentation. This finding suggests that the public might view AI as more objective and less likely to perpetuate 
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bias in financial calculations. This aligns with the personal property relevance phenomenon, such that people are more 
likely to perceive losses related to personal aspects of their lives as more severe compared to losses to property [69].

In the context of the application of AI within the justice system, this phenomenon could influence people’s level of 
trust in AI. If AI makes decisions concerning an individual’s personal well-being (e.g., bail, sentencing), then people are 
more likely to view it as a threat. However, if AI makes fewer personal decisions (e.g., fines and fees), people are less 
likely to view it as a threat. Therefore, AI in consequential decisions such as bail and sentencing must be transparent and 
extensively tested to ensure accuracy and reliability.

One of the main findings of this study is that participants’ trust in AI within the legal system is influenced by their 
perception of judges’ trust in AI. Specifically, participants who believed that judges had greater trust in AI were more 
likely to express their own trust in its use within the legal system. This finding aligns with literature indicating that 
the public often looks to experts, such as judges, for guidance in uncertain situations [65]. These results highlight the 
importance of judges’ endorsements in shaping public acceptance of AI and underscore the need for ethical guidelines 
and targeted education for judges. Ensuring judges understand and trust AI technologies can enhance public confidence 
and acceptance, reinforcing the theoretical framework that public trust is partly derived from the trust expressed by 
influential experts.

However, it is essential to consider potential counterarguments and alternative explanations for this relationship. For 
instance, media portrayal of AI and judicial decisions can significantly shape public perception. The media often influences 
how technologies and judicial actions are viewed, potentially amplifying or distorting judges’ endorsements. This broader 
context underscores the complexity of the issue and suggests areas for further research, such as examining the interplay 
between media coverage, judicial opinions, and public trust in AI. Addressing these factors strengthens the study’s 
arguments, highlighting the multifaceted nature of public trust in AI and suggesting avenues for future exploration.

It is important to clarify that while judges are authoritative figures within the legal system, their direct role in shaping 
public opinion towards AI in the legal context is an emerging area of research. The perception that judges endorse 
AI can lend credibility and legitimacy to its use, aligning with the broader understanding of how expert opinions can 
influence public attitudes. More research is needed to fully understand the extent and mechanisms of this influence, 
but our findings suggest that judges do play a significant role in shaping public perceptions of AI in judicial contexts.

By demonstrating trust and using ethical AI, judges may help to increase public trust in AI and facilitate its wider 
adoption in the legal system. This finding demonstrates the importance of social and psychological factors that influence 
public perceptions of AI in the legal system. This suggests that gaining support from judges and other legal experts is 
crucial in the successful development and implementation of AI to minimize adverse effects and maximize positive 
outcomes of AI.

Interestingly, culture, locus of control, and anthropomorphism were not significant predictors of trust in AI within the 
legal system. Previous research suggests that culture, locus of control, and anthropomorphism predict trust in AI. One 
study investigated AI in healthcare and explored how Hofstede’s cultural dimensions influence the acceptance of this 
technology [73]. Of the multiple dimensions studied, the factor that seemed to impact the adoption of AI was uncertainty 
avoidance, such that high scores were related to non-adoption. One study found that those with a high internal locus of 
control were more likely to trust their judgment over an AI decision-maker than those who are externally oriented [72]. 
Studies have found that anthropomorphism is associated with higher trust resilience [23] and greater emotional trust in 
AI [38]. Further research may be needed to explore these findings in more detail.

Education was a significant predictor of trust in AI within the justice system. Participants who received their high 
school diploma, GED, or less were more likely to trust AI in various contexts significantly than those with higher levels 
of education. This indicates that education might play a role in shaping individuals’ perceptions of AI. People in higher 
education are more likely to be skeptical of the potential of AI and aware of its limitations.

Educated individuals might be more skeptical of AI’s use within the legal system due to their understanding of its 
limitations and potential risks. For example, educated individuals might be more aware of its ability to perpetuate 
biases within the legal system. This increased awareness might increase skepticism toward AI in legal contexts. Another 
factor that might influence educated individuals’ trust in AI is potentially higher expectations for transparency and 
accountability. Research shows that transparency and accountability are essential for trust [75].

Using ChatGPT, this study also conducted a thematic analysis of the open-ended comments and identified several 
psychological and sociological themes related to the use of AI within the justice system. These themes included bias 
and inequality, fairness and equity, the importance of testing and validation, and the complexity of the criminal justice 
system. Participants expressed concerns about bias being amplified, especially against minority groups due to historical 
systematic racial bias, while others believed it had the potential to make decision-making fairer. The need for human 
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involvement was also emphasized, suggesting that individuals value the role of human judgment and decision-making 
in the justice system.

Overall, this study reveals a range of perspectives on using AI in the criminal justice system. The findings suggest 
that public trust in AI varies depending on the application and that education level may shape individuals’ perceptions. 
The results emphasize judges’ significant role in shaping public opinion, particularly regarding the use of AI in the 
legal system. Specifically, participants who perceived judges as having high trust in AI were likelier to trust AI. This 
phenomenon aligns with the broader understanding that the public often looks to authoritative figures and experts 
for guidance in uncertain situations. Given their authoritative status and expertise, judges can lend credibility to new 
technologies, influencing public acceptance and trust in AI within judicial contexts. This effect underscores the broader 
influence that expert opinions have on public attitudes, especially in areas where the public may have limited knowledge 
or experience. The study also highlights the importance of testing and validation and the need for human involvement 
in decision-making. Further research is needed to explore these findings in more detail and to inform the development 
and implementation of AI in the justice system.

15.1 � Implications

This study can potentially guide future interventions and ongoing education programs for legal professionals. As AI 
technology becomes more prevalent in the justice system, judges must become familiar with various tools, including 
decision-making aids and digital evidence. It is essential to provide education and training for legal actors to ensure the 
successful integration of these tools. To facilitate this process, researchers can investigate how judges develop trust and 
interact with AI technology, providing valuable insights for legal education and practice. Public trust depends on judge 
trust; therefore, judges’ concerns are relevant and should be considered when implementing these tools.

This research offers insight into public perceptions of using AI within the justice system, which should be considered 
when implementing this technology. Participants expressed concerns about AI’s ability to perpetuate racial bias in bail 
and sentencing decisions. AI tools used within the courtroom should receive extensive testing to ensure justice. There 
should also be a process in which defendants can appeal and question the AI process.

If AI is to be used within the justice system, there need to be standardized ethical guidelines. While AI can potentially 
reduce bias in bail and sentencing, further progress is necessary for developing ethical guidelines. Fjeld et al. [33] 
identified eight critical themes for AI principles in their review of reports from various continents and organizations. These 
include privacy, accountability, safety and security, transparency and explainability, fairness and non-discrimination, 
human control of technology, professional responsibility, and promoting human values.

15.2 � Limitations and future directions

This study has multiple limitations due to the sampling procedures, measures, and design. First, we used a convenience 
sample of participants using Prolific.ac. Although Prolific is a reliable source for social science research [66], the sample 
does not represent the national population. Future research could benefit from stratified random sampling, which would 
allow for the inclusion of underrepresented groups and potentially reveal diverse perceptions of AI in judicial settings. 
Next, this was an online survey, and participants may have been preoccupied with other tasks, which could have affected 
their responses. However, respondents were asked to commit to providing thoughtful responses which have been shown 
to decrease the rate of quality issues and are more effective than other types of attention checks [35]. Future research 
should consider in-person interviews to allow for more in-depth, nuanced responses.

Third, there were some limitations within the measures. The cultural, locus of control, anthropomorphism, and 
technology acceptance measures were skewed and not normally distributed, which may explain the nonsignificant 
results. This is likely due to the sampling method of convenience sampling. The sample was homogeneous and did not 
collect nuanced differences within the scales. Specifically, for the technology scale, participants who work on a computer 
were asked to take surveys; therefore, the sample was all technologically savvy. We did run these analyses through log 
transformations, and this did not make a difference. There is a further limitation with the technology acceptance scale, 
which traditionally measures how individuals perceive the usefulness and ease of use of technology in their personal 
lives. However, our study asks participants to evaluate AI’s role in judicial decisions, such as sentencing and bail, which 
may not directly impact their daily lives. This discrepancy could affect their responses, as they are assessing AI’s impact 
on others rather than themselves. Additionally, considering AI’s use in the justice system introduces complex issues of 
fairness and bias, which may influence participants’ acceptance of AI differently than in personal or professional contexts. 
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This distinction highlights the need for further research into how perceptions of bias and fairness specifically affect public 
opinion on AI in judicial settings.

Another limitation within the measures was the “one-item” trust measure. Future research should obtain a more 
diverse sample to see a variance within these measures. Further, we used a single-item trust measure. Trust in AI is 
complicated, and using a single-item measure might not encompass the complex construct. Further, while Hofstede’s 
cultural dimensions were incorporated into the framework, future research could benefit from a more dynamic analysis 
of how these cultural variables interact with personal attitudes toward technology. An exploration of cross-cultural 
differences and similarities in perceptions of AI could offer valuable insights into global patterns of trust in technology, 
enhancing the applicability of the research findings internationally.

Finally, using ChatGPT-4 for qualitative analysis has some limitations. ChatGPT’s responses are generated using a 
predictive algorithm that is trained on a collection of data. The responses it generates might not be accurate, mainly 
if the user is asking for it to complete a task outside of its trained data. Second, ChatGPT responses lack nuance and 
complexity. While it can generally create coherent sentences, it may not always understand subtle nuances within the 
qualitative data. Third, ChatGPT might generate responses that are biased toward a particular perspective. It may not 
always provide the bigger picture when generating responses. ChatGPT is a transformative resource for qualitative 
researchers, but researchers should use caution when using ChatGPT for qualitative data analysis and check for quality, 
accuracy, bias, and relevance.

16 � Conclusion

The use of AI in the justice system is becoming increasingly prevalent, but there is a growing concern about ensuring 
that its decisions are fair and unbiased. AI can reduce bias but also perpetuate biases if designers fail to account for social 
and cultural factors or train it on biased data. While AI has numerous benefits, such as speeding up decision-making and 
reducing caseloads, it also has risks, such as the loss of human judgment and empathy and the lack of transparency of 
AI tools used in court.

There are no standard ethical guidelines for using AI in the justice system. Therefore, it is essential to train judges and 
decision-makers on how to use AI, including how it works, makes decisions, and interprets its output. Judges must learn 
how to interpret the output of AI algorithms and identify any biases in the data. This study found that the public’s trust 
in AI is closely related to their trust in judges. Thus, proper training of judges is crucial to maintain public trust in the 
justice system when using AI.

Researchers must proactively investigate the consequences of AI use and develop ethical guidelines to ensure 
its fair and appropriate use. To achieve this goal, they should develop mechanisms that promote transparency and 
accountability in using AI, such as making data sets and algorithms available for scrutiny and enabling appeals or 
challenges to AI-generated decisions.

The European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems and Their Environment covers 
several principles related to the adoption of AI within the legal system [4]. Principles include maintaining fundamental 
rights in the development and implementation process, mitigating discrimination, ensuring data privacy and quality, 
transparency, fairness through explainable methods, and the importance of human intervention. These principles reflect 
the ethical and responsible use of AI within the legal system.

In conclusion, while AI has the potential to revolutionize the justice system, its use must be approached with caution 
and transparency to promote procedural justice and maintain public trust. Our study highlights that participants’ trust 
in AI is significantly influenced by their perception of judges’ trust in AI, underscoring the need for ethical guidelines 
and education for judges and decision-makers on AI usage. The responsible integration of AI requires balancing benefits 
and risks with a clear focus on ensuring fairness, transparency, and accountability. Developing ethical guidelines and 
educating judges on using AI while maintaining empathy and accountability is crucial. Ultimately, the responsible 
integration of AI into the justice system demands a careful balance of benefits and risks, with a steadfast commitment 
to fairness, transparency, and accountability.
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Appendix A

Bail

When someone is charged with a crime, they are presumed innocent until proven guilty. The first step after being 
charged with a crime is the pre-trial bail hearing. If eligible, one can pay the amount set by the court and remain 
in the community pending trial. The judge decides if the individual charged with a crime is eligible for bail and for 
how much. Within bail decisions, judges might use artificial intelligence tools to help determine bail eligibility and 
amount. These artificial intelligence tools base their decisions on previous historical crime data, which help ensure 
equity/fairness, as well as predict the likelihood that someone will commit another crime or fail to appear for their 
court hearing if released.

Sentencing

Once you plead or are found guilty of a crime at trial, you go through the sentencing process. During the sentencing 
process, a judge determines your punishment typically in the form of some combination of probation, jail/prison time, 
and/or fines/fees. Within these decisions, judges might use artificial intelligence tools to help ensure equity/fairness and 
also predict the likelihood that someone will commit another crime when released.

Legal documents

Artificial intelligence has the ability to sort through huge amounts of data and engage in summarizing, interpreting, 
organizing, and drafting opinions/decisions and other legal documents.
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