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Abstract
The exponential progress of AI systems today compels scientists and philosophers to redefine their conceptual frame-
works to better understand the nature of these new technologies and their moral status. Among the various theories 
that are used to respond to the challenges posed by intelligent systems are instrumentalism, Socio-technical Systems 
Theory (STST) and Mediation Theory (MT), all widely adopted in the field of Science and Technology Studies (STS). This 
paper intends to present the main features of these theories and provide a comparative analysis of them in order to assess 
their contribution to the process of understanding the moral status of artificial intelligence. Our investigation intends 
to show how (1) instrumentalism is inadequate to account for the moral status of AI, (2) STST, while helping to highlight 
the link between AI, society and morality, lends itself to the criticism of anthropocentrism, (3) MT in its Latourian ver-
sion has the merit of highlighting the active character of technological artefacts and thus of artificial intelligence in the 
moral sphere. However, the principle of symmetry it proposes poses the problem of the de-accountability of the human 
agent. (4) MT in its postphenomenological form seems to partially resolve the problem of moral responsibility, but the 
opacity of the terminology it employs exposes it to various criticisms. In light of these results, we intend to show how 
an understanding of the moral status of intelligent systems cannot be based on the diametrically opposed positions 
that consider technologies either morally neutral or else moral agents similar to humans, whereas particularly useful 
elements can be found in STST and in postphenomenological MT.

Keywords  Ethics of artificial intelligence · Philosophy of technology · Moral philosophy · Artificial moral agents · Moral 
standing of AI

1  Introduction

The pervasiveness with which intelligent systems currently shape our society raises increasingly pressing ethical and 
legal questions. The use of robots in care and education, the spread of decision support systems in the legal and medical 
fields, and the adoption of increasingly powerful communication tools are radically redefining our patterns of behaviour 
and thought.

This epochal change has become the focus of scientists and philosophers who seek new conceptual frameworks to 
understand the true nature of AI. Moreover, recent advances in AI have highlighted how the merely instrumentalist com-
mon view is no longer sufficient to understand the status of new technologies and the moral role they play in our society. 
It is precisely the clarification of the ethical impact of intelligent systems and their moral standing that constitutes one of 
the most pressing challenges in the field of STS today, a challenge that has given rise to a wide-ranging debate in recent 
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years. We intend here to analyse three paradigmatic positions of this multifaceted debate: the Value Neutrality Thesis 
(VNT), the Socio-technical Systems Theory (STST) and the Mediation Theory (MT),1 with the aim of highlighting their 
limitations and strengths. With the comparative analysis of these theories, we intend to show how an understanding of 
the moral status of intelligent systems, endowed with varying degrees of autonomy, interaction and adaptability, can-
not be based on the diametrically opposed positions that consider technologies either as morally neutral or else moral 
agents on a par with humans, whereas particularly useful elements are to be found in STST and postphenomenology-
based MT. In fact, these theories, albeit within certain limits, mitigate certain problems related to instrumentalism and 
Latour’s mediation theory. More precisely, this investigation intends to show how (1) instrumentalism is inadequate to 
account for the moral status of AI. (2) While STST helps to bring to the forefront the link between AI, society and morality, 
it also exposes itself to the criticism of anthropocentrism. Due to its anthropocentrism STST is accused of falling into a 
more refined form of instrumentalism than the traditional one. (3) MT in the version proposed by Latour has the merit 
of highlighting the active character of technologies in the social sphere and thus of artificial intelligence. However, 
the principle of symmetry it proposes raises the problem of the deresponsabilization of the human agent. (4) MT in its 
postphenomenological version seems to partially resolve the problem of moral responsibility, but the opacity of the 
terminology it employs exposes it to numerous criticisms.

2 � Strong and weak value neutrality thesis (VNT)

Much of our everyday understanding of technology is based on the assumption that a technological object is merely a 
tool that is useful for achieving a certain purpose. This so-called instrumentalist view therefore considers all technologi-
cal objects—be they a hammer or a humanoid robot—as tools with no moral value. But the uses that are made of such 
technologies are subject to moral evaluation. In this sense, we speak of a dual use of technological artefacts: they can 
be used for morally good or bad ends. We consider two variants of this theory here: one strong, one weak.

A strong version of the instrumentalist position is supported today by Joseph Pitt, for whom “technological artefacts 
do not have, have embedded in them, or contain values” [1]. In this radical form defined as the Value Neutrality Thesis 
(VNT), instrumentalism rules out the idea that artefacts can incorporate values. As proof of this thesis, Pitt cites two 
famous examples. He invokes the slogan of the National Rifle Association of America: “Guns don’t kill people, people 
kill”. In this case, in Pitt’s analysis, it is the use of the firearm and not the firearm itself that has a moral value. In fact, the 
firearm does not exert any coercive force that drives the individual to commit a crime, but it is the holder of the firearm 
who decides how to use it.

The second example is taken from the famous case of the Long Island overpasses designed by architect Robert 
Moses. These overpasses were deliberately designed by Moses, at the beginning of the last century, in such a way that 
no buses could pass under them. This prevented black people and anyone who could not afford a car from reaching the 
well-known beaches that were accessible to white people and the upper-middle classes. According to Langdon Winner’s 
analysis of these overpasses [2], these artefacts, designed too low for public transport vehicles to pass under them, were 
promoters of elitist or racial discrimination. In other words, they incorporated a political order. In contrast to Winner’s 
analysis, Pitt argues that in no way can these overpasses be said to incorporate values: the only values involved here are 
those of Moses—it cannot be claimed that overpasses have such values. Therefore, for Pitt, although the construction 
and design of technologies involves numerous value-laden decisions, the conclusion that the artefacts themselves are 
value-laden cannot be drawn.

A weak version of the instrumentalist thesis is expressed by Peterson and Spahn [3]. What seems to distinguish the 
strong thesis from the weak one is that, although they agree that (1) technological artefacts are not considered moral 
agents and (2) they are not responsible for their effects, they can sometimes “affect the moral evaluation of general 
actions” [3, p. 412]. For example, according to the authors, from a consequentialist perspective, the presence or absence 

1  These theories appear paradigmatic because they well represent three different tendencies dominating the debate on the moral status 
of AI. Instrumentalism exemplifies all positions that regard AI as morally neutral. At the opposite extreme of this theory we can place the 
mediation theory proposed by Latour, which, by equating human and non-human actors, represents in its most radical form all positions 
that assign to technologies in general a full moral agency on equal terms with human agency. Postphenomenological mediation theory and 
STST represent two intermediate positions, the former being post-humanist, the latter anthropocentric. These are complemented by numer-
ous theories that can be located to varying degrees within the coordinates represented by these positions, and which we will not address 
here.
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of a bomb in the suitcase of a terrorist who intends to kill a million people by pressing a button changes the evaluation 
of the action itself. Put another way, if there were no bomb, the moral evaluation of pushing the button would be radi-
cally different.

In contrast to both versions of instrumentalism—we emphasise that the weak one concedes that while technology 
is neutral, it has an effect on the moral evaluation of action—the problem of the incorporation of values and disvalues 
peculiar to intelligent systems should be discussed here. In particular, the issue of biases affecting intelligent systems is 
currently a common theme in the field of STS. Indeed, numerous studies have demonstrated how intelligent systems, 
in addition to being able to perform the function of artificial moral advisor [4], have the capacity to embody values and 
biases [5, 6]. More precisely, algorithms, when they are based on incomplete or non-representative data, can promote 
different types of discrimination [7]. One example that has become famous is that of judges who in some legal systems 
use algorithms to determine the risk of recidivism. As in the Compas case [8], there may be biases that affect the deci-
sion support tools used by judges, since their decisions are based on previous resolutions, according to a bottom-up 
statistical approach.

To deal with the problem of incorporating disvalues, more and more attention has been paid in recent years to the 
design phase of intelligent systems [9] and in particular to the data to be used in training them. Both the design phase and 
the choice of data to be used are, in fact, two decisive moments in the management of the ethical impact of intelligent 
systems. Although not all consequences of technologies are predictable, it is still possible to design technologies in such 
a way as to deliberately convey certain values (e.g. health, safety, privacy) and avoid the dissemination of disvalues (e.g. 
racial and gender discrimination). In this sense, technology cannot be seen as a mere morally neutral tool in the hands 
of users, but rather it takes on clear moral meaning right from the design phase. This meaning depends primarily on the 
social function for which it is supposed to be used and the way it is designed, i.e. the values it is intended to embody.

This moral meaning is even better exemplified in certain intelligent systems that aim to support medical decisions 
by assessing their ethical impact. A good example is offered today by MedEthEx [10]. Designed by Michael Anderson, 
Susan Leigh Anderson and Chris Armen, this prototype of decision support aims to assist physicians in resolving ethical 
dilemmas that may arise in medical practice. For example, in the case of a patient who refuses a transfusion for religious 
reasons and thereby puts his life at risk, the following question arises: should the doctor try to change the patient’s mind 
(impinging upon the patient’s autonomy) or accept his choice (violating his/her duty to provide the most beneficent 
care)? It is clear in this example that the doctor’s decision support system is not only not morally neutral, but is intended 
to contribute decisively to the resolution of certain ethical questions.

Because of the ability of AI systems to incorporate (intentionally or unintentionally) values and disvalues, and also 
their ability to offer decision-making support in the presence of increasingly pressing moral demands, it is not pos-
sible to affirm that such systems have the status of mere morally neutral instruments. This limitation can also be seen 
in what is referred to nowadays as Instrumentalism 2.0 [11]. This expression is meant to indicate a renewed application 
of instrumentalism to new technologies, in which the instrumental thesis is, so to speak, radicalised: robots and new 
technologies are reduced to mere slaves [12] at our service. They are our property, just as a toaster and a hammer are. In 
regard to the proposal put forward by so-called Instrumentalism 2.0, it is sufficient to observe that this new version of 
instrumentalism does not offer any new elements that could free it from the same limitations as the VNT presented by 
Pitt. However, we must conclude by observing that, despite the inability of this theory to account for systems with high 
levels of autonomy, interaction and adaptability, it can still be considered valid for very simple tools and technologies, 
for which their use rather than their design is most important.

3 � AI as socio‑technical system

A different perspective that can lead us closer to understanding the moral status of intelligent systems is what is known 
as Socio-technical Systems Theory (STST). Unlike the VNT, this theory tends initially to emphasise the dual nature of the 
technological artefact, constituted by a material and a social element. Indeed, the artefact is characterised by a physi-
cal composition and the practical function for which it was designed. To fulfil its social function, linked to human goals 
that mostly possess moral significance [13], the artefact is embedded in a use plan. This term is understood as “a plan 
that describes how an artefact should be used to achieve certain goals or to fulfil its function” [14, p. 391]. Therefore, in 
the design phase, engineers and developers are responsible not only for the form the product is to take, but also for its 
possible uses. In this sense, engineers and developers can design artefacts in such a way that they are capable of moral 
behavioural influencing, facilitating good practices and/or avoiding bad uses.
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By further broadening the perspective from which to investigate the technological object, STST recognises not only 
that the artefact has a hybrid (material and social) nature, but that it forms part of what is defined in terms of a socio-
technical system. By this expression is meant a system whose functioning depends both on the technical element and 
on human behaviour and institutions understood as rules to be followed [6, 15]. Examples of such types of systems are 
a company, or the field of civil aviation. In the latter case, the various parts of the system, i.e. the technological apparatus 
(e.g. aircraft, technological checkpoint systems such as scanners, etc.) the human agents (on-board and ground person-
nel) and the laws and regulations in the field of aviation enable the proper functioning of the system itself, when each 
part performs its task properly.

Returning to AI systems, according to Socio-technical Systems Theory, what distinguishes a traditional socio-technical 
system from an AI system is the presence in AI systems of certain artificial components that replace or accompany human 
agents. More precisely, in AI systems, artificial agents replace or work alongside human agents, while institutions, under-
stood as social rules, are ‘translated’ into technical norms. In this way, the introduction of artificial agents and technical 
rules into the system entails a redefinition in causal terms of certain parts of the system itself, which in traditional Socio-
technical Systems Theory are represented by the intentionality of human agents and institutions.

For our purposes, it is important to note here that AI systems, in this perspective, are characterised by properties such 
as autonomy, interactivity, and adaptivity [16], which are also possessed by human agents [6]. However, despite the 
fact that such properties are shared by humans and AI systems, STST proponents do not tend to attribute to the latter a 
moral agency equal to that of humans, since such artificial agents lack other exquisitely human characteristics such as 
consciousness, intention to act, and freedom.

An example of the use of this conceptual framework is offered by Deborah G. Johnson [17] in the field of computer 
ethics. The author recognises that computers are parts of socio-technical systems, and thus attributes to them the moral 
status of moral entities precisely by virtue of their belonging to the system. In fact, although computers cannot be con-
sidered moral agents since they lack mental states and intentions to act, they possess moral significance since they are 
linked to the human intentionality that brought them into being, to the social practices in which they are employed, and 
to certain knowledge systems. In fact, they incorporate the intentionality of users and designers into their own inten-
tionality, which is related to their functionality, thus forming a triad of intentionality that is at work in technologies. For 
this reason, Johnson observes that “no matter how independently, automatically, and interactively computer systems 
of the future behave, they will be the products (direct or indirect) of human behavior, human social institutions, and 
human decision” [17, p. 197].

This position, which has the undisputed merit of clarifying the moral significance of computers and intelligent sys-
tems, nevertheless seems to incur a criticism that once again relates to instrumentalism. Johnson’s position appears to 
be spoiled by a certain anthropocentrism: it would reduce intelligent systems to a mere extension of the human subject, 
without attributing to them an autonomous character and a moral impact (positive or negative) that many times, in 
the case of AI systems, cannot be reduced only to the one intended by designers and users. In this sense, for Gunkel, 
“although Johnson’s ‘triad of intentionality’ is more complex than the standard instrumentalist position, it still proceeds 
from and protects a fundamental investment in human exceptionalism. Despite considerable promise to reframe the 
debate, Johnson new paradigm does not look much different from the one it was designed to replace. Human beings 
are still and without question the only legitimate moral agents” [18].

Although dismissing Johnson’s position to a more complex form of instrumentalism than the classical one might seem 
too radical, it must be emphasised that the behaviour of some technologies such as machine learning, which may lead to 
AI technologies to ‘disembody’ the values embedded in them [19], are difficult to explain in terms of the human–machine 
relationship. In other words, not all aspects and operations of technologies can be linked exclusively to the intentions of 
the human who put them in place. In this sense, precisely on the basis of the example of machine learning, it is difficult 
to share Johnson’s idea that.

“even when it learns, it learns as it was programmed to learn. […] The fact that the designer and user do not know 
precisely what the artifact does makes no difference here. It simply means that the designer – in creating the pro-
gram – and the user – in using the program – are engaging in risky behavior. They are facilitating and initiating 
actions that they may not fully understand, actions with consequences that they cannot foresee. The designer and 
users of such systems should be careful about the intentionality and efficacy they put into the world. […] When 
humans act with artifacts, their actions are constituted by their own intentionality and efficacy as well as the inten-
tionality and efficacy of the artifact which in turn has been constituted by the intentionality and efficacy of the 
artifact designer” [17, pp. 203–204].
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In light of the critique by Gunkel and others, considering the unintended consequences of technologies only in terms 
of risky behaviour on the part of humans seems to disregard the active character of technologies and the emergent abili-
ties they may exhibit.2 In this sense, while the position of Johnson and STS has the undoubted merit of highlighting the 
moral significance of technologies in relation to humans, it does not seem to be able to offer an exhaustive explanation 
of intelligent systems, whose autonomy, adaptability and interactivity is often not imputable to the intentionality of 
designers and users. The fact that machines endowed with the capacity to learn develop their own characteristics seems 
therefore to require a conceptual framework that recognises a certain moral agency and a congenital pre-intentional 
nature,3 and considers them more than mere tools or extensions of the human subject, even without attributing to them 
any understanding, capacity for reasoning or moral action equal to that of humans.

4 � Mediation theory: from Latour to postphenomenology

A radical re-evaluation of the ontological status of technological artefacts, with obvious repercussions on the clarifica-
tion of the moral status of intelligent systems, is found in the theory of mediation inaugurated by Bruno Latour [20–22], 
later re-elaborated in postphenomenological terms by Peter-Paul Verbeek.

With regard to Actor-Network theory, we are interested here in highlighting two points of particular importance for 
our understanding of the moral status of artificial agents. Firstly, Latour is credited with drawing attention to the active 
character of artefacts using the principle of symmetry. Technological artefacts are not merely the product of social net-
works, nor are they morally neutral instruments in our hands. Technologies are part of networks composed of human 
and non-human actors, within which these actors occupy different yet symmetrical positions. According to Latour, their 
identities are not fixed, but depend on the position they occupy in the network, just as—we would add—their moral 
role, too, depends on their position.

With this redefinition of the ontological status of technologies, and more generally of what is non-human, Latour 
intends to overcome modern subject-object, culture-nature dichotomies in order to highlight how our world is formed 
by hybrid collectives. In such collectives, humans and non-humans are constituted reciprocally, or rather, man and tech-
nology form a new subject, a new actant.

An example of the explanatory model proposed by this theory is once again provided by firearms. The firearm is not, 
in Latour’s eyes, a merely neutral instrument, as it is for the VNT. The person who possesses a firearm forms a new sub-
ject that ineluctably modifies both the person who possesses it and the firearm itself [21]. More precisely, possession 
of a firearm transforms the desires, skills, and possibilities of its possessor, and also transforms the firearm itself, which 
in the hands of the individual has a new identity: it can kill, unlike, for example, the weapon placed in a cabinet in an 
army museum. In this sense, we can say that the weapon, or the artefact, is a mediator, to which a program of action is 
delegated whereby moral action is distributed between human and non-human actors. This delegation is particularly 
evident in the case of intelligent systems that are involved in networks of relationships and cannot be reduced to a mere 
extension of the human subject, as is the case within the framework proposed by STST. Intelligent systems and humans 
constitute each other and it is within the collectives of human and non-human actants that the moral sphere takes shape.

Now, despite the broad impact of this theory on contemporary scenarios, there is a clear problem from a moral 
point of view that applies especially to intelligent systems. If one considers human and non-human subjects accord-
ing to the symmetrical model, the problem arises of the responsibility to be assigned to non-human subjects. Who is 
responsible for damage caused, for example, by a self-driving car? Can an intelligent system be held responsible for 
its actions? Given that Latour proposes distributing responsibility among the various actants, the question of how 
such a distribution is possible between humans and systems with artificial intelligence becomes increasingly urgent. 
Despite a number of solutions proposed today (among the various possibilities of redistribution of responsibility, 
see, e.g., [23]), this question still remains open.

2  In this respect, one only has to think of the emerging abilities of large language models analysed using the so-called BIG-Bench bench-
mark, whereby these models present ‘quantitative improvement and new qualitative capabilities with increasing scale’.
3  By pre-intentional nature we refer here, taking up the terminology presented by Di Martino in Viventi umani e non umani, Milano, Cortina, 
2017, to the fact that the effects of AI-enabled technologies go beyond the intentionality of the designers and users and have feedback 
effects on the human him/herself.
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This is compounded by a second problem. As noted by Verbeek, Latour’s position reduces human and non-human 
actants to parts of collectives and thus risks losing sight of the mediating role that technology plays in the relationship 
between humans and the world. In fact, while Latour’s position certainly has the merit of emphasising the active char-
acter of technologies from an outside perspective, it reduces the connections between entities to mere associations 
[24]. Because of this reduction, it does not seem to provide an adequately nuanced look at these same connections. 
On the other hand, in Verbeek’s view, the postphenomenology inaugurated by Don Ihde [25–27], which provides 
an analysis of the human-technological relationship from the standpoint of human experience, from an internal 
perspective, so to speak, seems to succeed in this endeavour. Postphenomenology, in fact, and here we refer to the 
version proposed by Verbeek, performs a twofold operation with regard to Latour’s theory of mediation: on the one 
hand, it rejects the symmetry between human and non-human actants, and on the other hand, it accepts the notion 
of mediation. With this gesture, it succeeds in a single step in accounting for the moral role played by technologies, 
without, however, leading to a deresponsabilization of the human subject. Technologies are moral mediators, that 
is, they mediate our relationship to the world, they play an active role in our experience of the world, but without 
becoming themselves responsible. If anything, Verbeek notes, it is necessary to grasp the role that technologies play 
in shaping our responsibility. The introduction of a new technology (e.g. technologies for prenatal diagnoses [28]) 
broadens our possibilities for action and thus the domain of our responsibility [29]. In fact, although technologies 
direct human actions and decisions, it is the human who must decide which options to pursue.

Returning to the question of artificial intelligence, one could observe that, according to the postphenomenological 
perspective, artificial intelligence is a moral mediator of a special kind, i.e. it is endowed with autonomy, interactivity 
and adaptability. Such a moral mediator modifies our experience of the world, our action, gaining the moral status 
of an agent, without for that reason requiring responsibility and intentions to act. Now, although it lacks intentions 
to act, according to the postphenomenological approach, AI is endowed with intentionality arising from the inter-
action with the person who designs and uses it, but AI is not completely reducible to human intentionality. In this 
sense, Verbeek rightly speaks of emergent forms of mediation, in which all the emergent (moral) abilities with which 
intelligent systems are endowed could converge.

An example of the explanatory power of this approach can be offered by a brief consideration of LLMs that have 
revolutionised natural language processing (NLP) today. These deep learning models present emergent abilities 
that are not present in smaller models. Such abilities may have a clear moral significance, as in the case of identify-
ing offensive content in paragraphs of Hinglish (a combination of Hindi and English) or in the so-called capacity for 
moral self-correction [30]. In this case, AI is not merely a morally neutral tool, nor is its intentionality reducible to that 
of users and designers, just as its emergent abilities are by no means definable in terms of human risky behaviour.

In this way, postphenomenological theory, thanks to the notion of moral mediation, seems to offer several useful 
elements for understanding the moral status of AI systems. It highlights the autonomous character of such systems 
and is able to account for the more than instrumental character of AI, even though it does not assign it a moral 
agency equal to that of humans. Despite these strengths, postphenomenological mediation theory has limitations 
to which several critics have drawn attention. Among these limitations is the problem of terminology, which seems 
to undermine the foundations of the entire postphenomenological construct (On the problem of the terminology 
used by Verbeek, see [31]). In fact, Verbeek employs expressions such as the ‘morality of things’ or the ‘moral agent 
of technology’, with which he seems to assign to technologies in general a moral status equal to that of humans. 
This would reintroduce the problem of the moral responsibility of artefacts, as well as that of intentions to act, which 
intelligent systems lack. In order to avoid such problems, more precise control of the terminology used would lead 
to a better understanding of the strengths of this theory [32].

5 � Conclusions

The analysis we have undertaken of the VNT, STST, and MT (in the Latourian and postphenomenological versions) 
has led to the following results on the question of the moral status of artificial intelligence:

a)	 Although the conceptual framework proposed by the VNT can be used for technologies simpler than AI, it fails to 
take into account phenomena such as the incorporation of values and disvalues that arise in intelligent systems.
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b)	 STST has the merit of bringing the ethical significance of AI to the forefront through the notion of a moral entity. With 
this notion, STST attributes a certain intentionality to intelligent systems, not understood as an intention to act, but 
as efficacy and functionality. The limitation of this position, at least in Johnson’s version, is that it does not seem to 
take into account the emerging moral properties of AI and reduces them instead to human risky behaviour. In fact, 
the ever-increasing operational autonomy of intelligent systems requires a framework that is able to account for AI’s 
emerging abilities (moral and non-moral) which cannot be limited to the intentionality of designers and users. STST 
is also accused by some critics of anthropomorphism and considered only as a more complex form of instrumental-
ism.

c)	 The MT developed by Latour has the merit of highlighting the active character of technologies within so-called 
collectives. The equating of human and non-human actants proposed by this theory, however, raises the problem 
of the moral responsibility to be attributed to technologies. Added to this is the equalisation of human and non-
human actants, reduced to mere parts of the same collectives, with the consequent blurring of the different types 
of technological mediation present in the human-world relationship.

d)	 The postphenomenological theory of mediation has the advantage of clearly emphasising the mediating role played 
by technologies, without attributing any form of moral responsibility to them. This theory also seems to adequately 
consider emerging forms of moral mediation. Despite these merits, we have observed that this approach is not 
without certain limitations. Among these shortcomings, we have highlighted a certain opacity in the terminology 
employed by Verbeek. He makes use of expressions such as ‘morality of things’ or ‘moral agent of technology’ that 
can undermine the entire postphenomenological framework.

From these results, it can be observed that the problem of the moral status of technological artefacts, while remain-
ing an open question, finds useful elements for its resolution in the theories analysed here. These elements, although 
they cannot form a well-defined mosaic, are valuable paths that can be explored in further investigations into the 
moral status of artificial intelligence. They also show, by virtue of the comparative analysis we have conducted, that 
an understanding of the moral status of AI cannot be based on the diametrically opposed positions that regard 
technologies either as morally neutral or as moral agents on a par with humans. The first position takes an overly 
simplistic view of technologies that cannot account for the recent developments in AI and the ethical implications 
of these developments. The second position does not seem to take into account the differences between humans 
and AI systems. On these differences both STST and postphenomenology converge: intelligent systems, although 
endowed with intentionality (understood as directionality by Verbeek and Ihde, and as efficacy and functionality by 
Johnson) are devoid of intentions to act and mental states to which the sphere of freedom is linked.

Beyond the convergences and differences that exist between the intermediate positions of STST and the media-
tion theory of the phenomenological type, these positions overcome, as we have shown, some of the problems that 
encumber Latour’s theory and the instrumentalist thesis, and thus provide some useful tools in the complex process 
underway to understand the moral status of AI.
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