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METHOD

Mapping built environments from UAV 
imagery: a tutorial on mixed methods of deep 
learning and GIS
Xin Hong1*   , Scott Sheridan2 and Dong Li3 

Abstract 

Evidence has suggested that built environments are significantly associated with residents’ health and the conditions 
of built environments vary between neighborhoods. Recently, there have been remarkable technological advance-
ments in using deep learning to detect built environments on fine spatial scale remotely sensed images. However, 
integrating the extracted built environment information by deep learning with geographic information systems (GIS) 
is still rare in existing literature. This method paper presents how we harnessed deep leaning techniques to extract 
built environments and then further utilized the extracted information as input data for analysis and visualization in 
a GIS environment. Informative guidelines on data collection with an unmanned aerial vehicle (UAV), greenspace 
extraction using a deep learning model (specifically U-Net for image segmentation), and mapping spatial distribu-
tions of greenspace and sidewalks in a GIS environment are offered. The novelty of this paper lies in the integration 
of deep learning into the GIS decision-making system to identify the spatial distribution of built environments at the 
neighborhood scale.
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1  Introduction
Accumulating evidence has suggested that greenspace 
and sidewalks are vital built environment attributes 
associated with physical activities (Gunn et al., 2014; Lu 
2018). Detecting sidewalk infrastructure using fine spa-
tial scale images (e.g., street view images) has become a 
critical part of health studies to measure neighborhood 
built environments (Janssen & Rosu, 2012; Rundle et al., 
2011; Vargo et  al., 2012). In addition to the presence of 
sidewalks, microclimate conditions along sidewalks may 
also be a major determinant of physical activities. Kim 
et  al. (2018), Mayer et  al. (2009), and Park et  al. (2017) 
suggested that sidewalks with more trees and wider grass 
verges may help to reduce air temperature, and hence 

lead to increased use by pedestrians and bicyclists. As 
much as studies have shown the associations between 
built environments and health behaviors, disparities of 
built environments and health outcomes between neigh-
borhoods with different socioeconomic levels are also 
sufficiently documented. For instance, non-White and 
low-income residents are more likely living in a neigh-
borhood facilitated with lower sidewalk continuity and 
worse or absent pedestrian amenities (Kolosna & Spur-
lock, 2019; Lowe, 2016; Thornton et  al., 2016). In addi-
tion, they tend to have lower outcomes of physical and 
mental health (Sallis et al., 2018; Shen, 2022). The goal of 
this study was to quantify the built environment attrib-
utes of greenspace and sidewalks at the neighborhood 
scale and explore their spatial distribution across neigh-
borhoods with different economic levels. It is expected 
that this study can be a new framework for structuring 
deep learning techniques inside a GIS framework and 
improve the analytical performance in health studies.
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There are active geographic information system (GIS) 
methods proposed to analyze built environments at the 
local level (Campos-Sánchez et  al., 2020; Moghadam 
et al., 2018; Thornton et al., 2011). However, data related 
to built environments (i.e., street connectivity, land use, 
building information) in these studies were acquired by 
traditional means, either field survey or secondary data 
sources. The analysis could be restrained by either the 
limited attributes and volume or the availability of the 
data. With the advancement of computational powers 
in recent years, Convolutional Neural Network (CNN), 
a deep learning technique, has been introduced to the 
field of remote sensing and proven to be a powerful tech-
nique for classifying high-volume and fine-spatial reso-
lution images in a fast and automated fashion (Zhang 
et al., 2016; Zhu et al., 2017). Some examples are build-
ing detection, and land use and land cover classification 
(Konstantinidis et al., 2020; Zhang et al., 2019). There also 
has been research documenting the use of deep learn-
ing to classify built environment attributes. For instance, 
Ning et al. (2021) extracted sidewalks for four counties in 
the US from aerial and street view images using the deep 
learning model YOLACT. Lu et al. (2018) analyzed urban 
greenness for the whole city of Hong Kong on street view 
using deep learning techniques. However, the majority of 
existing research related to image classification and deep 
learning focuses on the technical performance, e.g., the 
efficiency of the deep learning model on classifying big 
data (Konstantinidis et al., 2020, Zhang et al., 2019). The 
potential utility of structuring the geographical variables 
extracted using deep learning on remotely sensed data 
into a GIS framework is not fully explored. Little research 
has integrated deep learning into image classification as 
part of the analytical process in GIS in the past few years. 
Xiong et al. (2018) mapped mineral prospectivity through 
big data analytics in a GIS environment supported by 
deep learning. Zhao et  al. (2020) developed a hybrid 
model to measure land-use characteristics that combines 
GIS feature extraction techniques and Deep Neural Net-
work (DNN), and the proposed model achieved promis-
ing and resilient results. Another example can be Wu and 
Biljecki (2021)’ s research on sustainable roofscape detec-
tion in cities. They integrated deep learning with geospa-
tial techniques to develop a model that can successfully 
map the spatial distribution and area of solar and green 
roofs and automatically detect sustainable roofs of over 
one million buildings across 17 cities.

The recent studies mentioned above highlighted the 
promising potentials of the effective and precise scene 
classification of deep learning in contributing to the 
creation of new types of geographical variables and the 
decision- making process. But the integration of deep 

learning and GIS is still rare in existing literature. Such 
current deficiency can be explained by the fact that the 
emergence of deep learning in classifying large data-
sets is rather recent. Along with the advancement of 
computing power, the deep convolutional neural net-
works trained to efficiently classify large volumes of 
high-resolution images (1.2 million) was first published 
in 2012 by Krizhevsky et  al. (2012). Since then, this 
groundbreaking work has opened doors for numerous 
research domains in the applications of deep learning 
(Ayyoubzadeh et al., 2020; Cao et al., 2018; Hamidine-
koo et  al., 2018). Mohan and Giridhar’s (2022) review 
on the integration of deep learning and GIS pointed 
out that the existing GIS software is tailored for spe-
cific types of decision making, and they may perform 
poorly or fail for processing large and complicated 
datasets with many features. The maturing and promot-
ing of deep learning techniques per se in handling large 
remotely sensed data naturally arose prior to further 
integrating the large and complicated geographic vari-
ables processed by deep learning inside a GIS decision-
making system. The process of exploring deep learning 
techniques in the applications of GIS utilizing remote 
sensing data is bound to take time, and it is currently 
at the growing stage in the remote sensing and GIS 
communities.

As mentioned earlier, identifying spatial disparities of 
built environments at the local scale, such as the neigh-
borhood level, is a necessity in health studies, while 
research on this topic supported by the geographical 
attributes extracted on large and fine spatial resolu-
tion images in a GIS environment is still not explored 
yet. Based on the review paper by Mohan and Girid-
har (2022) analyzing 55 papers related to GIS and deep 
learning, only 26 papers published recently (during 
2016 and 2021) explored integrating deep learning into 
various fields of GIS, and none of them applied such 
integration for understanding spatial disparities of the 
built environment at a fine spatial scale. This study took 
up this opportunity to marry deep learning in image 
processing and GIS for studying built environments 
at the neighborhood scale This method paper aims to 
provide detailed guidelines on image collection from an 
unmanned aerial vehicle (UAV), greenspace extraction 
using a deep learning model, and how to visualize the 
spatial patterns of sidewalks and greenspace, as proxy 
for build environments, in a GIS environment. In the 
meantime, two research objectives were achieved: a) 
to test the potentials of deep learning in mapping built 
environments from fine spatial scale UAV images; and 
b) to identify spatial disparities of built environments at 
the neighborhood scale.
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2 � Methods
The practice of the study started with data collection 
using a UAV, followed by preprocessing the datasets 
and applying the pre-trained deep learning architecture 
U-Net for greenness detection. The next step was using 
the greenness information resulting from U-Net and the 
in-situ sidewalk density information to map and assess 
the sidewalk environments using GIS. The workflow 
chart is presented in Fig. 1.

2.1 � Study area and data collected from UAV
The sidewalk-homogenous neighborhood, as an opera-
tional spatial unit, was proposed for this study. It is 
bounded by the level of estate values and intersections 
of Local (residential) and Collector (tertiary) roadways.1 
That is—two types of neighborhoods are delineated in 
this research: one has higher monetary estate value, and 
another one has lower estate value, and both are bounded 
by the intersections between Local and Collector road-
ways. This concept respects the economic component 
of a neighborhood through using the estate values. It 
also respects the social-behavioral component through 

utilizing the intersection between Local Roads and Col-
lectors. Because automobile traffic adjacent to sidewalks 
can also greatly influence residents’ usage of sidewalks, 
and Local Roads have substantially slower traffic, thus 
have more favorable conditions to pedestrians, than Col-
lectors. Residents are more likely to limit their sidewalk 
usage zone within their local roadways which have less 
traffic volume rather than crossing a busy state route 
(Tefft, 2011).

Four neighborhoods in Northeast Ohio based on 
the concept of sidewalk-homogenous neighborhood 
were selected as the study sites. Data of the boundaries 
between the Local and Collector roadways was acquired 
from Ohio Department of Transportation (2020).   Elec-
tronic searches for house price were performed on mul-
tiple real estate brokerage  websites, including Redfin, 
Trulia, and Zillow, with final search completed on June 
18, 2018. The neighborhoods with corresponding estate 
values in the year of 2018 are listed as follows: River 
Bend (~ $300 K and ~ $ 900 K), Summit Mall (~$220 K to 
~$500 K), Sandy Lake (~$170 K to ~$300 K), and North 
Cherry (~ 70 K to ~ 150 K). Their corresponding areas are 
0.61 km2 (River Bend), 0.8 km2 (North Cherry), 4.48 km2 
(Sandy Lake), and 1.13 km2 (Summit Mall). The neigh-
borhoods’ limits and their locations in Northeast Ohio 
are shown in Fig. 2.

Fig. 1  Workflow chart

1  For information about definitions of Local Roads and Collectors, refer to 
Ohio Department of Transportation (2020).
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The model DJI® Mavic 2 Pro with an ultra-high spatial 
resolution sensor was deployed for data collection. Flight 
missions were carried out in summer from July to August 
2019, which is the season for vegetation growth with 
most of the sunny and clear sky days, and the acquisition 
time was between 10 a.m. and 2 p.m. Waypoints naviga-
tion mode was set to autonomously fly above every street 
within the study sites with speed of 10.1 kph and altitude 
at 40 m above ground level (AGL). During flight missions, 
the gimbal was tilted to the angle of − 90 degrees (nadir 
facing), and therefore scenes were captured directly 
straight down. The scenes were recorded as videos with 
ultra-high definition (4 k) 3840 × 2160 resolution. After 
field survey, the videos were converted to image frames at 
a frame rate of 1/20 fps (one frame every 20 s) The frame 
rate of 1/20 fps equals 56- m ground distance between 
images. The corresponding GPS files of each image frame 
was also reformatted to. CSV files. In total, there are 570 
images, and the spatial resolution is 0.58 cm.

While videotaping the street scenes, sidewalk density 
of each street segment was also simultaneously coded 
into five categories: a) high, denoting two-sided sidewalks 
the whole way; (b) moderate, denoting a street segment 
with two-sided and one-sided sidewalks; (c) enhanced, 
denoting three variations in a street segment: two sides, 
one side, and no sidewalks; (d) slight, denoting a segment 
with one side and no sidewalks; and (e) absent, denoting 
no sidewalks in the entire segment. Figure  3 illustrates 
examples of sidewalk categories.

2.2 � Greenspace pixel segmentation using deep learning
U-net, published by Ronneberger et  al. (2015), was ini-
tially developed for segmenting biomedical images in 
medical diagnostics. It was built upon Long et al. (2015) 
‘s Fully Convolutional Networks (FCNs) and extended 
to work with a small volume of training images and 
produces more precise segmentations. U-net takes the 
name of its architectural shape. It appears similar to the 

Fig. 2  Study area
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letter U, as shown in Fig. 4. Its architecture consists of an 
encoder network and a decoder network. The encoder 
is the first half in the architecture (on the left). It applies 
convolutional layers and followed by a maxpool down-
sampling layer to encode the input image into feature 
representations at multiple levels. The network does not 
have a fully-connected layer in the end as most Con-
volutional Neural Networks (CNNs) do in image clas-
sification. Instead, it continues with a decoder as the 
second half, which aims to semantically project the fea-
ture representations learnt by the encoder back onto the 
pixel space. Intuitively, the U-net model takes an image 
of any size in and produces a segmentation map out 
(Kizrak, 2019).2

For this study, U-net was adopted to segment the 
images and extract greenspace pixels. One of the main 
advantages of U-net is the application of data augmen-
tation for increasing the size of the training dataset, 
as the training sample are limited in this study. It per-
forms image deformations (specifically, random elastic 

deformations) to teach the network to simulate realistic 
deformations based on the input samples and generate 
more training samples. For image data, data augmenta-
tion is a technique to expand the size of a sample dataset 
by creating modified versions of existing sample images 
(Brownlee, 2019). The elastic deformation is performed 
by generating a random displacement field μ (x, y), and 
that each location (x, y) specifies a unit displacement vec-
tor. The displacement vector is defined as Rw = Ro + αμ, 
where Rw and Ro describe the data space locations of the 
pixels in the original and deformed images, respectively. 
The α gives the strength of the displacement to pixels. 
The parameter σ controlled the smoothness of the dis-
placement, which is the standard deviation of the Gauss-
ian distribution of the random values in the displacement 
field μ (x, y) (Wong et al., 2016). For the data augmenta-
tion process in U-net, the random displacement field is μ 
(3,3), and the displacements are sampled from a Gaussian 
distribution with standard deviation σ = 10 pixels.

Another unique character in U-net is preserving the 
high-level abstraction during the contracting and expan-
sive paths. A traditional encoder-decoder CNN reduces 
the size of the input information in a linear behavior on 
the encoder half, which results in only low dimensional 

Fig. 3  Examples of sidewalk density categories

2  More details of the U-net architecture can be referred to Ronneberger et al. 
(2015).



Page 6 of 15Hong et al. Computational Urban Science            (2022) 2:12 

representation of the input being transmitted to the 
decoder side. This bottleneck issue in the transmission 
from encoder to decoder significantly reduces the clas-
sification accuracy for the output images (Fig. 5). This is 

where U-net is unique. U-net operates upsampling on 
the decoder side (i.e. in the second half ) and can over-
come this bottleneck issue by implementing skip con-
nections to copy the uncompressed activations from 

Fig. 4  U-net model (Ronneberger et al., 2015)

Fig. 5  Illustration of a traditional encoder-decoder or autoencoder model (Weng, 2018)
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downsampling blocks to the corresponding upsam-
pling blocks by concatenation (Fig.  5), and such feature 
extractor, which preserves high dimensional representa-
tion, provides more accurate segmentation maps (Ron-
neberger et al., 2015).

The backbone of the U-net model was used to segment 
greenness pixels from the images. Figure 6 demonstrates 
the schematic workflow of the training U-net. As the first 
step, the training dataset was fed to the pre-trained U-net 
base and passed through the whole network. Followed 
by the forward pass, the predicted greenness pixels in 
the images were assessed by comparing with the ground 
truth data using the loss function, and a loss score was 
generated. Afterward, a backward pass was performed 
to determine how weights change can minimize the loss 
score by using an optimizer. Once the ideal weights were 
computed, the weights in the network were updated. The 
process that the dataset passes forward and backward 
through the entire network once counts as one epoch, 
and the model was trained for 40 epochs using a combi-
nation of BCE-Dice loss function and Adam optimizer.3

The annotated images contain two categories: greens-
pace and non-greenspace pixels. They were split into 
three groups: training (58 images), validation (6 images), 
and test sets (5 images). It may appear that the number 
of images in the test set is relatively small, but the large 
size (3840 × 2160 pixels) of the image and the simplicity 
of the classification task (only needs to classify greenness 
and non-greenness pixels) suggest that a small test set is 
sufficient (Neurohive, 2018). The test set was used as the 
ground truth data to compare with the prediction results. 
Although the street scenes of all the four neighborhoods 
do not vary much in terms of green cover, the test images 
were carefully curated to include all possible types of 
greenness. One image each was selected for River Bend, 
Sandy Lake, and North Cherry, and two images for 
Summit Mall. During the testing, the standard binary 

classification metrics were computed, and their formulas 
are as follows (Tharwat, 2020):

where:

•	 TP (true positives) is the number of correctly identi-
fied greenness pixels.

•	 TN (true negatives) is the number of correctly identi-
fied non-greenness pixels.

•	 FP (false positives) is the number of non-greenness 
pixels in the ground reference but is mislabeled as 
greenness pixels.

•	 FN (false negatives) is the number of missed green-
ness pixels.

•	 F1 score is the harmonic mean of precision and 
recall.

•	 P is the precision.
•	 R is the recall.

The abovementioned TP, TN, FP, FN, and F1 Score are 
the conventional measures in assessing image segmenta-
tion performance.

2.3 � Mapping greenness and sidewalk densities
The greenness ratio of each street, as the derivatives from 
the greenness segmentation outputs, and the manually 
coded sidewalk density information recorded during field 
survey were further analyzed in a GIS environment. Esti-
mated greenness and sidewalk densities at street level 

(1)Overall accuracy =
TP + TN

TP + FP + FN + TN

(2)User accuracy (precision) =
TP

TP + FP

(3)Producer accuracy (recall) =
TP

TP + FN

(4)F1 score =
2PR

P + R

Fig. 6  A schematic workflow of using U-net

3  Documentation and tutorials about using U-net for image segmentation is 
available in GitHub (https://github.com/qubvel/segmentation_models).

https://github.com/qubvel/segmentation_models
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were produced using Inverse Distance Weighted (IDW) 
interpolation. In IDW, In the process of IDW interpola-
tion, the unmeasured value is predicted as the weighted 
distance average from nearby locations by the following 
function:

Where z0 is the predicted value at location 0, zi is 
the value of known point i, di is the distance between 
known point i and predicted point 0, s is the number 
of know points used in the prediction, ad k is the user 
selected power (Chang, 2018, pp. 334–5). In addition, 
correlation coefficients between the greenness and 
sidewalk densities were computed to understand their 
statistical relationship.

3 � Results
3.1 � Evaluation metrics of greenspace segmentation
The trained U-net model achieved Precision of 96%, 
Recall of 98%, Overall Accuracy of 97%, and F1 Score 
of 97% on the test set (Table  1). The Precision value 
suggests that among the total predicted greenness pix-
els (total predicted positive), 96% of them were actual 
greenness pixels, but 4% of them were non-greenness. 
The Recall value indicates that 98% of the actual green-
ness pixels (total actual positive) were predicted accu-
rately while 2% of the actual greenness pixels were 
predicted as non-greenness. The Overall Accuracy, as 
a ratio of correctly predicted values to the total obser-
vations, indicates that 97% of the total pixels were 
accurately predicted. However, we may see from the 
formulas (in Section  2.2) that Overall Accuracy only 
focuses on the True Negatives but might neglect the 
False Negatives and False Positives. Therefore, F1 Score, 
as the weighted average of Precision and Recall, com-
plements the oversights of Overall Accuracy. As sug-
gested by the F1 Score, which the weighted harmonic 
mean between Precision and Recall is as high as Overall 
Accuracy, the classification performance is high (Thar-
wat, 2020). Overall, the evaluation values suggest that 
the model achieved high classification accuracy. For 
the purpose of visually identifying the accuracy of the 
classification performance, the graphs of the classified 

(5)z0 =

∑s
i=1

zi
1

dki∑s
i=1

1

dki

images generated by the trained U-net, the raw drone 
photos, and the annotated ground truth images (the 
test set) are displayed in Fig. 7. We can see that most of 
the greenness pixels were segmented accurately in the 
classification images as compared with the annotated 
ground truth images and the raw scenes.

3.2 � The spatial patterns of built environments
Sidewalk built environments, represented by green-
ness and sidewalk densities, were assessed at street level 
of neighborhoods with different economic levels. The 
approximate house price, the proportion of sidewalk 
density categories (high, moderate, enhanced, slight, 
and absent), and the corresponding greenness in side-
walk density categories are given in Table  2. In general, 
neighborhoods in higher economic levels are facilitated 
with a greater presence of sidewalks and greenness. For 
example, River Bend as the richest neighborhood, has 
sidewalks in all street segments, and 73% of the segments 
are accompanied with two-sided sidewalks. About 59% of 
the two-sided sidewalks are facilitated with greenspace. 
Similarly, second to River Bend in terms of economic 
level, Summit Mall also has nearly 72% of the streets in 
high sidewalk density, and about 63% of such sidewalks 
are surrounded by greenness. However, as a lower eco-
nomic neighborhood, North Cherry is lower in sidewalk 
presence. Most of the North Cherry streets are identi-
fied as Enhanced, Slight and Absent in sidewalk density, 
although they are sufficiently surrounded by green. The 
wide disparities in sidewalk density between neighbor-
hoods is also presented in Fig. 8, where we can see that 
most streets in River Bend and Summit Mall are in higher 
sidewalk density, while North Cherry and Sandy Lake are 
in much lower sidewalk density.

We may have the general conception that sidewalks 
are more likely to be facilitated with greenspace. The 
spatial combination of sidewalks and greenspace can be 
seen in the economically favored River Bend and Summit 
Mall, while not in the economically disadvantaged Sandy 
Lake and North Cherry (Fig. 8). As we can see, the east 
of North Cherry is mostly facilitated with High density 
sidewalks (two-sided sidewalks) but with low greenness 
(Fig.  9 and Fig.  10). The same pattern can be found on 
the west part of Sandy Lake, where it is facilitated with 
no sidewalks but dense greenness. Furthermore, the sta-
tistical correlation between sidewalk and greenness in 
each neighborhood was produced to explore the spatial 
arrangements of built environments. Except Summit 
Mall, in where has negligible correlation, all the other 
three neighborhoods have either low or moderate inverse 
correlation between sidewalk and greenness densities 
(Table 3).

Table 1  Accuracy of the trained model on the test set (%)

Trained model Precision Recall Overall Accuracy F1 Score

96 98 97 97
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Fig. 7  The visual display of classification, raw scene, and the annotated ground truth images. The classified images are the segmentation results 
from the U-net. The greenness pixels are showed in yellow, and the background (non-greenness) pixels are showed in purple. The annotated 
(labelled) ground truth images are the test set. The ground truth greenness pixels are labelled with red color, and the background are labelled with 
dark color

Table 2  Presence of sidewalks and average greenness in sidewalk categories (%)

(a) high, denoting two-sided sidewalks the whole way; (b) denoting a street segment with two-sided and one-sided sidewalks; c) enhanced, denoting three variations 
in a street segment: two sides, one side, and no sidewalks; (d) slight, denoting a segment with one side and no sidewalks; and (e) absent, denoting no sidewalks in the 
entire segment

Neighborhood Approximate house 
price (thousand 
US $)

High Greenness in 
high

Moderate Greenness in moder-
ate

Enhanced Greenness 
in enhanced

North Cherry 70–150 26.17 46.69 0.00 0.00 60.40 58.23

Sandy Lake 170–300 31.38 49.55 17.02 53.99 13.83 49.34

Summit Mall 220–500 71.70 62.65 7.55 55.51 15.09 56.89

River Bend 300–900 72.97 59.10 14.86 56.33 12.16 72.56

Neighborhood Slight Greenness in 
slight

Absent Greenness in 
absent

Total greenness

North Cherry 11.41 66.13 2.01 79.36 56.54

Sandy Lake 5.85 72.11 31.91 67.08 57.19

Summit Mall 0.00 0.00 5.66 61.61 61.18

River Bend 0.00 0.00 0.00 0.00 60.33
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4 � Discussion
By recognizing that accurately describing and mapping 
health-related built environments at a fine spatial scale is 
critical in understanding the relations between place and 
health (Duncan et al., 2018; Gullón & Lovasi, 2018), this 
study makes several key contributions. The contributions 
of this study lie in its combined use of deep learning and 
first-hand UAV images in a GIS environment to facilitate 
detailed spatial explorations of health-related built envi-
ronments at neighborhood scale.

The experimental results demonstrated the capability of 
a U-net based model, trained with a completely different 
dataset, in classifying greenspace on high volume drone 
images. Along with other proven U-net applications in 
remote sensing, this study may highlight a new capability 
of U-net on classifying greenspace on UAV images. U-net 
was originally designed by Ronneberger et al. (2015) for 
classifying biomedical images, and its applications have 
been extended to solve some challenging segmentation 
tasks on datasets (e.g., Lidar point cloud data and very 
fine spatial resolution satellite images) that is beyond 
the capacity of traditional remote sensing algorithms 
(Belloni et al., 2020; Wagner et al., 2019). Recently, Jiang 
et al. (2020) experimented crack segmentation on drone-
captured airport runway pavement images using U-net, 
and the trained U-net model achieved high performance 
with limited train images. Another recent publication of 
using U-net to segment high-resolution drone images is 

Ahmed et  al. (2020)‘s building extraction project from 
noisy labeled images. They compared the performance of 
U-net model with the widely used Geographic Informa-
tion System (GIS) software, e.g., ArcGIS, with the same 
noisy labeled images for building segmentation, and their 
empirical results revealed that U-net produced more 
accurate and less noisy classification results (Ahmed 
et  al., 2020). The high accuracy of U-net on classify-
ing green cover on UAV images in this study aligns with 
existing literature on the efficiency of the U-net model. 
Although this study addresses the transferability and effi-
ciency of deep neural networks, U-net in particular, it is 
worth noticing that only two classes (greenness and non-
greenness pixels) were detected, and the features and 
inner spatial arrangements in the images were relatively 
homogenous across the study sites. This study did not 
confirm the reliability of the U-net model or other CNN 
models if the classification tasks were complex, such as 
classifying scenes into more categories or when the tex-
ture of greenness is complicated. If further studies were 
to be performed for testing the reliability of CNNs in 
classifying complex scenes, Wagner et  al. (2019)‘s study 
of using U-net to segment multiple forest types with very 
high-resolution images could be a reference.

The presence of sidewalks was manually coded with 
field survey data rather than segmented with deep learn-
ing methods. Manual coding may be feasible for a small 
study area; however, the process can be expensive and 

Fig. 8  Percentage of sidewalks. Description of the sidewalk classes: a high, denoting two-sided sidewalks the whole way; b denoting a street 
segment with two-sided and one-sided sidewalks; c enhanced, denoting three variations in a street segment: two sides, one side, and no sidewalks; 
d slight, denoting a segment with one side and no sidewalks; and e absent, denoting no sidewalks in the entire segment
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labor intensive for large areas regardless of its high accu-
racy. There were two main reasons for not being able to 
use deep learning in sidewalk classification in this study: 
(a) the similarity of road and sidewalk pavements, and (b) 
canopy occlusion in drone scenes. As most sidewalks are 
adjacent to roads and have similar pavement texture as 
roads, it would be challenging to distinguish them using 
U-net. Secondly, drone images captured from the bird’s 
view perspective may fail to show sidewalk segments in 
shadows or occluded by canopies or buildings. Before 
this research was finished, deep learning for image clas-
sification had already been more advanced. Solutions to 
these two issues are presented in a recently published 
article authored by Ning et  al. (2021). They used neural 
networks model YOLACT (Bolya et al., 2019), which can 
recognize the boundaries of sidewalks more accurately, 
for extracting sidewalks from aerial images. They also 
used Google Street View images as a supplementary data 
source to fill the gaps from canopy occlusion. For a study 

area that is too big and manual coding is impossible, 
using YOLACT and Google Street View images as Ning 
et al. (2021) or similar ways to automatically classify side-
walks can be the next steps of improvement.

This empirical study identified the disparities of built 
environments between neighborhoods and within the 
low-income neighborhood at the street level using 
the combination of deep learning and UAV images. It 
addressed the environmental injustice issues to some 
extent, but the methodology and the interpretations of 
results were limited by the delineations of built environ-
ments and neighborhoods in this study. Built environ-
ments were represented by the presence of sidewalks 
and the density of green cover of streets in the study. As 
defined by Centers for Disease Control and Prevention 
(2016), built environment “includes all of the physical 
parts of where we live and work (e.g., homes, build-
ings, streets, open spaces, and infrastructure)” (p. 1). 
This study may not capture the full perspectives of built 

Fig. 9  The spatial distribution of sidewalks
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environment as sidewalks and green cover are merely 
two (among many other) physical parts of our living 
environments. Other physical parts, such as sidewalk 
conditions and connectivity may also be the important 
components of built environment (Carr et  al., 2010). 
Besides, the amenities of sidewalk and green cover in 
a neighborhood may not be the determining factors 

for a higher level of physical activity. People’s physical 
activity is found to be promoted when they live in close 
proximity to a park and the safety is ensured (Cohen 
et al., 2006). In addition, only four neighborhoods were 
selected for the analysis, the results regarding to the 
built environment disparities found across the neigh-
borhoods may not be representative or statistically sig-
nificant. Expanding the sample size could be included 
in future studies.

5 � Conclusion
In this method paper, we briefly introduced the sig-
nificance of greenspace and sidewalks in health and the 
inequity of built environment between neighborhoods. 
The main part lied on the informative guidelines of: a) 
the design of study sites and data collection using UAV, b) 
greenspace extraction using a deep learning model U-net, 

Fig. 10  Spatial distribution of greenness

Table 3  Correlation between sidewalk and greenness density

Neighborhood Correlation 
coefficient, r

Interpretation

North Cherry −0.40 Low inverse correlation

Sandy Lake −0.54 Moderate inverse correlation

Summit Mall 0.09 Negligible correlation

River Bend −0.34 Low inverse correlation
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and c) mapping sidewalks and greenness densities using 
GIS methods. There were three major findings from this 
study. Firstly, the deep learning model U-net was proven 
efficient in classifying greenspace from high volume and 
fine spatial scale remote sensing images. Secondly, eco-
nomically favored neighborhoods appear to be facilitated 
with better sidewalk environments than disadvantaged 
neighborhoods. The third main finding indicated that 
there is no strong correlation between sidewalk and 
greenness densities across the selected neighborhoods.

The key contributions of study are the combined use 
of deep learning on classifying UAV images and GIS to 
facilitate detailed spatial explorations of health-related 
built environment across neighborhoods of different 
economic levels. By the time of the study, there was no 
dataset or any pre-trained model available for us to train 
the model. All the data/images used in this work must 
be handcrafted. Thus, another significance of this work 
is to help generate the data automatedly for similar stud-
ies, and this work can also serve as a baseline for future 
studies.

This study can be also extended in several aspects. 
The first-hand drone images collected from this study 
can be expanded with street view images to extract side-
walk information using deep learning, such as sidewalk 
conditions and junctions with crosswalks. This may be 
helpful to characterize built environments and identify 
the unequal distributions of resources with more rep-
resentations and greater spatial details across neighbor-
hoods for identifying what and where the inequalities are, 
and thus assist urban planning practices to be better in 
ensuring access and physical activity opportunities for 
all residents. In addition, with the integration of drone 
data of this study with street view images, the state-of-
the-art performance of CNNs could be further expanded 
to classify more features in built environment and detect 
street activities. As long as there are sufficient training 
datasets (annotated images) to exemplify the variety of 
streetscape, it is possible to train CNN models to detect 
desired features, such as public facilities (waste bins and 
light poles) and pedestrian or traffic volumes.

Since sidewalk-homogenous neighborhoods is a newly 
proposed operational neighborhood unit and was 
employed in delineating a limited number of neighbor-
hoods in this study, the feasibility and applicability of 
this measurement of neighborhood may be tested in 
more study sites and/or regions that have very dissimi-
lar landscapes or physical environments than the ones in 
this study. For example, the desert regions in Southwest 
United States and water canals of Venice, Italy where the 
facility of sidewalks and greenspace may require a differ-
ent perspective with different variables (e.g., tempera-
ture effects or water levels; Brown et al., 2013; Gorrini & 

Bertini, 2018). Only with the integration of multidiscipli-
nary knowledge and local situations can we accurately 
and comprehensively explore the dynamics and mecha-
nisms between neighborhood built environment and 
health.
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