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these four categories of AI to fulfil the most diverse duties 
imposed upon them by the law, including crime prevention, 
investigation, detection and prosecution – activities collec-
tively referred to as ‘law enforcement purposes’.

Surprisingly, empirical research on the use of law 
enforcement AI in Europe reveals a status quo that clashes 
with the positive impact that the AI systems can have on 
LEAs’ operational capabilities [32]. Between May and 
August 2022, the H2020 project ALIGNER ran an online 
survey among practitioners and professionals working in 
the field of law enforcement and policing to further under-
stand the capability enhancement needs of European LEAs. 
The survey results show how the majority of the participants 
(52%) either does not use AI at all in their work (22% of 
participants) or uses it to very little extent (30% of partici-
pants). Among the reasons leading to such a limited use of 
AI, only 24% of the participants indicated the existence of 
institutional and technical challenges such as a low level 
of digitalisation of the LEA, complex procurement pro-
cedures, or lack of adequate training data. The other 76% 
of the participants broadly mentioned societal-, law-, and 

1 Introduction

Artificial intelligence (AI) systems can incredibly expand 
the operational capabilities of law enforcements agencies 
(LEAs) and enhance their efficiency, by collecting, analys-
ing, and using a vast amount of data from multiple sources.

Based on their functionalities [38], law enforcement 
AI can be grouped into four main categories: (1) explora-
tion systems, e.g., autonomous patrolling; (2) recognition 
systems, e.g., biometric identification; (3) communica-
tion systems, e.g., chatbots; and (4) prediction and analy-
sis systems, e.g., digital forensics [30]. LEAs can deploy 
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ethics-related challenges, with 49% of the participants refer-
ring to fundamental rights and ethical constraints.

The concerns expressed by the surveyed LEAs are more 
than justified: the use of AI systems in the security and law 
enforcement domains raises numerous legal and ethical 
concerns that are commonly underlined by policy-makers, 
scholars, practitioners, and civil society organizations [12, 
27]. To ensure both full fundamental rights compliance and 
trustworthiness of the AI systems they wish to deploy, LEAs 
must first adequately assess and address these two sets of 
concerns. With this aim, the research conducted in the 
framework of the ALIGNER project provides LEAs with 
an operational impact assessment methodology that incor-
porates the requirements of both fundamental rights and of 
AI ethics, as recognised and reconstructed in the European 
Union (EU).

This paper first introduces the main tensions between 
law enforcement AI and the fundamental rights enshrined 
in the Charter of Fundamental Rights of the EU (Sect. 
2.). Then, it gives an overview of the main AI governance 
measures in the EU and highlights their necessary relation-
ship with EU fundamental rights and AI ethics (Sect. 3.). 
Finally, it describes the structure of the ALIGNER Funda-
mental Rights Impact Assessment (Sect. 4.) and paves the 
way forward in ensuring fundamental rights compliance and 
trustworthiness of AI systems deployed in the European law 
enforcement domain (Sect. 5.).

2 Law enforcement AI and fundamental 
rights: the main tensions

Article 2 of the Treaty on European Union states how “[t]he 
Union is founded on the values of respect for human dignity, 
freedom, democracy, equality, the rule of law and respect 
for human rights, including the rights of persons belong-
ing to minorities” [15]. Article 6 of the same Treaty fur-
ther identifies the Charter of Fundamental Rights of the EU 
(the Charter) [16] as the cornerstone legal framework for 
the protection of fundamental rights in the EU. The Char-
ter recognises and safeguards a wide array of fundamental 
rights and freedoms, including personal, civic, political, 
economic, and social rights. These fundamental rights are 
closely intertwined in such a way that they are all interde-
pendent and indivisible [15, 20].

Since 2009, the fundamental rights and principles 
enshrined in the Charter are legally binding for each and 
every EU Member State [15]. However, the protection 
granted to the Charter rights is not absolute and can be sub-
jected to limitations. Pursuant to Article 52 of the Charter, 
interferences and limitations on the exercise of the recog-
nised rights and freedoms can be justified if they: (1) are 

provided for by the law; (2) respect the essence of the same 
rights and freedoms; (3) genuinely meet the objectives of 
general interest recognised by the EU or need to protect 
the rights and freedom of others; and (4) are proportionate. 
According to the Court of Justice of the European Union 
(CJEU), a fundamental objective of general interest, such as 
that of crime prevention, investigation, detection and pros-
ecution, is not sufficient in itself to justify an interference 
with other recognised rights, but it is always necessary to 
verify the legality and proportionality of the interference, 
as well as to evaluate the adverse effect on the protected 
rights [4].

AI systems can have unintended effects, leading to 
breaches of individuals’ fundamental rights [12, 25]. Law 
enforcement AI can have an even more significant impact 
on fundamental rights and freedoms: the area of law 
enforcement in itself is highly sensitive, as it touches upon 
the “very heart of the relation between individuals and pub-
lic authorities” [27].

Due to their interdependency and indivisibility, law 
enforcement AI can virtually affect all the fundamental 
rights and freedoms enshrined in the Charter [27]. The fol-
lowing sections illustrate some of the tensions between AI 
systems deployed for law enforcement purposes and those 
fundamental rights most likely to be affected.

a. Presumption of innocence and right to an effective 
remedy and to a fair trial.

Chapter VI of the Charter, ‘Justice’, confers various basic 
procedural rights upon accused persons in criminal proceed-
ings, to guarantee the fairness of the trial. Article 48(1) of the 
Charter safeguards the presumption of innocence, a guiding 
principle of criminal justice requiring that a person charged 
with a criminal offence is presumed innocent until proven 
guilty by a court [19]. Accordingly, the burden of proof is 
placed on the prosecution, who needs to demonstrate the 
guilt of the accused beyond reasonable doubt. Directive 
(EU) 2016/343 further strengthens this cornerstone safe-
guard, by extending its scope of application to suspected 
persons [17]. As a consequence, the presumption of inno-
cence applies to all the stages of the criminal proceeding, 
including the pre-trial investigations conducted by LEAs.

Article 47(1) of the Charter grants the right to seek effec-
tive redress before a tribunal to everyone whose rights and 
freedoms guaranteed by the EU law have been violated. The 
right to an effective remedy is a core expression of the rule 
of law and, by safeguarding the access to justice, constitutes 
a reaffirmation of the principle of effective judicial protec-
tion [24]. The Charter does not further define the require-
ments of an ‘effective remedy’. According to the CJEU, EU 
Member States can discretionarily lay down the procedural 
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rules governing the actions for safeguarding the rights guar-
anteed by the EU law, as long as these rules do not render 
practically impossible or excessively difficult the exercise 
of the protected rights [8, 9].

Finally, Article 47(2) of the Charter safeguards the right 
to a fair trial, namely the right to access to an independent 
and impartial tribunal previously established by the law, 
in a fair and public hearing and within a reasonable time. 
According to the CJEU, to qualify as a ‘tribunal’ for the 
purposes of the Article, a body needs to be established by 
law, be permanent, have compulsory jurisdiction, include an 
inter-partes procedure, apply rules of law and be indepen-
dent and impartial [6]. The CJEU has further detailed the 
notions of ‘independence’ and ‘impartiality’. The require-
ment of independence relates to the structure of the tribu-
nal, which needs to act as a third party in relation to both 
administrative authorities and the parties to the proceed-
ing [7]. The requirement of impartiality is an individual 
characteristic of the tribunal, which needs to be unbiased 
when determining disputes [24]. However, accessing to an 
independent and impartial tribunal is not per se sufficient 
to ensure the fairness of the hearing, as the proceeding also 
needs to uphold the principle of ‘equality of arms’ between 
the parties. The principle aims to ensure that each party can 
effectively participate to the proceeding and have a reason-
able opportunity to present their case, and includes the right 
to have knowledge and comment on all evidence, the right 
to have sufficient time to familiarise with the evidence and 
the right to produce additional evidence [24].

Law enforcement AI can cause two main types of seri-
ous interferences with the abovementioned ‘due process’ 
rights [27]. First, AI systems may unduly interfere with 
the decision-making process of both LEAs and the judi-
ciary, especially if used to sort individuals into categories 
and to assess their risk of (re-)committing crimes (e.g., 
predictive policing tools). For instance, those individu-
als who are scrutinised, profiled, and then labelled as 
‘(potential) criminals’ may be subjected to investigations, 
questioning and incrimination in absence of a reason-
able suspicion [26]. While this may not lead to a direct 
shift of the burden of proof upon the suspect or accused 
individuals, it may still oblige them to have to prove the 
inaccuracy of the AI system’s output, thus undermining 
the presumption of innocence as safeguarded by Direc-
tive (EU) 2016/343 [37]. Moreover, an uncritical over-
reliance on AI systems may also weaken the impartiality 
of the tribunal, thus undermining the fairness of the trial, 
as defined by Article 47(2) of the Charter.

Second, AI systems may negatively affect the participa-
tion of subjected individuals to court proceedings. As the 
AI decision-making process often lacks sufficient trace-
ability and explainability, individuals may not be able to 

obtain the necessary information to adequately challenge 
the AI-assisted evidence or decisions of both LEAs and the 
judiciary. This knowledge asymmetry between parties may 
violate the principle of equality of arms in the proceeding 
and undermine the overall fairness of the trial, as defined by 
Article 47(2) of the Charter [25].

b. Right to equality and non-discrimination.

Chapter III of the Charter, ‘Equity’, contains several 
provisions conjugating the right to equality for differ-
ent categories of people and in different contexts. Arti-
cle 20 of the Charter enshrines the general principle of 
‘equality before the law’, which requires that comparable 
situations must not be treated differently, and different 
situations must not be treated in the same way [5]. The 
Article is complemented, as lex specialis, by Article 21 
of the Charter, which explicitly prohibits discriminations 
focused upon those perceived or personal characteris-
tics that often create inequalities [36]. These ‘protected 
grounds’ are: sex; race; colour; ethnic or social origin; 
genetic features; language; religion or belief; political or 
any other opinion; membership of a national minority; 
property; birth; disability; age; or sexual orientation [16].

Since it is most deployed to profile and categorise, law 
enforcement AI may create serious interferences with the 
rights to equality and non-discrimination [21]. AI systems 
may be ‘biased’, meaning that they can deviate from a stan-
dard [10]. Biases in AI systems can be of different types 
and come from different sources: the training or input data 
used may be of poor quality or incomplete; the focus of the 
algorithm may deviate from the standard; the algorithmic 
processing in itself may deviate from the standard; the algo-
rithm may unduly be applied outside of its intended con-
texts; or the algorithm’s output may be misinterpreted by 
the user or by a broader AI system [10]. While biased AI 
systems do not necessarily generate discriminatory results, 
they may still either lead to an unjustified unfavourable 
treatment or reinforce and systematically exacerbate already 
existing discriminations, especially towards minorities or 
vulnerable groups [18]. This is particularly relevant in the 
case of law enforcement AI, where AI systems heavily rely 
on historical crime data. Due to both the under- and over-
reporting of certain crimes and human errors and biases, 
historical crime data do not represent accurately enough the 
criminality landscape, but rather provide a partial record of 
LEAs’ activities [21, 26]. As a consequence, if the AI-based 
unfavourable treatment relies on prohibited grounds and is 
not adequately justified, law enforcement AI can violate the 
rights to equality and non-discrimination as safeguarded by 
Articles 20 and 21 of the Charter.
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[36]. The processing of personal data for law enforcement 
purposes is regulated by Directive (EU) 2016/680, the ‘Law 
Enforcement Directive’ (‘LED’) [14].

Article 8 of the LED establishes the conditions render-
ing the processing lawful. While consent has little relevance 
in a law enforcement context, LEAs are obliged to process 
personal data only if and to the extent that the processing is 
necessary for the performance of their duties, as entrusted 
by the EU or national legislation. Pursuant to Article 10 
of the LED, LEAs can process sensitive data only where 
strictly necessary, subject to appropriate safeguards, and 
only where authorised by law, to protect the vital interest of 
individuals, or where the data was manifestly made public 
by the data subject. Under the LED, data subjects have lim-
ited rights. Pursuant to Articles 14 and 15 of the LED, data 
subjects have the right to know whether their personal data 
are being processed and to access to the data, unless this 
would obstruct ongoing investigations or otherwise preju-
dice the prevention, detection, or prosecution of criminal 
offences. Pursuant to Article 16 of the LED, data subjects 
have the right to obtain from LEAs the rectification or the 
completion of inaccurate or incomplete personal data relat-
ing to them, as well as to obtain the erasure of their personal 
data where the processing is unlawful or does not uphold the 
data protection principles. Finally, pursuant to Article 11 of 
the LED, data subjects have the right to not be subjected to 
a decision based solely on automated processing, including 
profiling, which produces an adverse legal effect or simi-
larly significantly affects them. When authorised by law, 
automated individual decision-making is possible, insofar 
as it allows human intervention by LEA-practitioners [14].

The relationship between law enforcement AI and the 
right to respect for private life, as safeguarded by Article 7 
of the Charter, is characterised by fundamental tensions that, 
if unjustified or unproportionate, can lead to infringements. 
First, similarly to what is considered above for the freedom 
of expression (see Sect. 2.c.), surveillance systems deployed 
by LEAs may severely hinder the individuals’ right to freely 
develop their personal and social identity [21]. Moreover, 
AI systems relying on vast amount of (repurposed) data 
from various sources, especially if used for profiling and 
categorising individuals, may generate further personal data 
that predict, infer, or reveal otherwise unknown or undis-
closed information about individuals, even without their 
awareness [21, 24].

Likewise, the right to protection of personal data and 
its declinations, protected by Article 8 of the Charter and 
the LED, are particularly challenged by law enforcement 
AI. First, ensuring full compliance with the strict lawful-
ness conditions set by Article 8 of the LED may be par-
ticularly burdensome for LEAs: being impossible to rely 
on more flexible legal bases (e.g., consent or legitimate 

c. Freedom of expression and information.

Chapter II of the Charter, ‘Freedoms’, enshrines the classi-
cal civil, political, educational and property rights. Among 
these, Article 11 of the Charter particularly safeguards the 
freedom of expression, a foundation of a democratic soci-
ety. As conceived by the Charter, the freedom of expres-
sion includes the right to hold opinions and to (not) express 
them, without inferences by public authorities. Rather, EU 
Member States are subjected to the positive obligation to 
adopt measures to protect and stimulate a favourable envi-
ronment for a pluralistic debate [36]. Moreover, the freedom 
of expression includes the right to receive information, a 
necessary precondition for forming, holding, and expressing 
an opinion [17].

Law enforcement AI can create severe chilling effects on 
the exercise of the freedom of expression, especially when 
used for untargeted surveillance. The awareness of being 
watched by facial recognition systems deployed in public 
areas, as well as of being monitored by AI systems retaining 
and analysing telecommunications and social media data 
deprive individuals of their ‘group anonymity’ [22, 27]. 
This may discourage individuals from lawfully expressing 
their opinions, particularly if minority ones, and may lead 
to a change in their behaviour that violates the freedom of 
expression, as protected by Article 11 of the Charter.

d. Right to respect for private life and right to protec-
tion of personal data.

Contained in Chapter II, ‘Freedoms’, Article 7 of the Char-
ter protects from unjustified interferences four different 
interests: private life, family life, home, and communica-
tions. Of particular importance is the right to respect for 
private life, which stretches beyond the traditional concept 
of ‘privacy’, by also encompassing various aspects of the 
personal and social identity, such as the physical and psy-
chological integrity and autonomy [21, 36]. Article 7 of the 
Charter is often read by the CJEU in conjunction with the 
following Article 8, which lays down the right to the protec-
tion of personal data. In EU law, persona data is any infor-
mation relating to an identified or (directly or indirectly) 
identifiable natural person [14]. Data revealing racial or 
ethnic origin, political opinions, religious or philosophical 
beliefs, or trade union membership, as well as genetic data, 
biometric data for the purpose of personal identification, 
data concerning health, sex life or sexual orientation form 
special categories of personal data, frequently referred to 
as ‘sensitive data’ [14]. Article 8 of the Charter establishes 
an elaborated system of check and balances to ensure the 
lawfulness of the personal data processing, which is further 
complemented and detailed by the EU secondary legislation 
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legal requirements; and meets principles of ethical AI fol-
lowed by the organization” [33].

Supranational fundamental rights legislation, includ-
ing the EU Charter of Fundamental Rights, is explic-
itly designed to identify and protect against ‘individual 
and societal harms’ and, thus, offers a concrete basis for 
approaching algorithmic accountability and AI governance 
[34]. Integrating the EU Charter of Fundamental Rights into 
AI governance frameworks brings two main benefits: (1) 
identifying and assessing harm on the basis of substantive 
rights of near universal recognition; and (2) defining mech-
anisms and processes to determine whether an AI-assisted 
or -enabled activity constitutes a lawful interference with 
fundamental rights or an unlawful violation [35]. Thus, a 
fundamental rights-based approach can serve as an organis-
ing framework, capable of incorporating other approaches, 
including the ethical and technical ones [35]. Importantly, 
by building on existing legal obligations, the fundamental 
rights enshrined in the Charter can inform all stages of the 
(law enforcement) AI lifecycle, from the design and devel-
opment to the deployment, by guiding processes and deci-
sion-making, as well as providing a route to remedy and 
accountability.

The EU Independent High-Level Expert Group on Arti-
ficial Intelligence adopted the same approach when propos-
ing the Ethics Guidelines for Trustworthy AI [28]. Based 
on the three pillars of the EU, namely fundamental rights, 
democracy and the rule of law, the Ethics Guidelines high-
light that AI should not be an end in itself but should rather 
serve as a means to improve human welfare and freedom. 
To achieve this aim, trustworthiness is identified as a key 
concept in the development and deployment of AI systems. 
The risks raised by AI systems must be duly recognised 
and proportionately addressed to prevent a loss of trust and 
guarantee that societies will develop, deploy, and use trust-
worthy AI. According to the Ethics Guidelines, trustworthy 
AI should be:

 ● lawful, namely it should respect all applicable laws and 
regulations;

 ● ethical, namely it should respect ethical principles and 
values; and

 ● robust both from a technical and social perspective.

Based on fundamental rights and ethical principles such as 
the respect for human autonomy, prevention of harm, fair-
ness and explicability, the Ethics Guidelines put forward a 
set of seven key requirements for trustworthy AI systems, 
which now constitute the foundation of AI ethics and gover-
nance in the EU and are universally recognised in the United 
Nations Educational, Scientific and Cultural Organization’s 

interest), the processing of each personal data needs to find 
its legal basis in an explicit EU or national legal provision, 
however vast the amount of data may be. The same type of 
difficulty stands, a fortiori, when the processing involves 
sensitive data, for which Article 10 of the LED establishes 
even stricter lawfulness criteria. Second, guaranteeing the 
quality, accuracy and completeness of the personal data 
demanded by Article 4(1)(d) of the LED may be almost 
impossible when the personal data processed by the AI 
system are biased and inherently incomplete historical data 
(see Sect. 2.b.). Finally, risk assessments, profiling algo-
rithms and predictive policing tools are difficult to recon-
cile with Article 11 of the LED, for two main reasons. The 
first is related to the data subject’s right to obtain human 
intervention: a meaningful human intervention by LEAs-
practitioners cannot only be limited to signing-off the AI-
based decision, but requires the authority and competence to 
change the decision [21]. However, research demonstrates 
how humans tend to overrule AI-based decisions mainly 
when not in line with their stereotypes, which often leads to 
discriminatory outcomes [21]. The second reason is related 
to the prohibition of discrimination on the basis of sensi-
tive data: in principle, sensitive data can be used to profile 
individuals only insofar as there are reasonable grounds for 
suspicion [23]. While this is already particularly difficult to 
ensure when the AI system processes vast amount of data, 
it becomes impossible in the case of untargeted processing.

3 AI governance

As AI permeates various aspects of the law enforcement 
domain, concerns regarding its governance have become 
increasingly pertinent. In this section, we delve into the 
multifaceted landscape of AI governance, focusing specifi-
cally on the intersection with ethics and fundamental rights.

While ethics plays a significant role in shaping our 
understanding of the ‘big issues in AI’, it is not inherently 
designed as a governance framework. AI ethics is a multi-
disciplinary field seeking to establish a set of values, prin-
ciples and accepted standards of right and wrong to guide 
the moral conduct in the development and use of AI tech-
nologies [31]. However, the absence of agreed vocabulary 
and consensual understanding often limits the practical 
application of ethics in addressing the complex implications 
of AI. Therefore, alternative and more practical approaches 
are necessary to guide AI development and deployment 
effectively [35]. To this aim, AI ethics needs to be translated 
into AI governance, namely “a system of rules, practices, 
processes, and technological tools that are employed to 
ensure an organization’s use of AI technologies aligns with 
the organization’s strategies, objectives, and values; fulfills 
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At the supranational level, the EU adopted in May 2024 its 
Artificial Intelligence Act (AI Act), the first legal framework 
addressing the risks created by AI systems [13]. By cate-
gorising law enforcement AI applications as either prohib-
ited or high-risk, the AI Act establishes binding governance 
obligations for LEAs providing or deploying AI substantiat-
ing in the implementation of risk management systems, ex 
ante conformity assessments and fundamental rights impact 
assessments. Additionally, the EU Agency for Law Enforce-
ment Cooperation (Europol) published in 2022 the blue-
print of an accountability framework for AI in the internal 
security domain, as part of a project to guide law enforce-
ment on the use of AI [1]. Finally, in 2024, the International 
Criminal Police Organization (INTERPOL) and the United 
Nations Interregional Crime and Justice Research Institute 
(UNICRI), with support of the EU, released an updated ver-
sion of their Toolkit for Responsible AI Innovation in Law 
Enforcement, which includes a Risk Assessment Question-
naire aiming to identify and evaluate the risks that may 
emerge in relation to the four ‘principles for responsible 
AI innovation’: lawfulness, minimisation of harm, human 
autonomy and fairness [29].

Often, LEAs already have in place policies and proce-
dures to address a variety of legal and ethical issues arising 
in operational contexts. New policies and procedures specif-
ically addressing the risks likely to arise from the use of AI 
systems need to be created, when necessary, to complement 
the existing ones. In that vein, the following guidelines need 
to be taken into account [40]:

 ● Create a governance system by combining flexible and 
adaptable policy guidelines and soft law (i.e. quasi-legal 
instruments) with hard law.

 ● Promote fundamental rights, ethical, and societal impact 
assessments of the deployed AI systems based on an op-
erational setting.

 ● Establish a functional accountability of ethical process 
and designate a responsible figure (e.g. Institutional Eth-
ics Board, Ethics Officer).

 ● Deploy the technologies that demonstrate enhanced 
security and diminished negative fundamental rights, 
ethical and other societal implications – compared 
with other possible technological solutions or available 
technologies.

 ● Comply with the adequate regulation, control, and li-
censing regime to prevent AI systems being misused 
outside a given jurisdiction, and contrary to established 
fundamental rights and ethical standards.

 ● Educate and raise awareness among law enforcement 
professionals regarding the fundamental rights, ethical 
and societal issues of using AI systems.

Recommendation on the Ethics of Artificial Intelligence 
[39]. These key requirements are:

 ● Human agency and oversight. AI systems need to em-
power human beings, allowing them to make informed 
decisions and fostering their fundamental rights. At 
the same time, proper oversight mechanisms need to 
be ensured and can be achieved through human-in-
the-loop, human-on-the-loop, and human-in-command 
approaches.

 ● Technical robustness and safety. AI systems need to be 
resilient and secure. They need to be safe, ensuring a 
fall back plan in case of adversarial attacks or other un-
expected situations Their output needs to be accurate, 
reliable and reproducible. This ensures that also unin-
tentional harm can be minimised and prevented.

 ● Privacy and data governance. Besides ensuring full 
compliance with the rights to privacy and data protec-
tion, AI systems need to be subjected to adequate data 
governance mechanisms, taking into account the quality 
and integrity of the data, and ensuring legitimised access 
to data.

 ● Transparency. AI systems, the data processed and re-
lated business models need to be transparent and trace-
able. The decision-making process and the outcome of 
AI systems and their decisions need to be explainable in 
a manner adapted to the concerned stakeholder. Humans 
need to be aware that they are interacting with AI sys-
tems, and need to be informed of their capabilities and 
limitations.

 ● Diversity, non-discrimination and fairness. Unfair bi-
ases in AI systems need to be avoided, as they could 
have multiple negative implications, from the margin-
alization of vulnerable groups, to the exacerbation of 
prejudice and discrimination. Fostering diversity, AI 
systems need to be accessible to all, regardless of any 
disability, and involve relevant stakeholders throughout 
their entire lifecycle.

 ● Societal and environmental well-being. AI systems need 
to benefit all human beings, including future genera-
tions. Hence, they need to be sustainable and environ-
mentally friendly. Moreover, their social and societal 
impact need to be carefully considered.

 ● Accountability. AI systems need to embed mechanisms 
to ensure responsibility and accountability for their ac-
tivity and outcomes. AI systems, the data processed and 
related business models need to be evaluated, to mini-
mise negative impacts. Eventual trade-offs among key 
requirements need to be documented and continually re-
viewed. When unjust negative impacts verify, adequate 
redress needs to be ensured.
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assessments [14], AI risk management systems and ex 
ante conformity assessments [13]).">

An iteration of the AFRIA assesses a single AI system 
deployed by LEAs for a single law enforcement purpose 
or connected law enforcement purposes (e.g., detection 
and prosecution of criminal offences). It is of paramount 
importance for LEAs to always perform the AFRIA in 
relation to the AI system’s pre-determined purposes 
and circumstances of use, including: trigger conditions; 
time and frequency of use; subjected individuals and/or 
groups, as well as geographical areas. In line with Arti-
cle 27 of the AI Act, LEAs need to carry out an AFRIA 
prior to the first use of the AI system, to assist informed 
and reasoned decisions on the conditions of deploy-
ment. Then, LEAs need to review and update the AFRIA 
throughout the entire AI lifecycle, to reflect and record 
eventual significant changes in the functioning of the AI 
system or in its deployment. To more efficiently perform 
the AFRIA, LEAs should establish a diverse and multi-
disciplinary team, including legal, technical, and opera-
tional expertise.">

The preliminary information on the AI system assessed, 
its purposes and circumstances of use, and the team respon-
sible for conducting its assessment is summarised in the 
AFRIA as shown in Fig. 1 below.

For instance, in the case of a predictive policing tool pre-
dicting the risk of a natural person committing a criminal 
offence, the preliminary table may be filled in as shown in 
Fig. 2 below.

LEAs can perform the AFRIA by relying on two con-
nected templates: the Fundamental Rights Impact Assess-
ment (Sect. 4.a.) and the AI System Governance (Sect. 4.b.).

a. Fundamental Rights Impact Assessment.

The Fundamental Rights Impact Assessment template 
enables LEAs to identify and evaluate the specific risks of 
harm likely to impact the enjoyment of the fundamental 

 ● Seek advice from external experts, as properly address-
ing fundamental rights and ethical concerns requires a 
depth of knowledge that cannot realistically be expected 
from LEA-decision-makers and operational planners.

4 The ALIGNER Fundamental Rights Impact 
Assessment1

Pursuant to Article 27 of the EU AI Act, LEAs deploying AI 
for law enforcement purposes will need to further reinforce 
their governance policies and procedures, by conducting a 
fundamental rights impact assessment of each of the AI sys-
tems used for law enforcement purposes [13]. Fundamental 
rights impact assessments are essential tools to ensure com-
pliance of law enforcement AI with the fundamental rights 
of subjected individuals, as they allow LEAs to identify the 
risks to those rights likely to be affected, as well as mitiga-
tion measures.

">Despite the existence of several methodologies or 
templates to carry out fundamental rights impact assess-
ments of AI systems in general, the topic of fundamen-
tal rights impact assessments specifically targeted at law 
enforcement AI remains underexplored in the existing 
state-of-the-art. To facilitate compliance with the AI Act, 
the H2020 project ALIGNER released its ALIGNER 
Fundamental Rights Impact Assessment (AFRIA), an 
operational tool rooted in fundamental rights and imple-
menting the principles and requirements of AI ethics 
[28], as recognised and reconstructed in the EU [2]. 
The AFRIA is a reflective exercise, addressed to LEAs 
deploying law enforcement AI systems in the EU and 
conceived to be integrated in their already existing AI 
governance policies and procedures as a complementary 
tool to the other types of assessments mandated by the 
relevant legal framework (e.g., data protection impact 

1 Some paragraphs of this section are an expansion and update of the 
following report: Casaburo, D., Marsh, I.: ALIGNER D4.2: methods 
and guidelines for ethical & law assessment [2]

Fig. 1 Preliminary information in AFRIA
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while performing the AFRIA, when possible, the chal-
lenges are formulated in a negative form (e.g., “The AI 
system does not/There is no…”).

The second column, titled ‘evaluation’, needs to be filled 
by LEAs to precise to what extent and how the challenges 
listed in the first column apply to the AI system assessed. 
When LEAs conclude that some of the listed challenges do 
not apply to the AI system assessed, they need to adequately 
justify and record their reasoning.

The third and last column, titled ‘estimated risk level’, 
needs to be filled by LEAs by relying on a risk matrix (see 
Sect. 4.b.i.).

For instance, in the case of a predictive policing tool 
predicting the risk of a natural person committing a crim-
inal offence, the first section of the Fundamental Rights 
Impact Assessment template may be filled in as shown in 
Fig. 4 below.

rights of the subjected individuals. In line with the theoretical 
framework analysed above in Sect. 2., the template is divided 
in four sections focusing on those fundamental rights most 
likely to be impacted by law enforcement AI: the presump-
tion of innocence and right to an effective remedy and to a fair 
trial; the right to equality and non-discrimination; the free-
dom of expression and information; and the right to respect 
for private life and right to protection of personal data.

As shown in Fig. 3 below, a template section first 
contains a short description of the relevant fundamental 
right, as reconstructed by the Charter.

Then, the template section is divided in three col-
umns. The first column, titled ‘challenge’, includes a 
non-exhaustive list of some characteristics that, if imple-
mented in the AI system, may negatively impact the 
relevant fundamental right of the subjected (groups of) 
individuals. To reduce the risk of acquiescence biases 

Fig. 3 Section of Fundamental Rights Impact Assessment template

 

Fig. 2 Example of preliminary information in AFRIA
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3. Possible, if the risk may occur at some time, and prob-
ably will;

4. Likely, if the risk will probably occur in most or many 
circumstances; and.

5. Almost certain, if the risk will occur in many or most 
circumstances.

Based on their estimations, LEAs find the overall risk level 
in the square where the estimated impact level and the esti-
mated likelihood level meet. The overall risk level ranges 
between: (1) Low; (2) Limited; (3) Serious; and (4) Critical.

b. AI System Governance.

The AI System Governance template enables LEAs to miti-
gate the specific risks of harm impacting the enjoyment of 
the fundamental rights of the subjected individuals already 
identified and evaluated through the Fundamental Rights 
Impact Assessment template (Sect. 4.a.). The template is 
divided in seven sections implementing and further opera-
tionalising the 7 key requirements for trustworthy AI identi-
fied by the High-Level Expert Group on AI: human agency 
and oversight; technical robustness and safety; privacy and 
data governance; transparency; diversity, non-discrimina-
tion and fairness; societal and environmental well-being; 
accountability [28] (Sect. 3).

As shown in Fig. 6 below, a template section is divided in 
seven groups of columns.

i. Risk matrix.

While estimating the level of the risks created by the AI sys-
tems assessed, LEAs need to weigh up two different dimen-
sions: (1) the impact of the risk, namely the level of severity 
of the prejudice experienced by the affected individuals; and 
(2) the likelihood of the risk, namely the level of probability 
of the risk occurring. The risk matrix shown in Fig. 5 below 
helps LEAs estimate and visualise the risk.

In the risk matrix, the impact level of the risk ranges 
between:

1. Insignificant, if the affected individuals will experience 
no consequences if the risk occurs;

2. Minor, if the affected individuals will experience little 
consequences if the risk occurs;

3. Moderate, if the affected individuals will experience a 
prejudice if the risk occurs;

4. Major, if the affected individuals will experience a sig-
nificant prejudice if the risk occurs; and.

5. Extreme, if the affected individuals will experience a 
significantly detrimental prejudice if the risk occurs.

The likelihood level of the risk ranges between:

1. Rare, if the risk may occur only in exceptional 
circumstances;

2. Unlikely, if the risk may occur at some time, but prob-
ably will not;

Fig. 4 Example of section of Fundamental Rights Impact Assessment template
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Fig. 6 Section of AI System Governance template

 

Fig. 5 Risk matrix
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additional mitigation measures. LEAs can also record fur-
ther actions suitable to improve the implementation of the 
minimum standard and the mitigation of risks.

The sixth and seventh columns, titled ‘responsible 
department’ and ‘timeline’, need to be filled by LEAs to 
specify which department of the organisation is responsible 
for the implementation of the minimum standards and addi-
tional mitigation measures and their estimated timeline of 
adoption.

For instance, in the case of a predictive policing tool pre-
dicting the risk of a natural person committing a criminal 
offence, the first section of the AI System Governance tem-
plate may be filled in as shown in Fig. 7 below.

5 Conclusion

AI systems can enhance the capabilities of LEAs to pre-
vent, investigate, detect, and prosecute crime (Sect. 1.). 
Yet, AI systems can also create serious interferences, if not 
limitations to or violations of, the fundamental rights of sub-
jected individuals, as enshrined in the EU Charter of Fun-
damental Rights (Sect. 2.). Recent developments in the field 
of law enforcement AI governance (Sect. 3.), such as the 
Accountability Principles for Artificial Intelligence drafted 
by Europol [1] and the Toolkit for Responsible AI Inno-
vation in Law Enforcement released by INTERPOL and 
UNICRI [29], can support European LEAs by enhancing 

The first column, titled ‘component’, decomposes the 
considered key requirement into sub-requirements, namely 
necessary building blocks further substantiating the key 
requirement’s content.

For each sub-requirement, the second column, titled 
‘minimum standards to be achieved’, includes a non-
exhaustive lists of governance measures that LEAs should 
strive to implement to enhance the trustworthiness of the 
deployed AI system.

When a minimum standard is suitable to mitigate the 
risks to fundamental rights identified and estimated in the 
Fundamental Rights Impact Assessment template (Sect. 
4.a.), the third group of columns, titled ‘initial risk esti-
mate’, automatically connects the standard with (at least) 
one challenge and its estimated risk level.

The fourth column, titled ‘additional mitigation measures 
implemented’, needs to be filled by LEAs to further pre-
cise if and how the minimum standard is (or will be) imple-
mented in their AI governance policies and procedures. If 
the minimum standard is suitable to mitigate the already 
identified and estimated risks to fundamental rights, LEAs 
also need to explain how the standard is (or will be) reduc-
ing the severity or the likelihood of the connected risks.

When a minimum standard is (or will be) mitigating the 
connected risks, in the fifth group of columns, titled ‘final 
assessment’, LEAs need to use the same risk matrix described 
above (Sect. 4.b.i.) to estimate the final level of the identi-
fied risks to fundamental rights, after the implementation of 

Fig. 7 Example of section of AI System Governance template
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currently remains the only instrument specifically address-
ing the peculiarities of law enforcement AI and that can be 
immediately integrated in the EU LEAs’ AI governance 
policies and procedures to enhance their compliance with 
fundamental rights, ethical principles and the newly estab-
lished legal obligation of conducting a fundamental rights 
impact assessment of high-risk AI systems.
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