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for workforce reskilling. On a global level, AI technology 
is a key factor in national security and international com-
petitiveness, leading to an ongoing race for AI supremacy. 
Thus, AI as a technological tool is reshaping the world and 
society in profound ways with its influence spanning across 
multiple sectors, offering immense potential for progress 
and innovation. Yet, it simultaneously presents significant 
challenges that require careful consideration, As AI contin-
ues to evolve and advance, it is imperative for researchers, 
policymakers, technologists, and society at large to navigate 
these challenges, ensuring that AI development is ethical, 
equitable, and beneficial to society. By taking into account 
the theoretical perspectives on the evolution and impact 
of AI, it becomes imperative to conduct a critical inquiry 
study to deeply understand AI’s influence on society and the 
potential threats it poses.

The pivotal aim of this study is to examine the societal 
perils associated with AI, through a methodological critical 
inquiry supported by a specific theoretical framework along 
with a philosophical allegory. The need of such research is 
particularly pronounced given the diverse ways in which AI 
can shape societal norms, values, and structures. Critical 
inquiry may lead to reasoned judgements on complex issues 
[3], while allegories, as time-honored narrative tools, hold 
significant value in research inquiry, for explaining current 

1  Introduction

Artificial Intelligence (AI) has emerged as a transformative 
force in modern society, profoundly influencing diverse sec-
tors ranging from healthcare to finance, and reshaping the 
contours of human interaction and capability. As a techno-
logical advance, AI’s impact is multifaceted, characterized 
by both opportunities and challenges, fundamentally alter-
ing how societies function, businesses and organizations 
operate, and individuals interact, [1, 28, 33, 50]. However, 
the proliferation of AI also presents significant challenges, 
embracing various considerations, such as privacy threats, 
AI-driven cyber-attacks, bias, and offensive AI, which have 
become central concerns [20, 39, 40]. More specifically, 
AI systems can perpetuate existing biases if not properly 
designed and monitored. Privacy concerns arise with the 
extensive data collection required to train AI models. Fur-
thermore, the increasing automation of jobs poses socioeco-
nomic challenges, including job displacement and the need 
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and complex phenomena [8, 21, 45]. The word allegory is 
derived from ancient Greek, from “allos,” meaning other, 
different, and “agoreuein,” meaning to speak in the agora 
(assembly). This etymology reflects the core concept of an 
allegory, such as in the form of a metaphoric story that can 
be interpreted to reveal a hidden meaning, typically a moral 
or political one. By distilling intricate and multifaceted 
issues into more familiar and relatable narratives, allegories 
facilitate a deeper understanding and engagement with the 
subject matter. They serve as bridges between abstract con-
cepts and the lived experiences of individuals and provide a 
framework for understanding modern societal issues, offer-
ing a time-tested lens through which contemporary chal-
lenges can be viewed and analyzed. This approach enhances 
comprehension among diverse audiences and perhaps most 
importantly it stimulates critical thinking and reflection by 
drawing parallels between past wisdom and current reali-
ties. In a world where complex phenomena, such as AI tech-
nology, are increasingly prevalent, the use of allegories in 
research becomes a powerful tool to elucidate, connect, and 
convey profound insights in a more impactful and enduring 
manner. A critical inquiry study, utilizing this scientific the-
oretical and philosophical allegorical framework, can inter-
rogate the extent to which AI shapes society. It allows for 
the exploration of how AI-driven ‘realities’ influence deci-
sion-making processes, both at individual and institutional 
levels, and the potential consequences of these influences at 
a societal level. Such a study is important for several rea-
sons. Firstly, it encourages a deeper understanding of the 
societal implications of AI, moving beyond technical and 
efficiency-oriented perspectives. Secondly, it fosters criti-
cal and reflective thinking about AI and its role in society, 
prompting questions about autonomy, agency, and overreli-
ance on AI-means. Thirdly, it provides an alternative, novel 
and profound understanding of how AI is reshaping real-
ity, the societal threats it poses, and the ethical consider-
ations it necessitates. It enables hence a more nuanced and 
holistic view of AI, one that recognizes its potential benefits 
while critically examining its broader impacts on society. 
The paper proceeds by justifying the rationale of using criti-
cal inquiry through the lens of an allegory, supported by a 
solid theoretical framework, to address the overall aim of 
this study.

1.1  Critical inquiry through the lens of allegory

Employing critical inquiry as a methodological approach can 
yield profound insights into a study area or a phenomenon 
[12, 46, 47], particularly when placed within a theoretical 
framework and intertwine with an allegorical perspective, 
like Plato’s allegory of the cave [54]. Such methodologi-
cal approach may be regarded as adept at examining AI’s 

multifaceted impacts and perils at a societal level. In more 
detail, critical inquiry, by its nature, challenges existing 
assumptions and power structures. Through its argumen-
tation and critical thinking dynamics it leads to reasoned 
judgements on complex issues [2, 3], and the generation of 
new knowledge [17]. When applied to the study of AI, it 
may scrutinize not only the technological dimensions but 
also the ethical, and societal implications. Such approach is 
particularly useful for delivering insightful information and 
facilitating the emergence of new knowledge. Besides, criti-
cal inquiry encourages researchers to delve deeper into an 
idiosyncratic study area, such as the societal implications of 
AI, embracing issues such as of privacy, autonomy, and the 
potential for AI to perpetuate societal biases. By questioning 
the status quo, this approach illuminates areas often over-
looked in traditional analyses, such as the socio-political 
dimensions of AI technology. Moreover, critical inquiry fos-
ters a reflective and reflexive stance in research. This reflex-
ivity is vital in AI research, given the technology’s rapid 
evolution and its pervasive impact across diverse societal 
spheres.

The use of allegories like Plato’s cave is particularly 
effective in offering novel perspectives within the context 
of critical inquiry. Allegories allow complex and abstract 
concepts to be conveyed in a more tangible and relatable 
manner. As Berek [6] p.119) positions, ‘allegory says one 
thing and means another.’ Such metaphorical framing can 
lead to a deeper understanding of how AI led technology 
may shape human understanding and societal norms. Even 
so, they move beyond myths, since they provide a rational 
account in which reality in represented in a more abstract 
and universal way than myth allows [36]. Furthermore, alle-
gories can bridge the gap between technical AI research and 
broader societal discourse. They provide a narrative that is 
accessible to a non-specialist audience, facilitating broader 
engagement with the ethical and social implications of AI, 
potentially leading to a more informed and nuanced aca-
demic but also public discourse about the role and impact 
of AI in society. Thus, critical inquiry, when combined 
with allegorical approaches, offers a powerful framework 
for studying AI perils. Such approach goes beyond techni-
cal and functional analyses to explore the deeper societal 
implications of AI. It challenges prevailing assumptions, 
uncovers hidden power dynamics, and fosters a more 
nuanced understanding of the technology’s (in the form of 
AI) impact. By drawing on allegories like Plato’s, research-
ers can communicate complex ideas in a more accessible 
and engaging manner, facilitating a richer and more inclu-
sive discourse about the future of AI and its role in shaping 
human reality.

In this study, AI implications and impacts were exam-
ined, by incorporating a critical inquiry methodological 
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approach, based on qualitative principles [31], aiming to 
advance knowledge on the topic under examination [17]. 
The first phase of the study involved a careful consideration 
of current studies linked to AI evolution and impacts. This 
was placed within a specific theoretical framework, to allow 
a critical evaluation of existing literature, and deep under-
standings of the phenomenon under study. The theoretical 
framework combined the crescendos of three main theories; 
the theory of technological determinism, social construction 
of technology theory, and the theory of information soci-
ety. These are concerned with the adaptation, use, impli-
cations and impacts of technology (such as in the form of 
AI), and the interrelationship with key factors and domains, 
such as, society, and psychology. It may be argued that the 
triad of these specific theories, instead of only one, would 
have allowed a more holistic understanding of AI, its evo-
lution and associated societal perils. During this stage, the 
author critically engaged with existing knowledge, identi-
fying dominant narratives in the discourse surrounding AI 
and its implications. The second phase involved the careful 
examination of Plato’s allegory of the cave, with an empha-
sis placed on its allegorical meaning, within a contemporary 
context. The third phase was concerned with an evaluation 
of the impacts and perils of AI with a critical lens [13], sup-
ported by a scientific theoretical framework combined with 
the dynamics of the proposed allegory, leading to certain 
conclusions, the delivery of further research avenues, and 
implications.

1.2  AI implications and impacts within the 
framework of technological determinism, social 
construction of technology, and information society

AI currently stands at the forefront of technological inno-
vation, offering a number of benefits while simultaneously 
posing significant challenges, in various fields [7, 32]. This 
juxtaposition of AI’s advantages and disadvantages has 
become a focal point for both technological development 
and ethical considerations in scholarly work [25, 49]. Among 
the most prominent benefits of AI is its capacity to process 
and analyze vast amounts of data at speeds and accuracies 
unattainable by human capability. This ability has profound 
implications across various sectors, such as in healthcare, 
environmental science, manufacturing, business, marketing, 
and services. Another significant advantage of AI is its role 
in advancing research. AI’s capacity to identify patterns and 
correlations, also within large datasets, can lead to new sci-
entific discoveries and technological innovations. Academ-
ics, have also argued the usefulness of AI as a useful and 
efficient research and analytical tool, if used in conjunction 
with human evaluative and critical skills [10].

Even so, the advancement of AI has brought a spectrum 
of challenges, drawbacks, and ethical dilemmas. One of the 
primary concerns is the issue of job displacement [19]. As 
AI and automation technologies become more prevalent, 
there is growing apprehension about the potential loss of 
employment, particularly in sectors reliant on routine, man-
ual tasks. This shift necessitates a re-evaluation of job roles 
and a focus on workforce reskilling and upskilling to pre-
pare for an increasingly automated future. Another signifi-
cant drawback is the risk of bias and discrimination in AI 
algorithms [18], given that if not properly designed, AI sys-
tems can perpetuate existing societal biases. Data privacy 
and security are further challenges in the AI landscape. The 
vast amounts of data required to train and operate AI sys-
tems raise concerns about user privacy and data protection. 
Furthermore, the ethical implications of AI decision-making 
processes, especially in life-critical domains, are areas of 
intense debate [4, 26, 42]. Decisions traditionally made by 
humans are increasingly being delegated to AI, raising ques-
tions about moral and ethical judgment in AI systems and 
the accountability in the event of failures or mishaps. Thus, 
it is well acknowledged that AI presents a dichotomy of tre-
mendous benefits and significant challenges.

As AI continues to evolve and permeate various aspects 
of life, it is imperative to address these challenges. The evo-
lution and expansion of AI and its potential to create societal 
perils, such as overreliance on AI, can be elucidated through 
the lens of several relevant theories. Among them, the triad 
of technological determinism, social construction of tech-
nology, and the theory of the information society provide 
insightful perspectives. More specifically, technological 
determinism posits that technological developments drive 
or facilitate societal changes [51, 55]. In the context of AI, 
this theory suggests that the advancements in AI technology 
will inevitably shape and dictate future societal structures, 
behaviors, and norms. As AI becomes more sophisticated, it 
may result to an increased dependency on AI systems. How-
ever, this overreliance on AI can lead to a range of issues and 
risks [34, 38], such as diminished human decision-making 
and evaluative skills, loss of jobs, and a potential erosion of 
critical thinking abilities. As such, technological determin-
ism warns of a future where human agency is significantly 
reduced, with AI dictating many aspects of life, from mun-
dane daily activities to critical decisions in various fields.

Likewise, the theory of information society provides 
another useful theoretical perspective, focusing on the cen-
tral role of information and technology in shaping contem-
porary society [5, 15]. Within the context of AI the theory 
may highlight the increasing availability and reliance on AI-
generated information and data analytics. This eventually 
can lead to an ‘information society’ where AI becomes the 
primary source of knowledge and insight. This shift could 
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Plato’s allegory of the cave offers an additional and pro-
found prism, complementing and deepening the insights 
provided by the scientific theories of technological deter-
minism, the information society, and the social construction 
of technology. As explained in more detail in the subsequent 
sections, the specific allegory, delivers a useful philosophi-
cal framework, supplementing the preceding scientific one, 
to explore the complex interplay between AI and society. 
While doing so, it highlights the risks of AI overreliance, 
the importance of critical awareness in a future seemingly 
AI-dominated world, and the potential for societal transfor-
mation through informed and ethical engagement with AI. 
This allegorical perspective, combined with the theoretical 
approaches mentioned, underscores the need for thought-
ful consideration and proactive management and reflection 
upon AI and its societal impacts.

1.3  Plato’s theory of forms and allegory of the cave

Plato, an ancient Greek philosopher born around 427 BC, is 
one of the most influential figures in philosophical thought, 
and intellectual history. His writings, mostly in the form of 
dialogues where characters discuss philosophical issues, 
cover a range of topics, such as epistemology, metaphys-
ics, politics, and ethics. His theory of Forms or Ideas, which 
posits that non-physical forms represent the most accurate 
reality, has been a central theme throughout his work. The 
theory asserts that that the physical world is not really the 
‘real’ world; instead, ultimate reality exists beyond our 
physical world. Plato’s allegory of the cave, remains one of 
the most profound and enduring metaphors in Western phi-
losophy [16, 29, 52]. The allegory, deeply embedded in the 
field of epistemology, provides a framework for understand-
ing the nature of reality and human perception, positing a 
distinction between the world of appearances and the realm 
of true knowledge. The allegory depicts prisoners who have 
been confined in a cave since birth, bound in such a manner 
that they can only face forward, observing a wall. Behind 
them lies a fire, and between the prisoners and the fire is a 
walkway. Along this walkway, people carry objects that cast 
shadows on the wall. The prisoners, having never seen the 
actual objects, perceive these shadows as the most real and 
accurate representations of reality (refer to Fig. 1).

In this specific allegory, the cave symbolizes the sensory 
world, while the shadows on the wall represent the percep-
tions and beliefs based on sensory experiences. This state 
reflects the first stage in Plato’s line of thought, where belief 
is based solely on what is seen and heard in the physical 
world. The prisoners’ inability to see the objects casting the 
shadows illustrates the limitations of sensory experience and 
the superficial understanding (such as, of the real objects- 
world), that results from relying solely on such perceptions. 

create a societal threat in the form of ‘information overload’ 
or ‘algorithmic governance,’ where individuals and insti-
tutions rely heavily on AI for information processing and 
decision-making. Such overreliance might lead to vulner-
abilities in critical thinking, privacy infringements, and the 
potential manipulation of information. In contrast, social 
construction of technology [14, 30], argues that society also 
shapes technological development. This theory is useful 
in understanding how societal choices, values, and power 
structures influence the direction and nature of AI develop-
ment. For instance, if the societal emphasis is on efficiency 
and productivity, AI systems may be developed primarily 
to automate tasks, potentially leading to a workforce overly 
reliant on AI, reducing the value of human labor and skills 
across many sectors. Such overreliance could also manifest 
in decision-making processes, where the preference for AI-
driven analytics and predictions could undermine human 
judgment, skills and expertise. As AI continues to evolve 
and expand, the theories above collectively betray a future 
where the impacts of AI on society will be profound and 
transformative. Technological determinism indicates a path 
where AI will shape societal behaviors, potentially leading 
to overreliance and reduced human agency. The information 
society theory points to the transformation into an AI-driven 
world, with significant reliance on AI for information and 
decision-making processes. All the same, social construc-
tion of technology emphasizes the role of societal values 
and decisions in steering AI development, potentially fos-
tering or mitigating overreliance.

Fig. 1  Plato’s allegory of the cave (Image created by ChatGPT4 
through instructions provided by the author)
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for manipulation and control, echoing the controlled real-
ity experienced by the cave’s prisoners. Of course, one may 
question, are we to be regarded and labelled as ‘prisoners?’. 
Well, in its metaphoric sense, one may argue that people 
may be trapped in technological webs. While technology 
offers unprecedented conveniences and connectivity, it also 
ensnares users in a web of constant engagement and expo-
sure, with concerns raising about mental health and personal 
autonomy. In today’s digital era, people may be seen as 
‘prisoners’ of technology, metaphorically shackled by their 
dependence on technology, with this captivity manifesting 
in an almost inseparable bond with smartphones, comput-
ers, AI tools and AI assistants, engendering hence a form of 
addiction [9, 35, 41].

Furthermore, AI, in its essence, functions as a creator 
of digital ‘shadows,’ curating the information and stimuli 
that individuals receive through various platforms. Like the 
shadows on the cave wall, the information provided by AI 
systems is often a distorted representation of reality. Social 
media algorithms, for example, tailor content based on user 
preferences and behaviors, creating echo chambers that 
reinforce existing beliefs and perceptions. This curated real-
ity can lead to a skewed understanding of the world, much 
like the prisoners who perceive shadows as the entirety 
of existence and what is true. The allegory illustrates the 
potential of AI to limit and shape human understanding, 
perceptions, thoughts, and behaviour. As a vivid example 
of this situation within a contemporary AI context, De 
Vynck [11] referred to an ‘AI deepfake apocalypse’ being 
present. The author made reference to images that are cre-
ated by AI which have become ubiquitous, often employed 
in creating unauthorized explicit content, distorting facts 
in political campaigns, and utilizing celebrity look-alikes 
for product promotion on social platforms. For instance, a 
video released by Princess Catherine revealing her cancer 
diagnosis in March 2024, sparked widespread discussion. 
Rumours circulated on social media, suggesting that the 
video was altered using AI. Although both BBC Studios, 
the creators of the video, and Kensington Palace refuted the 
involvement of AI technology, the rumours continued to cir-
culate. Nonetheless, within a scientific context, researchers 
from various disciplines, while acknowledging possibilities 
of AI-assisted tools, increasingly make reference of how 
AI-driven programs and applications may perpetuate bias 
(Hagendorf et al., 2023; Timmons et al., [43, 53]. Despite 
this, as AI systems become more sophisticated and embed-
ded in daily activities of people, they increasingly influence 
economic, social, and political arenas. It may be argued, 
that as society grows more dependent on AI, these programs 
could evolve to become key players and shapers of society 
by shaping perceptions, beliefs, norms, values and behav-
iours, through their further integration into communication, 

The philosopher then proceeds by introducing the concept 
of a journey out of the cave, towards the light (sun), rep-
resenting the philosopher’s path towards enlightenment, 
and true knowledge. One prisoner, freed from the chains, 
gradually ascends from the cave into the world above, while 
this transition is not without difficulty, which essentially 
represents that the path to knowledge can be challenging 
and painful. This ascent symbolizes the intellectual jour-
ney from ‘ignorance’ to knowledge, requiring the willing-
ness to question previously held beliefs and assumptions. 
Upon reaching the outside world, the freed prisoner comes 
to understand that the sun, not the fire, is the true source of 
light and that what was experienced in the cave was mere 
illusion. This moment epitomizes the realization of the The-
ory of Forms - the understanding that the physical world is 
only a shadow of the true, and that ultimate reality exists 
beyond our physical world. The return of the freed prisoner 
to the cave signifies the philosopher’s role in society, which 
faces the challenge of sharing this insight with those still 
imprisoned by their sensory perceptions. The resistance and 
disbelief met by the philosopher reflect the inherent difficul-
ties in enlightening those who are accustomed to the shad-
ows and skeptical of a reality they have never experienced. 
The allegory emphasizes the distinction between the per-
ceived world and the world of true knowledge, explicates 
the journey from ignorance to knowledge, and underscores 
an obligation to impart knowledge to others. It furthermore 
highlights the transformative power of education and the 
need to question the apparent realities of the world.

2  Discussion

A seminal concept such as Plato’s allegory of the cave, offers 
a profound framework for understanding the contemporary 
implications of AI and its societal perils. As explained in the 
preceding section, misinterpreting the shadows for reality, 
the prisoners live in a world of illusion until one is freed 
and comes to understand the true nature of the world. This 
allegory is remarkably applicable in the context of AI, offer-
ing insightful perspectives on how AI may shape percep-
tions and influence society. The power dynamics depicted 
in the allegory are reflective of those in the AI domain. Just 
as the prisoners’ understanding of reality is controlled by 
those who project the shadows, in today’s world, a small 
number of powerful tech companies and governments hold 
significant control over AI technologies. This concentra-
tion of power raises concerns regarding a number of issues, 
including amongst others what information is channelled to 
people (including students), and whether that information is 
accurate, reliable, and trustworthy. The allegory serves as a 
cautionary tale about the potential for AI to be used as a tool 
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the implications of AI, which extend beyond the superficial 
allure of technological convenience, leisure, and efficiency. 
They have a duty to illuminate the ethical, social, and psy-
chological impacts of AI, including issues of privacy, auton-
omy, and the potential for AI to perpetuate biases, create 
false content, or manipulate information. By raising aware-
ness and fostering a nuanced understanding of AI, they could 
guide society towards informed and responsible usage and 
regulation of these technologies. In fact, the academic com-
munity commenced examining the multifaceted impacts of 
AI on society, and exploring how AI affects various aspects, 
such as privacy, healthcare, markets, social equity, and ethi-
cal boundaries [23, 27, 48]. It is important that they delve 
deeper into the consequences of AI in various field and con-
texts. Academics and other researchers play a crucial role in 
shaping public policy and industry practices by providing 
evidence-based analyses, specific frameworks, and practical 
recommendations. A closer collaboration with policymakers 
and stakeholders is hence stressed, to ensure that AI devel-
opment and use aligns with anthropocentric, societal values 
and ethical standards. Furthermore, the allegory prompts 
reflection on the societal changes brought about by AI. Just 
as the freed prisoner experiences a profound transformation 
upon leaving the cave, society as a whole is undergoing a 
transformative process with the integration of AI. The alle-
gory serves as a reminder of the need for continuous re-
evaluation of how AI is integrated into various fields, such 
as, research, health, education, marketing, and business, 
how it impacts towards society, managed and addressed. 
Certain research avenues can help thus in the continuous re-
evaluation of AI’s role in society, ensuring that its integra-
tion is aligned with societal and anthropocentric values, and 
ethics. For instance, research can focus on developing and 
re-evaluating ethical frameworks specific to AI usage. Also, 
continuous studies are needed to explore how AI technolo-
gies are reshaping social dynamics, including work, educa-
tion, and personal relationships. Further research of how 
AI technologies affect personal privacy and data security is 
also needed. Exploring the psychological effects of AI on 
individuals, such as dependency, changes in cognitive func-
tions, and the impact on mental health, are also vital.

Overall, Plato’s allegory of the cave reflects on the power 
dynamics of AI, highlights the potential of AI to create a 
controlled perception of reality, and emphasizes the impor-
tance of critical awareness and questioning in the age of AI. 
The depiction of prisoners confined to a cave, mistaking 
shadows of objects for reality, resonates powerfully with 
the potential societal impacts of AI. It serves as a metaphor 
for how AI, much like the shadows on the cave wall, can 
create a specific, seemingly broad but arguably limited or 
distorted version of reality. This parallels the concerns of 
the theory of technological determinism, where technology 

research, media, and education. This central role could shift 
power dynamics, where those who control AI technology 
wield significant influence, potentially leading to new forms 
of governance and societal structures centered around AI. 
In fact, in 2023 the former CEO and chairman of Google, 
expressed the following concerns, amongst others, at the 
JFK Forum:

Most concerning are the “extreme risks” of AI being used 
to enable massive loss of life if the four firms at the fore-
front of this innovation, OpenAI, Google, Microsoft, and 
Anthropic, are not constrained by guardrails and their finan-
cial incentives are “not aligned with human values” [44].

Another crucial aspect of the allegory is the journey of 
the freed prisoner who comes to understand the truth. This 
journey symbolizes the critical awakening needed to com-
prehend and respond to AI’s societal impacts and possible 
threats. It underscores the need for critical thinking and 
awareness in the age of AI. Individuals, organizations, and 
institutes, much like the freed prisoner, should be able to 
understand, evaluate and if necessary question the algo-
rithmically constructed realities (e.g., content, results, and 
information) presented to them. Obviously, this does not 
imply that they should learn from a technical viewpoint to 
understand ‘algorithms’ and the design process of AI and 
AI-assisted tools and programs. Instead, they must be able 
to identify the potential pitfalls, and threats of AI technol-
ogy. Conceivably, this ‘journey’ is not without challenge, 
as the allegory suggests; understanding the broader impacts 
of AI requires effort and a willingness by individuals and 
organizations to confront possible uncomfortable truths 
about how these technologies influence society. For exam-
ple, along with the potential benefits, researchers should be 
able to pinpoint and address the drawbacks of AI systems, 
while marketers must be aware of ethical considerations 
when dealing with data derived and analyzed through AI 
technological tools.

The ethical implications and societal risks associated with 
AI, as elucidated by the allegory, are manifold. The risks of 
AI (such as, bias), mirror the distorted reality of the cave’s 
shadows. Indeed, AI systems, if not carefully designed and 
monitored, can perpetuate existing societal biases, and lead 
to unfair outcomes, for humans [22, 37], and animals [24]. 
This parallels the distorted perceptions based on the shad-
ows, highlighting the importance of understanding and 
addressing the inherent biases in AI systems. In the context 
of AI’s rapid advancement, certain individuals, like educa-
tors and academics, hold a crucial role akin to the escaped 
prisoner in the philosopher’s allegory of the cave, tasked 
with the moral obligation to enlighten society about the 
potential perils of AI. Alike the escaped prisoner returns to 
the cave to inform others of the world beyond their limited 
perceptions, these individuals must educate the public about 
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flawed perception. Moreover, AI’s role in perpetuating 
existing biases and potentially unfair outcomes underscores 
the urgency to address ethical implications. In this context, 
the allegory implores a societal awakening akin to the freed 
prisoner’s journey, demanding critical thinking, awareness, 
and a challenging of AI-induced realities, and AI-generated 
content. This awakening is not solely a technical under-
standing of AI algorithms but a broader, ethically grounded 
engagement with AI technology. It entails recognizing AI’s 
societal impacts, balancing its conveniences against threats 
to ‘true knowledge’, mental health, psychology, relation-
ships, and privacy. Key contributors to AI design and imple-
mentation (such as, computer scientists and engineers, 
machine learning engineers, software developers, data sci-
entists, and user experience designers), along with ethicists, 
researchers, educators and academics emerge as modern-
day counterparts to the allegory’s enlightened prisoner, 
bearing the moral duty to illuminate AI’s psychological, 
and social impacts. They play a crucial role in safeguarding 
society of the potential threats of AI, and guiding society 
towards informed usage and regulation of AI technologies. 
As a concluding remark, imagine a world that cannot dis-
tinguish between real and AI-manipulated videos depicting 
violent incidents, leading to a non-empathetic society that 
argues over even established and real facts. The long-hon-
oured allegory highlights the necessity of safeguarding true 
facts and knowledge, freedom, integrity, fairness, trust, and 
human-centric values in a world that is becoming strongly 
influenced and driven by AI.
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