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capabilities of AI applications and the potential ethical, 
often relatable, dilemmas they can pose (imagine the temp-
tation of a student to plagiarize their essay using ChatGPT), 
are seemingly becoming more and more apparent to increas-
ingly broader groups of people, and no longer just profes-
sionals, academics or AI enthusiasts [21, 23, 69, 100]. The 
question of how we can use ethics and ethical frameworks 
to avert the negative consequences of AI through guidance 
on human behaviour and the design of technological sys-
tems has also recently been receiving increasing attention 
[51]. Such scholarship and public debate is likely to con-
tinue intensifying as real and practical concerns about AI 
become more and more apparent to and understood by the 
general public, whose jobs and hobbies (their practices as 
such) stand to be transformed as AI applications become 
capable of increasingly complex and creative tasks.

The appropriate response to an ethics of AI has certainly 
been contentious. For some years the wisdom of deontology 
and utilitarianism in the ethics of technology has been ques-
tioned. Today, a kind of AI ethics principlism has gained a 
degree of widespread acceptance, yet it still invites harsh 
rejections in recent scholarship, as we will explore in what 
follows [33, 46, 63, 64]. In this paper, we wish to explore the 

1  Introduction

Public discussion of the benefits and risks of artificial intel-
ligence (AI) has arguably accelerated in recent months 
and years as the capabilities of generative AI applications 
have captured the public’s imagination (such as large lan-
guage models like ChatGPT in particular).1 The everyday 

1   Indeed, as a point of interest Google trends (https://trends.google.
com/trends/explore?date=all&q=AI&hl=en) shows interest in the 
‘AI’ search term rising exponentially beginning around late 2022.
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contribution to an ethics of AI made by a narrative philoso-
phy and ethics of technology inspired by the ‘little ethics’ of 
Paul Ricoeur, and virtue ethics (VE) of Alasdair MacIntyre, 
most recently and promisingly built upon by Wessel Reijers 
and Mark Coeckelbergh [75]. Reijers and Coeckelbergh add 
to what could be considered a growing chorus of scholars 
advocating for a responsible research and innovation para-
digm built around a virtue ethics that champions attention 
to the particular, and not a nebulous constellation of ethical 
principles of potentially indeterminate applicability, or other 
applied methods of technological ethics that are divorced 
from the kinds of normative foundations necessary for their 
legitimacy.

The objective of this paper is to examine the extent to 
which a narrative and virtue based ethics (or, VPD – virtu-
ous practice design) might be a plausible candidate for the 
foundation of an ethics of AI, or rather ethical AI practice. 
This will be achieved by exploring the ways in which this 
approach can respond to some of the significant faults with 
or critiques of applied and principles and guidelines based 
approaches to AI ethics. The paper is structured as fol-
lows. Section 2 will provide an overview of some pointed 
criticisms that have been applied to ethical theories more 
generally as well as some applied methods including value 
sensitive design (VSD), and more pressingly to AI ethics 
and AI ethics principles and guidelines. Section 3 will pro-
vide a very brief overview of Ricoeur’s ‘little ethics’, and 
virtue ethics, leading to a description of advances made 
under the VPD based approach. Section 4 will then examine 
the contributions of a VPD based approach to an ethics of AI 
based on existing criticisms of other approaches. Section 5 
will provide a brief reflection on the nature of Foucault’s 
dispositif in admission that whilst VPD provides valuable 
tools in the quest for an ethics of AI, any such quest will 
always be fought against pre-existing structures and sys-
tems of power, influence and control which present a chal-
lenge to change. Section 6 concludes.

In the following paper we adopt a socio-technical view 
of artificial intelligence which is to say we do not under-
stand AI merely as mathematical artefacts applied to par-
ticular problems in a vacuum, but rather as something which 
emerges from multiple interconnected practices including 
extractive ones, data science, marketing, and use cases 
where they can structure relations between things and peo-
ple. AI forms through processes of interconnected practice, 
and is subsequently adopted by users in new and transform-
ing practices—they form parts of socio-technical systems 
which are moved by the relations of their constituents and 
their background of laws, regulations, and norms [17, 24]. 
As Kate Crawford puts it ‘[a]t a fundamental level, AI is 
technical and social practices, institutions and infrastruc-
tures, politics and culture’ and ‘[…] artificial intelligence is 

both embodied and material, made from natural resources, 
fuel, human labor, infrastructures, logistics, histories, and 
classifications’ [26, p.8]. When we understand AI in this 
way as part of a socio-technical system, we can also under-
stand better why it is not only important to design the AI 
as an artefact in an ethical and responsible way, but also to 
design the environments in which they are deployed to sup-
port both this ethical design and deployment within those 
environments.

In summary, this paper acknowledges the flaws or short-
comings of current approaches to AI ethics and the design 
of ethical AI systems, lays out significant existing critiques 
of current approaches to the ethics of technology and AI 
that have been raised in recent scholarship, and examines 
the potential of a narrative and technology ethics (VPD) to 
constructively address some of these challenges to the ethi-
cal design, implementation, and deployment of AI tools and 
systems. An ethical framework that is concerned with aim-
ing at the good life, with and for others, and in just institu-
tions, is a comprehensive one that asks us as ethical agents 
to consider what it is that is worth aiming at to be ethically 
accomplished individuals, how we do this in a way that 
respects and elevates others, and crucially, how this can be 
done within global systems that support and mediate ethical 
action. In asking us to consider the small narratives (self) 
to the grand ones (society), it is an ethical framework that 
not only asks us to narrate and interpret ourselves as ethical 
individuals but asks how we can build just institutions—
indeed, when thinking in terms of AI, how we might build 
AI systems for the common good and how we might design 
legal, regulatory, and normative environments that support 
the design of the socio-technical system of AI itself.

VPD, as a development of Ricoeur’s narrative philoso-
phy and ‘little ethics’ is a new approach to the ethics of tech-
nology and one little experimented with thus far in real life 
AI use cases, to the best of our knowledge. As an emerg-
ing approach to the philosophy and ethics of technology, 
this approach has not yet been aimed at a multiplicity of 
issues in a systematic way, and to the best of our knowl-
edge this paper represents the first effort to apply VPD in 
an in-depth manner to the problem of the ethical design of 
artificial intelligence and AI practices.2 In this regard, this 
paper builds on the work presented by Reijers and Coeck-
elbergh in demonstrating the potential use of the approach 
in a specific and critical domain whilst also making links 
to other approaches (such as participatory design) that can 
complement and support it.

It should be noted that virtue ethics alone has historically 
enjoyed much attention in business ethics more widely [6, 

2   Although, there have been other efforts to unpack further what nar-
rative theory means for AI in relation to responsibility and transpar-
ency for example [24, 25, 39].
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13, 71, 92], with the recognised benefit of instilling practi-
tioners with the moral knowledge and responsive aptitude 
(or phronesis) to recognise the morally salient features of 
situations and to respond to them with integrity, also pos-
sessing the knowledge to correctly apply ethical principles 
to such situations. The reader will recognise VPD as a 
framework significantly more complex than standard VE 
due to its incorporation of elements of other theories, which 
is also what makes it an interesting and promising candi-
date to support AI ethics, due to representing a more unified 
approach to ethics than usually seen.

2  Some limitations of current approaches to 
the ethics of technology and AI

Numerous critiques have been launched both against the 
suitability of the dominant ethical theories (consequential-
ism and deontology for example) and at a more applied 
level, the use of ethical principles or even methodologi-
cal frameworks such as value sensitive design (VSD) to 
guide the design, implementation, and deployment (as well 
as general use and adoption) of AI systems or digital and 
novel technologies more broadly. These will be highlighted 
in what follows. The arguments here are not wholly or all 
endorsed by the present authors but will be presented to later 
demonstrate that the kind of narrative theory established by 
Paul Ricoeur and Alasdair MacIntyre (and later elaborated 
by Wessel Reijers and Mark Coeckelbergh for the domain 
of the ethics of technology) can constructively respond to at 
least some perceived failings or limitations of the ethics of 
technology. Indeed, in what follows we will also highlight 
the beneficial use of deontology and ethical principles to the 
extent that they can form overridable elements of a frame-
work primarily rooted in virtue ethics. In the remainder of 
this section, some critiques of dominant ethical approaches 
in the ethics of technology will be overviewed.

Shannon Vallor provides brief but pointed criticism of 
deontology (of Kant, more specifically), and utilitarianism, 
questioning the applicability of the abstract and general 
categorical imperative to the plain of technology, where 
an agent’s will (the universal legislator) cannot easily be 
informed against a backdrop of the unpredictable course fol-
lowed by technological development and the use and adop-
tion of new technologies [105]. Moral dilemmas may also 
arise that result in deontological rules coming into conflict, 
which necessitates an effective decision procedure to resolve 
the dilemma—rules may not be so easy to follow or choices 
clear, frustrated by the inherent opacity of the technologi-
cal future [8, 17, 18, 105]. We cannot predict the dilemmas 
or challenges of tomorrow or easily devise rules that pro-
tect us against them and adequately guide our actions—this 

problem itself is consistent with the Collingridge dilemma 
whereby we are least well-placed to influence a technol-
ogy when its actual impacts become clear [17]. That a strict 
or conservative interpretation of deontology may militate 
against considering impacts at all may also lead to myopic 
approaches to technology and technical practice design, and 
indeed such interpretations of deontology may also place 
undue emphasis on adherence to a rule without compromise 
and without regard for consequences—although such a dog-
matic account may be an outlying one, especially when one 
considers developments in, for example, more intuitionist 
forms of deontology [8, 12, 89].

Vallor also levels similar criticism at utilitarianism, as the 
course of action leading to the greatest happiness (or other 
values, even plural, such as welfare, etc. in forms of con-
sequentialism [17]) is incalculable in the face of the many 
unknown (even converging) technological and technosocial 
possibilities [105, pp. 7-8]. Beyond its applicability to the 
dynamic and highly scalable technological context, it has 
also been argued that utilitarianism is ‘[…] a framework 
[that] privileges the happiness and welfare of the majority, 
and without some refinement, can undermine the welfare of 
the marginalised and is indifferent to their lived experience’ 
[40, p. 159]. For strict accounts of utilitarianism, where the 
happiness of each individual is measured the same as the 
next (where the best action is that which results in the great-
est happiness for the greatest number), the needs of the few 
(potentially already marginalised) may quickly be overshad-
owed by the needs of the many in ways that do not accord 
with our intuitions about fairness. Prioritarian accounts of 
consequentialism (favouring the needs of the most disad-
vantaged), such as that of Derek Parfit can mitigate such 
dangers, but this does not answer to the difficulties of apply-
ing the framework to opaque technological futures [70].

On both accounts, Jiin-Yu Chen adds that ‘[t]hese theo-
ries developed abstract, timeless, and universal ways of 
approaching problems, at the expense of attending to their 
particular, concrete, and timely details’ [22, p. 76]. This cri-
tique points to the core of issues with these frameworks, 
which is that they are arguably inadequately attuned to 
engaging contextual nuances of different moral situations 
and peoples’ lived experiences across time and space.

One example one might give of the limits of these frame-
works is the evolution of recommender/curation algorithms 
on social media which have presented numerous ethical 
challenges and quandaries from the perspective of design 
and regulation. At inception, the exact risks of designing 
algorithms to help connect individuals with content and 
other people relevant to their interests may not have been 
very clear. In most cases, matching people with relevant 
news items or blogs may have not seemed to challenge estab-
lished principles or rules, and the net happiness increase 
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require thorough engagement with technical questions, as 
well philosophical and societal ones, in the development 
of new technologies. Recent scholarship in particular has 
demonstrated its flexibility and how it is compatible with 
continuous application to the design of artefacts which war-
rant continued reflection on their value implications—for 
example the concept of value change has been identified as 
being important to VSD, which points to useful strategies 
for adaptation to change, including solutions such as modu-
larization [73]. Nevertheless, despite some scholars in VSD 
demonstrating concern for the design of socio-technical sys-
tems [17, 42], i.e., the whole ecosystem of artefact, person, 
norms, and political, economic and legal systems, it remains 
fair to say the approach is more narrowly concerned with 
and capable of translating values and norms into design of 
the artefact and not the system the artefact is embedded in.

Other methodologies also lack clear guidance on the use 
of normative theory, including ethical impact assessments, 
which tend not to be very prescriptive in the selection of a 
specific normative framework for making evaluations about 
the ethical impact of investigated technologies [78, 109]. 
Again, impact assessments tend to be narrowly focused on 
matters of design and use (mitigation interventions) of spe-
cific technologies and can be variable in their breadth and 
inclusion of diverse stakeholders in the process. The impact 
assessment can still be a useful tool, but must be one part 
of a comprehensive ethical approach and not the only part 
of one.

With the emergence of AI principles endorsed by inter-
national organisations such as the European Commis-
sion (e.g., Ethics Guidelines for Trustworthy AI), and the 
OECD,3 as well as a general groundswell in academic and 
organisational interest in proposing and adopting different 
AI principles and guidelines [46], such principles are also 
beginning to court attention and critique, in some cases cri-
tiques extending to the whole endeavour of AI ethics itself 
[63, 64]. Brent Mittelstadt persuasively argues that there are 
four challenges to a principles based approach to AI eth-
ics, which he compares to the otherwise successful use of 
a principled approach in medicine (indeed an exemplary 
work within this region which has clearly inspired many 
such AI principles is Beauchamp and Childress’ Principles 
of Biomedical Ethics) [14, 63]. According to Mittlestadt the 
reasons a principled approach to AI ethics is fraught with 
challenges are (as briefly summarised) [63]:

1.	 Common aims and fiduciary duty. AI does not have 
a unitary goal as does medicine (patient health) as a 
source of solidarity. Practitioners work in competitive 
and profit-driven environments, are not in a formal 

3  https://oecd.ai/en/ai-principles.

from such systems may have appeared to justify their cre-
ation. As time went by, we have witnessed their capacity 
to create echo-chambers, filter-bubbles, polarization, and 
their contribution to the spread of mis- or disinformation 
that has undermined trust in public health information, and 
that has resulted in discrimination against minority groups 
[50, 99, 103, 108]. What may have seemed mostly innocu-
ous at first to its original architects has evolved in a path 
where it has contributed to significant political and social 
issues, and real-world harms have occurred as a result of 
the misinformation and bad actors with whom people have 
been connected [2]. These consequences may have been 
rather unknown or unforeseeable before they emerged in 
more recent years, and difficult to plan for both for their 
creators, and society more largely. Now, challenges and 
dilemmas have arisen between facilitating and promoting 
access to content, and freedom of expression and to impart 
and receive information, and serving the interests of pub-
lic health and preventing hate crimes, for example. These 
frameworks may also not inculcate the greatest sense of 
responsibility in technology developers either, when they 
may be able to argue that the persons primarily responsible 
for toxic content are not those who create the infrastructure 
through which in propagates, but rather those who create the 
content in the first place.

Value sensitive design (VSD) is an example of a method-
ology developed with the explicit purpose of building eth-
ics into the development of new technologies or technology 
projects. VSD is a tripartite methodology consisting of con-
ceptual, technical and empirical investigations of technical 
artefacts used to uncover the moral values relevant to the 
context of use of a technology with a view towards trans-
lating relevant norms into design requirements that support 
the expression of moral values in the use of the technol-
ogy [36, 41, 72]. Wessel Reijers and Bert Gordijn have 
criticised the perceived shortcomings of VSD in suggest-
ing their own framework (VPD) [76]. According to Reijers 
and Gordijn, VSD is limited by not being anchored into a 
specific normative theory, the arguable arbitrary selection 
of relevant values it entails, and its narrow concern with 
technological design rather than wider consideration of cir-
cumstances concerning technical practice [76]. The absence 
of a clear ethical (normative) framework in VSD is a sig-
nificant critique—whilst this approach targets embedding 
some sense of ‘the good’ into design through its focus on 
values, it makes no direct commitment to a vision of the 
good, it is agnostic, and without such an anchor it can be 
difficult to justify design decisions as being ‘ethical’ as they 
are not fundamentally derived from an ethical framework 
[41]. It can be said that VSD provides valuable methods for 
investigating and implementing vital value considerations 
in technology design in its tripartite framework which does 
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marked by the values of dominant participants and a lack 
of ethics training of incoming professionals, and they do not 
consider the intersections of race, class and culture and tech-
nology and the harms they might cause, and ‘downstream’ 
ethical frameworks, situated below company culture, can-
not address ‘[…] more fundamental inequalities and under-
lying social issues that shape technological development’ 
[64]. Finally, ethics has ‘failed’ due to a lack of enforce-
ment and compliance mechanisms in an industry that moves 
faster, and at scale, than legislation [64]. Munn proposes 
moving away from AI principles altogether, to expanding 
the field of inquiry under the framework of AI justice, i.e., 
‘[…] if machine learning reflects, reproduces, and amplifies 
structural inequalities, then any ethical program must oper-
ate intersectionally, considering a wide array of social and 
political dynamics’ [64]. Such a view is generally shared by 
scholars including Catherine D’Ignazio and Lauren F. Klein 
who argue from a ‘data-feminist’ perspective and explore 
paths for challenging power asymmetries (stemming from 
oppressive systems of power) and injustice between domi-
nant groups and marginalised members of society as exac-
erbated or reified by data and digital technologies [27]. In 
fact, D’Ignazio and Klein list concepts that are deficient 
as they secure power by locating the source of problems 
in individuals or technical systems only, which are: ‘eth-
ics’, ‘bias’, ‘fairness’, ‘accountability’, ‘transparency’, and 
‘understanding algorithms’. They advocate for concepts 
that go further by challenging ‘structural power differen-
tials’ such as; ‘justice’, ‘oppression’, ‘equity’, ‘co-libera-
tion’, ‘reflexivity’, and ‘understanding history’, ‘culture’, 
and ‘context’ [27, p. 60]. This transition to apparently more 
radical concepts and approaches, from ethics to justice, can 
in theory be justified by the apparent failure of the old for-
mulations and approaches to meaningfully prevent abuses 
of AI and other data powered systems, whereby despite the 
prominence of ethical language we continue to see systemic 
failures that result in prejudice, discrimination and widen-
ing power differentials, and losses of privacy all reinforced 
by institutional evasion and indifference [4, 27, 30, 31, 41]. 
In Netherlands there is the relatively recent example of the 
(at least initial) failure of the status quo to protect people 
from algorithmic systems in the domain of welfare and tax 
where biased algorithmic systems resulted in harm to citi-
zens [3, 17, 44]. Nevertheless, it can also be argued that the 
difference between AI ethics and AI justice is artificial, that 
the domain of ethics does accommodate, even necessitate, 
the more radical concepts which have admittedly as of yet 
failed to meaningfully materialise in many instances (we 
will return to this in our discussion of the dispositif).

Building on this and also following years of scholarship 
in post-phenomenology and the philosophy of technology 
[43, 49, 107], it is reasonable to say that it is not necessarily 

profession and are not required to uphold public inter-
ests above business requirements in the private sector.

2.	 Professional history and norms. Medicine has a long 
history of development of norms of good behaviour 
and professional conduct which are variously codified 
throughout codes of conduct, and biomedical princi-
plism has been informed by many years of practice, 
thereby emerging from a history of tradition. AI does 
not have a unitary culture or goals, nor has it had trans-
formative moments in the same way, and its focus is 
not narrow enough to build specific best practices and 
particular moral duties. A large plurality of stakehold-
ers results in pushing principles towards high levels 
of abstraction, and principles endorsing contested 
terms like ‘fairness’ that are not directly action guid-
ing. Unlike medical care professionals, AI practitioners 
are at a distance from their (moral) patients in time and 
space, dealing with opaque systems and embedded in 
complex networks of actors. On that note it should be 
added that the problem of many hands may obtain, 
whereby assignment of responsibility becomes impos-
sible in vast networks of agents involved in different 
times and places in the development and use of iterative 
technologies [74].

3.	 Methods to translate principles into practice. Unlike 
medicine, AI development does not have generations of 
tried and tested approaches (including case precedents) 
to translation of principles into working practices (devel-
oped, tested, and renewed over time by various stake-
holders like accreditation boards and so forth). Norms 
and requirements, Mittlestadt argues, cannot be derived 
from mid-level principles, requiring independent justi-
fication at each stage of translation. Furthermore, the 
costs of integrating ethics oversight into organisations 
can be unattractive for profit-making entities.

4.	 Legal and professional accountability. AI practitio-
ners are, with some exceptions (e.g., data protection 
law) not subject to external/legal regulatory environ-
ments that can censure them for breach of professional 
norms and otherwise provide the machinery of account-
ability for answering for wrong-doing.

A more provocative attack on AI ethics as a whole comes 
from Luke Munn, who somewhat mirrors arguments made 
by Mittlestadt, and notably Anaïs Rességuier and Rowena 
Rodrigues (albeit perhaps in a more pessimistic light) [64, 
79]. Munn argues that AI ethics principles are essentially 
ambiguous or meaningless without any consensus around 
key terms (again such as fairness) which are subject to being 
interpreted by organisations to conform to pre-determined 
product features and business goals [64]. Furthermore, 
industries involved in AI are ‘unethical’ or ‘a-ethical’, 
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empathy; care; civility; flexibility; perspective; magnanim-
ity; and technomoral wisdom [105].

The second (and complementary) development we wish 
to address here is the growing interest and use of hermeneu-
tic and narrative philosophy in the philosophy of technol-
ogy. Hermeneutics has been defined as, ‘an art, technique, 
and technology for the (correct) interpretation of cultural 
productions, mostly texts. [And] In the twentieth century, 
hermeneutics became a philosophical movement dealing 
with interpretation and understanding as the main fea-
tures of humans’ “being-in-the-world”’ [88, p. 73]. More 
recently it has since been developed to consider ‘being-in-
the-world’ with technology, and its uses have been vari-
able and approaches not ‘unitary’ as such [88, p. 74]. This 
approach emphasises the contribution of technological and 
digital artefacts to mediation in the world in examining our 
processes of technological appropriation [56], as well as 
the very process of individuation (of becoming human) in 
the technosphere [32]. This approach follows the comple-
mentary tradition of post-phenomenology in examining the 
relations between person and thing and how these relations 
extend to and determine how we relate to the world around 
us and each-other in adopting new tools, discovering new 
uses for them through their affordances and thereby learning 
more about the world and ourselves in a continuous process 
of interpretation and self-interpretation that occurs in the 
midst of new technological evolutions and configurations 
[49, 56, 107]—the role of interpretation, and reinterpreta-
tion, is continuous in this process.

The gap between virtue ethics, hermeneutics and narra-
tive was arguably most famously closed by Paul Ricoeur in 
his development of narrative philosophy and his develop-
ment of a ‘little ethics’, and Alasdair MacIntyre in his thor-
ough treatment of the virtues with reference to narrative in 
his seminal title After Virtue [58, 81–84]. For Ricoeur, the 
ethical intention was aiming at the good life, with and for 
others, and in just institutions [84]. He proposed an Aristo-
telian eudaimonist philosophy privileging the idea of eth-
ics (as opposed to morality alone), but placing it within the 
(prima facie) boundaries of deontological norms that act as 
(overridable) constraints to the ethical intention, and within 
the wider framework of political institutions and practices 
that exist to adjudicate competing claims and oversee jus-
tice. Hermeneutically speaking, actions are readable as text, 
and one who interprets these actions (their own) is self-
interpreting against the background of the aim of the good 
life and their particular decisions and choices, and this kind 
of interpretation of the ethical self becomes self-esteem (the 
‘reflexive moment of the wish for the “good life”’) [84, pp. 
179–180, 192]. Figuring intimately into the narratives of 
human lives, and how we self-interpret, are practices—prac-
tices being socially established and co-operative activities, 

the things in themselves (whether that be AI or other tools) 
that are sources of harm, which challenges the application of 
principles to specific sites of action (an organisation devel-
oping an AI or other tool), when it is the complex dynamic 
of technologies, people, and systems and processes of their 
development and adoption (socio-technical systems/assem-
blages) that influence and bring to bear the social and ethical 
consequences of technological artefacts [7, 26]. Moreover, 
the use of technical artefacts across domains challenges the 
very notion of applied ethics itself when those artefacts are 
utilised across a spectrum of domains (business, justice and 
health, for example) [41, 105].

Having given a brief overview of some powerful cri-
tiques of popular current approaches to the ethics of AI (and 
technology more broadly), we will now proceed to intro-
duce in more detail a framework that presents a promising 
alternative to some of these approaches, and one which may 
well answer to at least some of their deficiencies—virtuous 
practice design.

3  Virtuous practice and narrative and 
technology ethics

Two notable developments have occurred in the philoso-
phy and ethics of technology in recent years that present, in 
combination, fruitful avenues for thinking about our being-
in-the-world with technology and how we become human, 
and moreover how we do so in our movement towards the 
good life, with essentially ambiguous technical instruments 
applied in evolving and novel technical practices. The first 
development concerns the turn towards virtue ethics by 
some scholars in the ethics of technology, as an alternative 
to arguably more dominant theories including deontology 
and consequentialism [15, 22, 47, 95, 105]. Here, by virtues 
we refer to fixed traits of character or mind that involve dis-
positions to think, feel and act in particular ways appropriate 
to various circumstances, and where a person of practical 
wisdom (phronimoi and phronesis) recognises the particu-
lar morally salient features of different situations, and rec-
ognises the correct virtues applicable to different situations 
and thereby ways to think, feel, and act called for by them 
[10, 98, 102]. Such traits of character are acquired from 
habit, and are required in pursuing our ends in the course of 
our functions, the ultimate good (flourishing, eudaimonia, 
or the good life), which is ‘living well and doing well’ [10, 
48, p. 618]. Examples of such virtues include benevolence, 
conscientiousness, courage, generosity, gratitude, justice, 
honesty, loyalty, and temperance. More recently, Shannon 
Vallor has proposed the following as (technomoral) virtues 
necessary for living well in an age of endless technosocial 
possibility: honesty; self-control; humility; justice; courage; 
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framework incorporating Ricoeur’s ‘little ethics’ (and the 
multi-staged process following the aforementioned three 
parts of the ethical intention) and MacIntyre’s approach to 
virtue ethics, applied to technology which they recognise as 
being text-like itself in its encounters with humans in dif-
ferent contexts, and which can have a role as co-narrator in 
human lives through its configurative potential [53, 75]. In 
their framework, Reijers and Coeckelbergh apply Ricoeur’s 
concept of mimesis to understand how encounters with tech-
nology are prefigured, configuring, and refiguring, or, the 
nature of technological mediation and the extent of transfor-
mation in understanding of the world or self-understanding 
technologies can contribute to, and importantly transforma-
tions of technical practices. For them, the narrative mode 
makes technical practices intelligible. Moreover, the authors 
build on Ricoeurian concepts of textuality, literacy, tempo-
rality, and distancing in order to determine the configurative 
potential or reality of technology vis-à-vis technical prac-
tices including how technological tools impact orderings of 
events and actions, who can use and is affected by them, the 
degree from which they abstract from the physical world 
and so forth [75]. It is through narrative investigations that 
technical practices are studied. These investigations are 
conducted with a view to understanding the ethical (and 
even hermeneutic and phenomenological) implications of 
new and evolving technical practices. Such investigations 
are set out on to support the design of technical practices 
that ideally nourish and do not impede the virtues (or rather 
technology in practice extends rather than precludes human 
virtuous capacities), as well as help identify relevant norms, 
codes and other interventions to regulate practices that are 
effected by new and emerging technologies—that is, this 
process is undertaken to support virtuous practice design 
[75, 76].

Like VSD, the VPD framework is tripartite and iterative, 
being conducted through three phases drawn from the narra-
tive philosophy of Paul Ricoeur [81–84], which are:

	● Phase 1: Description < > Interpretation: The purpose of 
this first phase is acquiring an understanding of the full 
network of technical practices in which a given technol-
ogy is embedded [75, p. 156];

	● Phase 2: Interpretation < > evaluation: The second 
phase consists of gaining an understanding of the tech-
nical practices with regards to ‘puzzles’ they raise in 
relation to life plans, standards of excellence, and the 
narrative unity of life [75, p. 156] and is informed by 
prior stages;

	● Phase 3: Evaluation < > prescription: This final phase 
consists of evaluating the technical practices in relation 
to the ethical intention [75, p. 156]. The purpose of this 

which are coherently structured around their constitutive 
rules, and that we engage in to achieve goods internal to 
those practices (as the musician pursues beautiful music) 
through standards of excellence, and which rely upon the 
virtues to be achieved [58]. These practices are engaged in 
by persons who link them to their life plans (of being a pia-
nist, for example), and both together feed into narrative unity 
of life, which is the basis for the aim of the good life [58, 
84]. The triadic structure of the ethical intention is useful as 
it promotes both reflexivity and attentiveness to the other (as 
solicitude)—it focuses on the ethical construction of self in 
concert with other in practices that promote public goods, 
where competing claims are resolved at the institutional 
level. It is attentive to the very particular details of ethical 
situations in being tied to ideas of narrative, that is, the story 
being told, and the composition of practice (which consists 
of the small units of basic actions directed by constitutive 
rules towards goods which themselves ought to be evalu-
ated). The theory in being eudaimonist owes much to and 
accommodates the virtues and is therefore concerned with 
building ethically competent individuals–but also in looking 
to the moral norm as a constraint to action it acknowledges 
the importance of the duties, obligations, and principles of 
deontology although with the clause that apparent duties 
must yield where they may harm other persons. Moreover, 
by including just institutions in the triadic framework, ele-
ments of political philosophy and a general attention to 
the construction of just structures of governance make this 
a framework that extends beyond reflection on individual 
action to one where it becomes apparent that the ultimate 
aim and obligation of each individual is to contribute toward 
the development and maintenance of structures of justice 
that benefit all and fairly adjudicate all (competing) claims. 
Here we have a theory, which while fundamentally eudai-
monist, arguably incorporates some of the best elements of 
a number of theories and approaches into a unified and com-
prehensive one. Moreover, this framework can incorporate 
concern for consequence (eudaimonist theory is teleological 
in nature). When the moral norm yields, arguably it does so 
because an action might tend towards the harm of another 
as a consequence—the theory is open to a range of consid-
erations and also solutions in that it is also concerned with 
dialogue, debate, and governance.

More recently, the narrative philosophy and ethics of 
Ricoeur and MacIntyre have been applied to the domain 
of technology, prominently by Wessel Reijers and Mark 
Coeckelbergh over a series of recently published works, 
which also build upon the tradition of post-phenomenology 
in the philosophy of technology [75–77]. Following an ear-
lier suggestion by David Kaplan that Ricouer’s (in partic-
ular) philosophy could bring much to the philosophy and 
ethics of technology, they have built upon a hermeneutic 
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non-technical strategy where this is not likely (for example, 
working with social services interventions in high-risk areas 
rather than increasing police patrols). Reality will always be 
more complex, yet the example points towards the extended 
horizon of responsibility placed on the shoulders of those 
who adhere to the VPD framework.

In the following, we will examine how features of this 
framework may address some of the weaknesses of other 
approaches in the ethics of technology. We refer to this 
overall narrative framework built around narrative philoso-
phy and Ricoeur’s ‘little ethics’ as virtuous practice design 
(VPD), based on how it was referred to upon its earliest 
apparent inception [76]. The present authors are unaware 
of it being referred to as this in more recent iterations [75], 
but will retain the initial VPD terminology as it succinctly 
conveys the intent of the framework explored—the design 
of virtuous technical practices. Finally, before proceeding 
we must acknowledge some foreseeable weaknesses of 
this approach. It would appear that the kind of narrative 
investigation of technical practices suggested by Reijers 
and Coeckelbergh is a truly significant and in-depth, multi-
step and iterative undertaking that would likely be resource 
intensive and a challenge to execute for small and medium 
sized businesses. Another potential issue is that we live in 
a global, plural world and this ethical framework emerged 
in the Global North primarily through a series of Western 
thinkers therefore one might argue that it may not be suit-
able for translation across cultural contexts, or that its use 
might be at odds with decoloniality. The first point is sig-
nificant, but there is a cost to responsible innovation that 
is necessary to bear in order to build a sustainable socio-
technical system and functional society. We will revisit this 
in Sect. 4.5. The second point is enduring in any discussion 
of ethics, however we can say, at least, an approach built 
on VE is firstly one that promotes an attentive disposition 
towards the needs of others in their diversity (the virtues 
of care, flexibility, perspective and so forth), and secondly 
Vallor has done much to demonstrate that the virtues are 
culturally robust with similar traditions identified in Confu-
cianism and Buddhism [105].

4  The advantages of virtues and narrative 
for supporting virtuous practice design of AI 
systems

From Sect. 2, a cross-section of some of the various chal-
lenges to a successful ethics of technology and AI can be 
broadly aggregated as:

1.	 Inadequate or inappropriate ethical frameworks;

is prescription towards a stable for-the-sake-of-which of 
technical practice that cultivates virtues [75, p. 174].

Unlike VSD, VPD commits to narrative theory to provide the 
basis for a hermeneutic understanding of technical practice 
and mediations, as well as to an ethical theory rooted in vir-
tue ethics but in direct dialogue too with deontology as well 
as incorporating and legitimising existing AI principles (on 
the condition that they can be embraced by the community 
of AI developers4 and practitioners and can be overridden 
where they conflict with the ethical intention). Now, design 
decisions and evaluations of states of affairs make direct ref-
erence to normative theory, focus on virtues instead and not 
only potentially an arbitrary list of values. The framework 
also extends more fruitfully its concern from only the ethi-
cal design of artefacts to entire practices implicated by the 
artefact, to ultimately directing the attention of AI devel-
opers and practitioners to political engagement in negotiat-
ing the norms and boundaries of their practice [75]. What’s 
more, VPD need not be considered a complete alternative 
to VSD but a logical progression, thereby it can incorporate 
VSD’s methods where necessary, and even evaluate value 
implications where they correspond with standards of excel-
lence of practices and the internal goods they pursue—we 
will briefly return to this in what follows.

Before that, for a brief and more practical point of com-
parison, we can imagine both frameworks being applied to 
the development of a crime hotspot algorithm that produces 
crime risk scores for different administrative units in a city. 
VSD might undercover relevant values to this context (polic-
ing and data science) and endeavour to engage multiple 
relevant stakeholders, eliciting information to support the 
ethical design of the algorithm that minimizes bias, privacy 
intrusion and interference with autonomy through technical 
solutions. A VPD based approach may be yet more collabor-
ative, endeavouring to capture changes to how the police do 
their job because of the algorithm, to what extent it co-nar-
rates their practice or impedes or encourages the cultivation 
and exercise of virtues (their ability to be fair and beneficent 
to civilians). VPD would also examine narratives of persons 
from within patrolled districts to examine how such tech-
nologies may affect their day to day lives and examine his-
tories of, for example, racial profiling. The VPD approach 
may result in the need for the same technical measures 
being implemented in the artefact, but also points towards 
collaboration between community, police, and AI developer 
to shape deployment and operational rules of the AI tool so 
that it can enable police to pursue the internal goods of the 
practice (crime safety) whilst utilising their virtues to deal 
fairly with citizens and the community or to attempt another 

4   Understood as the technical profession of design, development and 
deployment of AI solutions [104].
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way forward of addressing the technological challenges of 
the 21st century [105]. VE permits a flexibility not usually 
characteristic of rival theories, and is concerned with con-
text and particularity, and cultivating skills in moral agents 
to recognise morally salient features in novel situations and 
responding to them with style and as particular situations 
demand (through the virtue of phronesis). The responsivity 
of VE, and the idea of cultivating virtues and practical wis-
dom as a mediating virtue, may reduce uncertainty of action 
stemming from the ambiguous calculus of utilitarianism 
or the lack of concrete guidance provided by the categori-
cal imperative in a dynamic technological landscape, or at 
least better support moral agents in responding to emerging 
and changing demands. Moral expertise is reflected in, but 
not drawn from, fixed principles [105], which is to say that 
principles can emerge from observations of patterns of right 
action, but right action does not (necessarily) emerge from 
principles. VE allows the virtuous agent to meet techno-
social convergence (perhaps the deployment of algorithms 
in novel circumstances) with the skills to recognise right 
action in the face of ethical uncertainty (such as by reaching 
out to affected stakeholders and re-designing any elements 
of a system that might be conducive to unfairness).

The VE enriched narrative approach suggested by Reijers 
and Coeckelbergh based on MacIntyre and Ricoeur’s 
work further strengthens the case for a virtue ethics based 
approach to the ethics of technology and AI, by focusing on 
timely, concrete and particular details [22, 58, 75, 84]. This 
approach requires scrutiny of practices and technological 
configuration occurring within those practices through inter-
pretation of textuality, literacy, temporality, and distancing, 
examination of goods internal to those practices as well as 
the ideals, life plans and standards of excellence that all con-
nect them to the idea of the good life. Such an approach 
(ideally) cultivates a detailed understanding of stakeholders 
in a technical practice, why they engage in it (or how they 
are affected by it), the relational connections between tools 
and their users, makers and governors (as defined by the 
constitutive rules of the practice), standards of excellence, 
and inquiry and reflection on standards of excellence and 
virtues necessary to secure internal goods within the partic-
ular context of a practice. By considering technology within 
practice, ethical inquiry becomes bound to specific, rather 
than general, contexts of technological use cases and ethical 
recommendations are attached to ethically relevant features 
of these particular cases—for instance, abstract questions of 
the application of fairness may become more concrete as we 
investigate a credit rating algorithm and its surrounding nar-
ratives and reveal the need to take specific action (synthetic 
data), or design the practice it is embedded in to enable 
ample human intervention to allow individual appeals.

2.	 Ahistorical and ambiguous principles detached from 
practice;

3.	 Ethics does not challenge fundamental inequalities at 
the societal level that are perpetuated at the level of 
practice;

4.	 A lack of enforcement and compliance mechanisms;
5.	 Resourcing ethics (and the will to do so).

There is no panacea that can address all of these catego-
ries of challenges and their nuances, yet virtue ethics, par-
ticularly when combined with narrative theory and carried 
towards a methodology of virtuous practice design, pro-
vides constructive responses to some of these weighty chal-
lenges and promises a potentially fruitful approach to the 
ethics of technology and AI. Moreover, a VPD approach can 
help transform responsible research and innovation (RRI) 
without necessarily upending it in its entirety. VPD pro-
vides useful conceptual and methodological tools that can 
bolster technical practice without strictly dismissing what 
may have worked or what can work about what came before 
it. Attention to the moral norm, for example, demonstrates 
that principles have their place in acting as overridable con-
straints when informed properly by their context. It repre-
sents additional tools that can be used to bolster responsible 
innovation and technical practice, tools that can perhaps 
supplement and save some existing approaches rather than 
replacing them entirely. The following five subsections will 
provide some responses to each of the outlined challenges, 
demonstrating how VPD can contribute constructively to 
resolving some of these difficult and nuanced issues.

Going forward, the AI developer is the focus of analysis 
here, as AI development is a major site where the implemen-
tation of ethical principles has been argued to fail—though 
note that VPD necessitates wider engagement (including 
by the various technical practitioners not just designing 
but using a tool). The following will argue how VPD can 
support virtuous practice and virtuous practice design by 
AI developers primarily, but acknowledges that virtuous 
practice design must be observed by all stakeholders of sig-
nificant influence (policy-makers, service providers and of 
course users of AI tools etc.).

4.1  Inadequate or inappropriate ethical 
frameworks

The first challenge here relates to the use of ethical frame-
works that are problematic in themselves (e.g., utilitarian-
ism favouring happiness of the majority), or of their limited 
applicability against the massive scalability and unpredict-
ability of technology and its course of evolution in terms of 
design and adoption which challenges their conceptual and 
analytical resources. Firstly, Vallor proposes VE as a viable 

1 3



AI and Ethics

general and the particular [59]. The clash of the affective 
with the rule is similar also to the clash of a rule with a rule 
and the processes required or prescribed by VPD understand 
and respond to such clashes to promote objective decision-
making, including through an ethics of argumentation, 
which can carry tradition and convention to considered con-
viction and reflective equilibrium [84]. In situations where 
time for dialogue is available—diverse stakeholders can be 
brought into discussions where reason and emotion are in 
tension.

What alternative ethical frameworks may not so easily 
support is the empathic feeling with others that can direct a 
developer’s attention to sources of harm through emotional 
revelation of shared humanity potentially via the narrative 
form as a medium. The AI developer who comes into con-
tact with the story of someone who has experienced some 
injustice, perhaps a spurious welfare investigation into the 
wellbeing of their children due to their limited financial 
resources, may be more inclined to reflect on their train-
ing and input data and who is being flagged by their system 
and why, and deliberate on whether the tool’s outputs are 
appropriate. Such an impetus may arise upon the realisa-
tion, for instance, that parenting on limited resources is not 
bad parenting, illuminated by the perception of the pain and 
humiliation of the other. Both oral and written narratives 
of the experiences of others can lead to these emotional 
revelations.5

We can expand further on VPD’s implementation of 
deontology and the background to it. Ricoeur does not dis-
miss deontology, which represents the moral norm, and is 
a constraint on actions towards the ethical intention of liv-
ing well, with and for others, in just institutions. Ricoeur is 
aware of the limitations of deontology, but so is he aware 
of the necessity of universalizable rules that articulate the 
ethical intention, in order to stipulate some formal bound-
aries of acceptable action, and which recognise human 
autonomy and human plurality [84]. The ethical inten-
tion and the moral norm can come into tension, and after 
reflection, it is the moral norm that must yield to the ethi-
cal intention, properly evaluated in light of deliberation and 
considered conviction. Ricoeur’s use of deontology allows 
for the creation of formal rules, which whilst not based on 
observed patterns of right action or derived from exemplary 
behaviour from phronimoi, act as an initial and reason-
able bulwark against evil action and are overridable where 
they obstruct right action due to unforeseen or previously 
unforeseeable reasons. Deontology in this case supplements 
his centrally eudaimonistic theory, and does not supplant it 
nor the important resources it brings (along with a proper 

5   See Virginia Eubanks’ excellent Automating Inequality for an in-
depth examination of how algorithmic systems contribute to the fur-
ther marginalisation of people in poverty [30].

Moreover, VE extends the field of consideration in ethics 
beyond reason (or universal rationality) to relational, embod-
ied, and importantly emotional considerations that may be 
eschewed in Kantian thinking, and includes ‘[…] emotional 
and social intelligence: keen awareness of the motivations, 
feelings, beliefs, and desires of others […] [105, pp.25–26]. 
This approach properly acknowledges legitimate human 
capacities (feeling and emotion) which have ethical salience 
(emotions have been said to be felt value judgments [68, 
86]) which are valid and even necessary in ethical delibera-
tion, but are not regarded as legitimate to ethical delibera-
tion in some (albeit not all [101]) forms of deontological (or 
rationalist) thinking [59]. In fact, some argue that values are 
grounded in emotions, and emotions are the currency of val-
ues [59]. This acknowledgement of emotion as a valid form 
of knowledge (ethical knowledge in this case) collapses 
what has been argued to be a false (and alienating) binary 
between reason and emotion [27] and creates opportunities 
for inclusive participation [96] and expanding the field of 
what we might consider phronimoi. Through skilful and 
necessary application of empathy and compassion, and feel-
ing with others, achieved through listening to others’ stories, 
we can better understand and respond to sources of harm 
that otherwise might go ignored or overlooked.

It is important not to overlook the role of emotion in 
moral judgment and its relation with reason itself is often 
one of close connection (for example, as argued by May and 
Kumar, feelings can facilitate inference), with some arguing 
that it can be difficult to pry them apart and indeed we may 
need emotions in order to have practical rationality [59, 87]. 
The relationship between reason and emotion is not a clear 
cut one, nor one of stability in practice, with some arguing 
that whilst emotion aids reason, it can also corrupt it (but 
likewise, a sufficiently clinical approach to reasoning may 
push back what might be considered valid emotions, e.g., 
fighting the grief of the passing of a loved one by reason-
ing that death is natural and inevitable) [59]. There arise 
situations where we can simply feel something is wrong 
whilst reason that it complies with principles (where we 
might say in some cases the moral norm should yield to 
solicitude), vice versa, which creates difficult inconsisten-
cies [59]. There have been historical examples of situations 
where principles and rules have given way to solicitude, 
where empathy and compassion have resulted in revision 
of principles and rules which were understood as unethical 
upon reflection and in dialogue with emotion, for example, 
improvements LGBTQI + rights in many countries [59]. 
Reason and emotion are arguably both then, when in dia-
logue, necessary for appropriate moral judgments but their 
interactions should respond to the objective features of par-
ticular cases, and this process should be one which corre-
sponds with reflective equilibrium and the balancing of the 
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These goods and how we reach towards them constitute 
the ends and movement towards good life. We value them, 
and they are obtained through and sustain the virtues. The 
key difference between the frameworks are, as stated, that 
VPD endorses the virtues (without ignoring deontology and 
so forth) and extends its field of concern more outwards to 
all practices implicated by technological artefacts at study 
as well as questions more significantly beyond the remit 
of artefactual design. Both VPD and VSD ultimately con-
sider values in design, for instance the privacy and auton-
omy implications of a facial recognition system—however 
VPD will additionally and more explicitly consider the fur-
ther implications of such systems for the (specifically pre-
scribed) virtues of the users in their design and deployment, 
which may prompt an AI developer to dialogue seriously 
with intended end-users and regulatory bodies about appro-
priate uses of such systems above and beyond technical 
measures that can be designed into such systems (e.g., data 
expiry of recorded footage). Some such examples will be 
explored again in the following subsection.

There are reasons to continue accepting the advances 
of VSD with reference to VPD (for one example, modular 
design in relation to value change, as stated, remains a rel-
evant finding and proposal [73]). VSD scholars have been 
probing and experimenting with system design in novel 
ways—they may find that it is worth bridging the gap into 
VPD [61]. Now having explored some advantages of the 
VPD framework as an ethical framework as opposed to other 
choices, let us turn now to how VPD might credibly address 
some problems with more principles based approaches to an 
ethics of AI and technology.

4.2  Ahistorical and ambiguous principles detached 
from practice

This challenge is somewhat like the previous one, however 
it allows us to address the proliferation and adoption of AI 
principles in particular, and not general ethical frameworks 
such as consequentialism and deontology, and their place 
in the ethics of technology. Principles have worked in pro-
fessions such as medicine due to a long and storied history 
and tradition of building an ethical culture and responsibil-
ity within the profession, complete with rigorous account-
ability mechanisms, case histories and precedents, arguably 
leading to more concrete understandings of the relevance of 
biomedical principles to concrete situations [63]. By con-
trast, the competing interests and plurality of actors in AI, 
a practice (or practices) of convergence inasmuch as it is 
domain agnostic with regards to its multifarious applica-
tions, without a singular ethical culture, can lead to abstract 
principles or understandings of principles surrounding con-
tested terms (like fairness) and such principles do not have 

accord of emotional capacities by way of critical solicitude). 
It is therefore arguably somewhat resistant to technological 
uncertainty inasmuch as it does not attach to monolithic or 
intractable rules. In the practice of AI development, where 
the aspirations of virtue come into tension with deontologi-
cal norms (or those norms conflict), there must be a pro-
cess of reflective equilibrium and reflection on considered 
conviction that may necessitate periods of stakeholder 
consultation.

On the topic of inadequate or inappropriate theoretical 
frameworks, it was pointed out in Sect.  2 that some oth-
erwise useful methodologies lack any anchoring normative 
framework or at least fail to endorse one (i.e., VSD and 
ethical impact assessments). Reijers and Gordijn provide a 
good defence of the selection of VE as a grounding norma-
tive theory in the ethical design of technical practices (as 
opposed to the VSD) approach [76]. They argue that VPD 
avoids (the debatable) arbitrariness of VSD’s value selec-
tion due to being supported by a normative theory (VE), 
and furthermore that this approach lends itself to uncover-
ing (with stakeholder engagement) life plans, standards of 
excellence, and virtues with regards to technical practice 
(rather than simply technical artefacts, it, as highlighted 
throughout here, considers entire practices, human develop-
ment and regulation involving technologies) all grounded 
in an Aristotelian philosophical anthropology [76]. Further-
more, elements of VPD itself incorporate traits of the ethi-
cal impact assessment and can credibly ground them in VE 
much the same way, through stakeholder engagement and 
identification of life plans, virtues and standards of excel-
lence that might be affected by changes in technical prac-
tice, albeit within a more comprehensive framework and not 
a reductive one. The description < > interpretation phases, 
and interpretation < > evaluation phases and the methods 
entailed cohere with the course of risk and impact identifica-
tion, and the evaluation < > prescription phase coheres with 
the outcome of actionable recommendations in an impact 
assessment. Arguably, an approach to the ethics of tech-
nology (and by extension, AI) as outlined by Reijers and 
Coeckelbergh already incorporates an ethical impact assess-
ment itself, even if none of its stages or phases are explicitly 
referred to as such [75].

It might further be argued, as we suggested earlier, that 
there is a complementarity between VSD and VPD and that 
the methods of VSD need not be overlooked. More radi-
cally, it might even be a defensible position to look to VPD 
as an evolution of rather than an alternative to VSD—it still 
considers values in its own way by incorporating consider-
ations of the eudaimonistic goods that we pursue in practice 
and the standards of excellence that can be applied to evalu-
ate how we reach those goods within those practices.
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description < > interpretation should reveal the relevant nar-
ratives, stakeholders, their relationships, and the mediating 
influence of the technology and how it shapes the practice 
of medical care.

The AI developer, whose work is now conjoined with 
medical practice, should be attentive to prefigured narra-
tive surrounding medical practice, obtain an understanding 
of relevant life plans of stakeholders, its culture of ethics 
and existing constitutive rules, standards of excellence (e.g., 
correct diagnosis of an illness) that their work will have 
potentially transformative implications for, as well as exist-
ing law and regulations applied to the field of medicine with 
implications for their work (data protection legislation), and 
how they relate to their own ideals, and life plans (i.e., phase 
2 interpretation < > evaluation). The AI developer then 
is required to be attentive to the context of their intended 
use case, and should engage with a broad array of stake-
holders (patients, doctors, medical technicians, policy offi-
cials, marginalised communities who may be overlooked in 
medical care settings) in order to properly understand this 
context and in order to reveal their unique needs, and pos-
sible boundaries of action. In unravelling these narratives, 
the ethical needs and requirements of the use case start to 
become apparent—they are not given a priori by principles, 
but made concrete by the morally salient features of the case 
as revealed by characters (stakeholders) in the story. The AI 
developer should also be sensitive to the constitutive rules 
of their own practice, as well as standards of excellence 
(even if they may be nascent).

At this point overall, a narrative investigation may have 
revealed acceptable false positive/false negative rates for 
illness prediction, historically overlooked communities in 
data sets, cultural objections to machine deployment, stan-
dards of excellence concerning patient confidentiality, fac-
tors relating to medical codes of conduct, whether the use of 
a new machine creates distance between doctor and patient 
or threatens the autonomy of either, whether the new tool 
is appropriately accessible to medical technicians—all of 
which will figure into Phase 3 evaluation < > prescription. 
Phase 3 requires AI developer to cultivate self-regarding 
virtues including humility, courage, perspective, self-con-
trol and magnanimity for self-esteem, to be fostered through 
mentorship, as well as taking on a norm (such as ethical 
codes), given to themselves [75]. The normative ideal of 
non-discrimination might make the AI developer establish 
procedures for mitigating data bias. Similarly, with regard 
to the normative ideal of confidentiality in medical practice, 
the AI developer could interpret a norm of non-maleficence 
to use anonymous datasets in their work, or use best practice 
to develop secure systems that protect patient data on site if 
necessary.

direct action guiding content, nor can they easily be trans-
lated into practice [63, 64].

The practices of AI developers understood broadly (AI 
can be said to be composed of multiple practices such as 
data science and software engineering) are relatively recent 
and are evolving at great pace. Whilst much effort by way 
of creation of principles and standards6 is being made to 
instil AI practices with some ethical direction, such efforts 
are fragmented and are not necessarily or always emerg-
ing from a history of tradition of the practices themselves 
(even if arguably they represent the first significant steps in 
building an ethical tradition), which are also fragmented and 
have themselves a limited or variable history of tradition. It 
might be more fruitful at this time to observe the practices 
of AI development as being at the juncture of the practices 
to which they attach. Considered in this light, we can dem-
onstrate the use of a VPD approach that subordinates prin-
ciples to engagement with the particular, and a focus on the 
ethical intention. To this extent, it might be emphasized that 
virtues themselves are not only supported or hampered in 
the design of technical (and AI) practices, but support the 
very process of VPD, i.e., an AI tool developer will have 
to exercise at least perspective, flexibility, and civility in 
engaging in social, other-regarding processes of stakeholder 
engagement and contemplating the ethical intention.

Those developing technological tools for particular (or 
multiple) use cases in distinct other practices (like profes-
sions) should strive to identify as, minimally, guests to 
those other practices their work informs and is informed 
by. Whilst AI development is a distinct practice defined 
by the pursuit of internal goods, broadly speaking, such as 
efficiency, or knowledge, such internal goods only become 
meaningful in the context for which they are intended. An 
AI tool developed to diagnose different illnesses can bring 
about efficiency in medical diagnosis, and such an effi-
ciency gain might be a good resulting from the efforts of 
AI developers, but such efficiency only becomes meaning-
ful within the context of another practice, that of medical 
care (the for-the-sake-of-which of the AI tool), a practice it 
may transform (or refigure). Here, we have a good opportu-
nity to expand on the example of the medical care scenario 
and probe how applying VPD to it may look. The roles of 
AI developers and medical practitioners form interweav-
ing narratives in pursuit of the good life—the story of the 
data scientist in the wider AI practice interweaves with 
that of the medical technician using an AI tool for medi-
cal diagnosis. The telos of one practice, AI development, 
represents a movement towards a further telos on the way to 
the good life (medical care)—the technical and medical care 
practice are inextricably conjoined by the AI tool. Phase 1 

6   For more on standards, see for example https://www.iso.org/sectors/
it-technologies/ai.
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the context (to the relevant narratives and the protagonists 
in those narratives), AI tool developers can adjust their deci-
sions and design choices to the needs of the stakeholders 
involved; from vulnerable populations who can use their 
own voices in helping to conceptualise terms like fairness, 
to medical practitioners (for example) who have long estab-
lished standards of excellence from which AI tool develop-
ers can learn, and can then design their tools to minimally 
disrupt adherence to those standards and the cultivation and 
exercise of virtue in those practices.

Singular ethical cultures can arguably be fostered over 
time with the help of appropriate exemplars and feedback 
from relevant stakeholders, however given the tendency of 
attachment to technical tools to many different practices, 
AI developers will also need to appreciate and respect the 
cultures that they enter into as people providing intended 
solutions in domains that are not necessarily their own. The 
moral norm does not preclude the adoption of principles, 
however with the understanding such principles are subor-
dinate to the ethical intention and merely act as boundaries 
that are overridable—ultimately it is from studying particu-
lar contexts and engaging with stakeholders that they are 
supplied with useful substance. These principles do not exist 
in a vacuum, and are bolstered by processes of extensive 
stakeholder engagement and narrative interpretation. Trans-
lation of principles into practice is based on studying par-
ticular contexts, and with due reflection on existing norms 
of a particular use case, as well as the life plans, ideals, and 
internal goods associated with the practice of the use case.

It bears emphasis before continuing that principles do 
possess an inherent value in themselves by providing start-
ing points for ethical discussion across any domain of eth-
ics. Moral expertise is reflected in, but not drawn from, fixed 
principles [105], which is to say that principles can emerge 
from observations of patterns of right and virtuous action, 
and whilst right action does not (necessarily) emerge from 
principles, they can be indicative of necessary discussion 
and the right actions which have been historically observed 
in certain contexts. As argued, in the practice of AI develop-
ment patterns of virtuous action [105] are under constant 
negotiation and movement but can continue to inform and 
crystallise into useful principles, the content of which and 
applicability to particular cases can also be supplied by 
ongoing reflection and stakeholder engagement and exami-
nation of relevant pre-figured narratives.

Having now proposed, with some illustrations, how a 
VPD based approach can potentially go above and beyond 
the requirements of a principles based approach, and how 
it can provide more concrete guidance to AI tool develop-
ers from a level of immersion and understanding of linked 
practices, we will next move on to the question of inequality 
and systems of oppression.

An AI developer should also consider other-regarding 
virtues including care, friendship and honesty [75]. Firstly, 
the AI developers should be concerned with building a cul-
ture of cultivation of these virtues internally, but again, in 
coordination with medical practitioners, can devise ways 
to prevent their artefact from impeding medical practitio-
ners’ opportunities to exercise these virtues (in this regard, 
explainable AI might for instance help medical technicians 
and specialists to interpret and honestly communicate infor-
mation about the tool’s decisions and limitations). Next, 
with reference to Kant’s second formulation of the cat-
egorical imperative (the moral norm), the AI tool developer 
should consider taking and specifying the norm of respect 
for others (for example in a code of conduct) both in their 
interactions with each-other internally as colleagues (treat-
ing one and other with dignity and respecting autonomy) 
and making design decisions based on the observed con-
stitutive rules and standards of excellence in medical prac-
tice that appropriately respect others, including for example 
respecting the autonomy of doctors (e.g., ensuring a system 
does not convey predictive decisions in a coercive way). 
VPD then should attempt to curtail disruption of the ethi-
cal foundations of practices by aiming to integrate the new 
technical aspect of a practice within existing ethical cultures 
to the greatest extent possible, in dialogue with the practitio-
ners (of medicine, in this case). There are tensions involved 
in this process, and these will require further research and 
experimentation in use case settings.

An AI tool developer can consider critical solicitude if 
they can foresee any conflict between the ethical intention 
and the norm evident from the intended use case. Generally 
speaking however, an AI tool developer should maintain 
continuous feedback from vulnerable populations or their 
advocates to devise strategies to mitigate harms to vulnera-
ble people, as should medical practitioners—we will discuss 
this topic again briefly in the following subsection. It might 
be again that insufficient data about a given population 
may result in inaccurate illness diagnosis, and therefore the 
designer should consult with those populations in order to 
ascertain a way forward. Further elements of the framework 
will be illustrated in the following subsections, however for 
now it should be evident that a VPD approach can go some 
way towards overcoming the weaknesses of principles in AI 
ethics, and it can do so in fact without even dispensing with 
them entirely—a VPD approach requires the kind of immer-
sion in practice that can render the abstract more concrete. 
A VPD approach mobilises all stakeholders in a technical 
practice to the extent that the use case practice subsumes the 
design/development phase of the AI practice. AI developers 
arguably do not have a long history of tradition in terms 
of standards of excellence and generic principles may not 
provide much action guidance, however with attention to 
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most part—they are either virtues, right actions stemming 
from virtues, or goods internal to practice, and are each nec-
essary for the ethical aim to live well, with and for others, 
in just institutions. Whilst ethics itself as a term is open to 
appropriation by bad or dishonest actors set on maintain-
ing existing oppressive power structures—the fact remains 
that the terms above remain very much intrinsic features 
of robust ethical discourse and reflection on achieving the 
good life for all. VPD therefore also endorses the above 
concepts, signalling that discussion of ethics and justice are 
not mutually exclusive—ethics is reflection on the move-
ment towards the good life, which cannot be without justice, 
and freedom from oppression.

Particular aspects of VPD that bolster concern and justice 
for others are the ‘living well’, ‘with and for others’ and ‘in 
just institutions’ elements of Ricoeur’s triadic structure of 
the ethical intention. This requires the design of technical 
practices that cultivate virtues including care, friendship, 
and honesty. Care is an important virtue to highlight in rela-
tion to this—it is a virtue which has been embraced by femi-
nist scholars and also exists as its own ethical framework 
in the form of the ethics of care [45, 67]. Some scholars of 
which have even investigated the relationship of care with 
Ricoeur’s theory [20, 66, 106]. It is an ethic or virtue of 
care that supports a relational understanding of humanity 
and action, acknowledging the interdependence of people, 
and the importance of right feeling for others and acting 
from that right feeling [94, 105]. Care is defined by Vallor 
as ‘[…] a skillful, attentive, responsible, and emotionally 
responsive disposition to personally meet the needs of those 
with whom we share our technosocial environment’ [105, 
p. 138]. A caring practitioner must be aware of and listen 
to, and meet the needs of those with whom they engage in a 
practice (especially those moral patients who are subject to 
actions of a given technical practice). As argued by Reijers 
and Coeckelbergh, such a virtue was reconceptualised as 
solicitude by Ricoeur, which is where the self recognises 
themselves as another among others, one who cannot esteem 
others unless they first esteem themselves, and that solici-
tude carries self-esteem towards justice [75, 84, 85]. Critical 
solicitude is an integral and important feature of VPD, turn-
ing attention towards norms that can harm vulnerable per-
sons, and ensuring that the other, recognised as another self, 
becomes the proper locus of attention when considering the 
design of technical practice. Care and solicitude call upon 
practitioners to seek expert guidance, phronimoi, which 
whilst Reijers and Coeckelbergh suggest, for example, 
expert advocates, solicitude does not preclude the partici-
pation and testimony of members of vulnerable communi-
ties who are experts in their own lived experiences [65, 75]. 
Additionally, the need for such expertise and representation 
of diverse lived experience demonstrates the importance of 

4.3  Ethics does not challenge fundamental 
inequalities at the societal level that are 
perpetuated at the level of practice

Catherine D’Ignazio and Lauren F. Klein, in describing 
power, argue that:

We use the term power to describe the current configu-
ration of structural privilege and structural oppression, 
in which some groups experience unearned advan-
tages—because various systems have been designed 
by people like them and work for people [like] them—
and other groups experience systematic disadvan-
tages—because those same systems were not designed 
by them or with people like them in mind [27, p. 24].

Systems entrench the privilege of those that they benefit, 
their designers, across different domains of power (struc-
tural, hegemonic, disciplinary, interpersonal) at the expense 
of minorities, for example, whose needs either go unconsid-
ered or sometimes by contrast, who become victimised and 
scrutinised through these domains of power [27]. Similarly 
Kate Crawford argues that AI systems are embedded across 
different domains of power (social, political, cultural and 
economic), and that they are shaped by humans and institu-
tions that determine what such systems should do and how 
they want it to be done [26]. Ultimately, such unequal power 
relations continue to manifest into oppressive practices sup-
ported by technological mediation as dominant groups reify 
such forms of domination in developing algorithms (unin-
tentionally or not) (such as in law enforcement [80]) that 
‘[…] reproduce, optimize, and amplify existing structural 
inequalities’ [26, p. 211]. A well-known example of the kind 
of real-world impact of this was the COMPAS recidivism 
prediction tool used throughout the judicial process in parts 
of America, about which a ProPublica report argued that 
Black defendants were unfairly and disproportionately pre-
dicted to re-offend at higher rates than White defendants [9].

Many authors argue that ethics itself is inadequate to 
challenge such structural inequality and oppression; self-
regulation and centralisation of efforts in systems domi-
nated by particular groups continue to reify existing power 
structures, and moreover decisions about regulation and 
ethical imperatives are dominated by the Global North, and 
for this reason discussion should instead focus on justice, or 
AI justice, and not ethics per se [26, 27, 64]. Again recall 
D’Ignazio and Klein’s endorsement of concepts that go fur-
ther by challenging ‘structural power differentials’ such as; 
justice, oppression, equity, co-liberation, reflexivity, and 
‘understanding history, culture, and context’ [27, p. 60]. The 
VPD approach (as outlined to some extent here already) 
also integrates these concepts or at least their essence for the 
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services that is harmful to minorities. The sense of justice in 
technical practice can viewed as involving multiple levels, 
from the purely design level, to legal and regulatory levels 
and should provide for democratic-decision making proce-
dures for arbitration, which are themselves open to critique 
[75].

Again, stakeholder engagement and narrative interpre-
tation are key to understanding pre-figured and configured 
narratives. This presents the opportunity to listen to the sto-
ries of a range of stakeholders, to understand the lived expe-
riences of others, understand how they are helped or harmed 
by particular or proposed technical practices, and empathise 
with those experiences and respond accordingly. The con-
cepts at play in a VPD based approach, when authenti-
cally adhered to, would arguably tend towards dismantling 
unjust power structures that dominate vulnerable groups 
and subject them to harm, particularly in light of solicitude 
requiring a proper other-regarding attitude and reliance on 
phronimoi from different backgrounds with different lived 
experiences and expertise; civic education for practitioners 
to help them understand the relevant virtues and contem-
porary intersectional issues; and through the sense of jus-
tice, open and democratic processes of decision-making and 
arbitration that are themselves open to critique and that can 
lead to appropriate law and regulation that protect the rights 
of vulnerable groups and individuals.

It is on this topic that we can point to the utility of par-
ticipatory design (PD) and endorse it as a complementary if 
not constitutive methodology for ensuring representation of 
a plurality of communities in the design of artefacts, prac-
tices, and ideally even futures [52]. As a set of practices, PD 
facilitates all kinds of activities to support end user partici-
pation in the design process of artefacts, notably including 
narrative methods (including design fictions) which enable 
participants to convey their narrative histories and aspira-
tions for the future, in stories that are value-laden, and indic-
ative of ways of life including visions of the good life [57]. 
PD processes can bring the narratives of potentially margin-
alised others to the attention of AI developers, and through 
their narratives and dialogue with them, help AI developers 
work towards practical implementation of ideas of justice 
into artefacts and technical practices through processes of 
co-design. Such processes can help with the creation of 
tools that work for a plurality of groups who can better have 
their identity recognised by AI systems which will then be 
less likely to exclude or press them for conformance in ways 
that are harmful and alienating to their identity and personal 
narratives [16]. One can imagine the development of more 
culturally attuned and less homogeneous media recom-
mender systems, for example, with the active participation 
of diverse stakeholders in the development of such tools.

inclusion, insofar as possible, of these phronimoi in profes-
sional roles in practice (including teams that design or use 
AI systems, and leadership roles within respective organisa-
tions of practice).

VPD (following Ricoeur) also explicitly requires con-
sideration of political practices and justice through the ‘just 
institutions’ element of the ethical intention. The equality 
element of this highlights the importance of the virtues of 
justice, civility, and flexibility [75]. Justice, as understood 
by Vallor (and similarly to Ricoeur) is [105, p. 128]:

[the][…] reliable disposition to seek a fair and equi-
table distribution of the benefits and risks of emerging 
technologies […][and] a characteristic concern for 
how emerging technologies impact the basic rights, 
dignity, or welfare of individuals and groups.

VPD calls for civic education for practitioners in these 
themes and issues, in order to ‘[instil][…] practitioners with 
political virtues relevant for establishing the for-the-sake-
of-which of the technical practices they engage in’ [75, p. 
183]. Properly virtuous practitioners (from AI tool design-
ers to policy makers) will consider the justice and equality 
ramifications (after listening to those stakeholders affected), 
of particular AI tools. For instance, observance of the virtue 
of justice would reveal to AI developers and policy-makers 
that the development and use of an AI tool that allocated 
disproportionately high crime hotspot scores to neighbour-
hoods consisting of large minority populations would be 
an unacceptable and unjust risk to those communities. It 
might be that the level of police scrutiny encouraged by 
such a tool could lead to unjust interferences in the neigh-
bourhood’s residents’ rights—therefore the development 
of the tool should be revised or abandoned. Such actions 
and considerations are realised in the rule of justice, which 
requires attention to legal regulation (non-discrimination 
and equality are well entrenched in many constitutions and 
in international human rights law), and renders practitioners 
responsible for contributing to legal and regulatory develop-
ment where dangerous gaps are identified (as well enjoining 
them not exploit those gaps themselves) [75].

The next relevant concept to address here is the sense 
of justice, which ‘[…] refers to the extent to which practi-
tioners are capable of arbitrating between competing forms 
of domination, between the governed and the governing 
and between groups in civil society, in establishing the for-
the-sake-of-which of a technical practice’ [75, p. 184]. This 
entails providing mechanisms to challenge domination in 
technical practice, through design decisions in practices—
Reijers and Coeckelbergh provide the example of flagging 
content online, an important and timely example in an era 
marked by the proliferation of hate speech on social media 
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4.4  A lack of enforcement and compliance 
mechanisms

A lack of compliance mechanisms and the unregulated/
self-regulated nature of AI practices has been a problem-
atic issue in the ethics of technology and AI [26, 64, 79]. It 
can be fairly argued that there is little incentive to meaning-
fully comply with ethical principles when private interests 
(profit) drive much decision-making in an industry often 
centred on speed and disruption. VPD addresses this prob-
lem with two notable prongs. The first is that VPD mandates 
the development of ethical cultures within practices (even 
where they are arguably not present to a significant degree), 
instilling professionals with the virtues necessary to design 
and conduct their practices ethically, and to use humility to 
accept their limits, self-control to choose appropriate goods, 
care and responsibility towards others, and courage to chal-
lenge unjust actions and decisions taking place within their 
practice. They strive for standards of excellence. This is 
done through mentorship and civic education. The virtues 
necessary to realise the ethical intention also move through 
the sieve of the norm, including self-given codes of conduct. 
VPD imagines technical practices where practitioners think, 
feel, want and act rightly based on keen attention to ethical 
issues, and such virtuous agents are formed through training 
and education. VPD does not present ambiguous or vague 
principles that a technical practitioner can wilfully interpret 
to suit their own ends, but requires virtuous agents to study 
the (wider) contexts of their practice. VPD mandates slow, 
reflexive [93] and attentive innovation, and expects it from 
virtuous agents even in the absence of regulation or law. 
To this extent, it does suggest a level of self-regulation in 
the absence of external or legal regulation. Nevertheless, 
as for the second prong, VPD fully endorses the movement 
towards external regulation, through participatory pro-
cesses of engagement with just institutions as described in 
the preceding sub-section. Virtuous practitioners accept the 
responsibility for their influence on their practice, should be 
attentive to legal or regulatory deficiencies and should par-
ticipate with others in building enforceable norms by way 
of law and regulation that could result in new accountability 
mechanisms for their practices [75].

Ensuring virtues are exercised against market pressures 
in capitalist economies is surely a practical challenge, but 
one which must be managed by sufficient human resource 
structures, incentives, and penalties for malicious or negli-
gent disregard for ethical standards and outcomes.

VPD promotes programmes of education and training for 
virtuous agents to support their reflexivity and perspective, 
and their moral attention towards, ideally, phronesis, so that 
they can act independently (whilst involving the vulnerable 
other) in the absence of regulation, but endorses through 

Recently in PD, there has been a shift among some schol-
ars to decolonial design practices (or away from ‘oppres-
sive’ systems of design which have been argued to be the 
mainstream) that embrace non-western epistemologies 
(through ‘radical openness’) and different ways of know-
ing and doing that aim towards pluriversal futures and away 
from universalist design principles, and de-linking from 
dominant systems and hegemonic ideas that inadequately 
acknowledge situated knowledges and the contextual cir-
cumstances of marginalised communities [5, 29, 52]. An 
interesting example of decolonial design practices can be 
found in [52], where Kambunga et al. engaged Namib-
ian youth (born frees) in special ‘safe spaces’ where they 
could dialogue with peers, relay their narratives and ulti-
mately work with students to design artistic installations 
that conveyed their perspectives and hopes for the future 
(and promoted decolonial narratives) in a society appar-
ently experiencing some division between young and old 
arising from a colonial legacy. In this case, the past was 
explicitly engaged with in an effort by participants to design 
futures themselves [52]. Participants contributed to design 
with their stories and the richness of their histories—they 
are experts in their lived experiences [5, 65]. Decolonial 
practices are set against certain types of standardization that 
reject nuance and plurality and would seek to impose the 
universal upon the plural, and are set against capitalist mar-
ket logics [5]. By bringing together designer (AI developer) 
and marginal and plural communities as co-designers, both 
groups can work together towards understanding different 
visions of the good life–which is after all not relative but 
intersubjective–and how the good life can be reached and 
what virtues can help us reach it, as well as how they can 
be interculturally understood [11, 84]. Decolonial design 
practices ensure that a narrative investigation as understood 
by VPD includes plural narratives, without which ethical 
design is not possible, and by engaging in decolonial prac-
tice grand hegemonic narratives can be challenged. It is at 
this point of collecting, in collaboration with others, a plu-
rality of historical and speculative narratives that we can 
begin contemplating alternate narratives of desirable futures 
that can help us understand how to build technologies that 
help us reach them [25, 39].

Now, having proposed with some illustrations the fruit-
ful possibilities for a VPD approach to address elements 
of injustice and systemic oppression, we will move on to 
the question of the problem of a lack of enforcement and 
compliance mechanisms in AI ethics, and what VPD has to 
contribute to this.
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cannot emerge solely from a virtuous practitioner alone, nor 
can any spontaneous changes in human nature be presumed, 
but change proceeds from the mutual feedback of virtuous 
agents, and the moral norms and law which maintain a role 
in establishing important boundaries of action, yet it is up to 
the efforts of individuals to champion the creation or refine-
ment of effective and applicable norms.

We will now address one final challenge to an ethics of 
AI and how VPD can respond to that, which is the challenge 
of resourcing ethics and the will to do it.

4.5  Resourcing ethics (and the will to do so)

A final challenge addressed here is the cost of implementing 
and deploying ethics related processes in an organisation, 
as well as, in some way relatedly, the will to even do so. 
As argued by Mittelstadt, the costs of ethics can be unat-
tractive to AI companies, and indeed similarly the costs of 
compliance with regulation can be implausible for smaller 
businesses [38, 63]. These (companies) are often primar-
ily answerable to shareholders. Costs can be a disincentive 
and, again, ethics processes can reduce capacity for fast 
and innovative disruption. VPD makes no practical con-
siderations towards costs, which it may even incur through 
education and training processes, and the regulatory compli-
ance that it effectively champions–this is an undeniable real-
ity. From a societal perspective, such costs would be worth 
it even at the risk of slowing technological progress, as the 
revenue generated by a rapidly developed AI tool is mean-
ingless in comparison to the harm and violence it could 
plausibly cause to human beings if designed, developed and 
deployed without due care. This is not to say solutions may 
not be available, especially those in the interest of fairness 
of competition between AI organisations (with added costs, 
smaller entrepreneurs may fade away and thereby secure 
the power of monopolistic entities). Larger organisations 
should theoretically not only be able to weather the costs of 
devising ethics departments and processes, but may also be 
able to pay a tax (for example) that could be redistributed to 
small or medium sized entities in the practice of AI. Whilst 
it is the structures of the capitalist, market-based economy 
that create disincentives for the costs of engaging in eth-
ics and regulatory compliance (at least to the extent that 
compliance is not always marketable), the same such struc-
tures and logic of supply and demand it might be argued 
would create (and arguably have been creating8) firms that 
can provide external, third-party ethics services to support 
and advocate for the development of ethical AI systems and 
practices. Through processes of taxation and redistribu-
tion, it might be plausible for smaller businesses to engage 

8   See for example organisations such as Trilateral Research that pro-
vide ethics and other support services (https://trilateralresearch.com/).

political practice, the development of law and regulation 
that can subject practitioners to censure and define and 
codify specific boundaries and obligations for practitioners. 
The virtuous AI developer practitioner is, as a responsibil-
ity, expected to use their industry insights and experience 
to lobby for necessary changes at the policy level—activi-
ties which could be executed through different workshops, 
civil society activity, and multimedia campaigns as well as 
submissions of policy recommendations directly to national 
and regional lawmakers. There are exemplars, in the fashion 
of VE, who have engaged in some such activities and may 
provide fitting models for what AI developers may hope to 
achieve [62].

It might be noted that in the European Union the AI Act 
was recently approved by EU Parliament, and it will soon 
enforce requirements on AI developers that correspond to a 
tiered risk-based approach depending on the capabilities of 
the AI system in question.7 This will not operate at a global 
level but will eventually demonstrate the capacity for suc-
cess or failure of such initiatives. In the meantime, VPD 
promotes the regulatory gap being filled by adherence to the 
moral norm (including codes of ethics etc.) as adopted by 
practitioners, as bolstered by and subordinate to plural over-
riding considerations subject to dialogue and debate with 
stakeholders in the absence of consensus, whilst ideally AI 
developers lead in collaborative lobby efforts for effective 
regulation. Participatory and decolonial design efforts may 
even help to shape such lobbying efforts by carrying the 
voices of marginalised or overlooked (or ignored) groups.

To summarise, in practice, an organisation adhering 
to a VPD framework is one which would build a human 
resources and professional development machinery that 
supports the ethical development of professionals through 
a combination of programmes including mentorship, semi-
nars and workshops, for example. Moral agency is fostered 
and cultivated within employees, who would still be bound 
by the organisational and international codes of conduct and 
regulation, albeit ideally they would be of a certain moral 
skill to excel at understanding existing rules and operating 
beyond their at times limited guidance, or in their absence. 
An AI practitioner with true phronesis, over the course of 
their involvement in the development of an AI tool, may 
for example be better able to identify whose participation 
has been overlooked in the process of development and 
how they should be included in it—a practical knowledge 
which may not always be reflected in guidelines and rules 
in specific circumstances. This phronimoi then will also ide-
ally have the knowledge and will to recognise deficiencies 
in regulatory environments and lobby for changes that can 
benefit the whole industry. What this is to say is that change 

7   h t t p s : / / d i g i t a l - s t r a t e g y. e c . e u r o p a . e u / e n / p o l i c i e s /
regulatory-framework-ai.

1 3

https://trilateralresearch.com/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai


AI and Ethics

statements, philosophical, moral and philanthropic 
propositions—in short, the said as much as the unsaid. 
Such are the elements of the apparatus. The apparatus 
itself is the system of relations that can be established 
between these elements [34, p. 194].

Serving a strategic nature, the apparatus represents a manip-
ulation of forces towards its ends, it is ‘[…] strategies of 
relations of forces supporting, and supported by, types of 
knowledge’ [34, p. 196]. The dispositif and related power 
relations are an intrinsic element of human becoming 
according to Foucault, it creates subjectivities, it creates 
subject—that is, those who are subject (objects of self-
knowledge) and who are subjugated in political processes in 
the dual process of subjectification [37, 60]. The dispositif 
creates possibilities for action and understanding within its 
moving lines of force around relations of power and knowl-
edge in particular domains [19, 28]—that is to say it effects 
the constellations of relations people have with the world in 
the process of becoming, as Don Ihde may say, or their indi-
viduation as Bernard Stiegler and Gilbert Simondon may 
have argued [49, 91, 97].

AI practices in their various forms (those incorporated 
in the design and development of AI and in their uses) are a 
part of apparatuses themselves, and combined with the tra-
ditions of different domains of apparatuses or dispositifs and 
the heterogeneous elements contained within those disposi-
tifs which capture and subjectify (see [1]) persons and shape 
the fields of human possibility in terms of action and knowl-
edge. AI systems too, fall within the dispositif and both 
emerge from and reinforce it (consider again algorithms 
feeding into the logic and execution of criminal justice 
systems, or even recommender systems telling us what we 
should watch or purchase next and why we should do so).

Here, we have assessed and examined the ways by which 
a VPD framework can fruitfully address ethical problems in 
the design and use of AI, or more specifically technical prac-
tices of AI. However, the existing dispositifs of AI practice, 
those which AI practices support and are supported by, may 
be so entrenched that they prejudice or limit possibilities for 
virtuous action by subjectifying humans in particular ways 
that are oriented around the maintenance of the dispositif 
and not in favour of the good life per se. The dispositifs 
arguably curtail the possibility of human agency, and struc-
ture the conditions of what Aristotle called hexis, the basis 
of human virtue as human disposition formed by habit and 
feeling [54]. The apparatus, the dispositif, may irresistibly 
limit or pre-determine the possibilities for moral develop-
ment and action through complexes of various physical, 
legal, technological and cultural barriers.

So dispositifs may be so entrenched and destructive that 
they do not permit the possibility of meaningful ethical 

third-party ethics support through the disbursement of state 
aid, or even the creation of state funded ethics compliance 
organisations where there is insufficient market demand for 
such services. As we have seen, VPD places responsibility 
on those involved in the design of AI systems and practices 
to be advocates for change and the onus is on responsible 
practitioners to recognise and lobby for viable paths for-
ward for supporting sustainable AI ethics mechanisms and 
to be a part of processes of dialogue with policy-makers to 
secure this. This issue is one that requires further (interdisci-
plinary) research but as we can see there are potential paths 
forward even outside of radical change—nevertheless, VPD 
commits practitioners to being a part of influencing the 
environment in which they operate for its betterment.

In practice then, what one might see, for example, from 
an organisation or coalition of organisations that subscribe 
to a VPD based framework is also involvement in the design 
and advocacy of fair and reasonable policies that focus on 
the redistribution of some wealth from large corporations 
to smaller ones so that they can remain competitive in a 
business more stringently concerned with the application of 
ethics at every level. It is through the explicit engagement 
with the political that this framework suggests that may lead 
to more politically engaged practitioners that lobby for the 
responsible governance of their practice.

The will to cultivate an ethics approach, as described 
here, within organisations can also be difficult to instil and 
may not always come endogenously. On this point we can 
refer back to the previous subsection on regulation and the 
ultimate need for it—if the will to adopt ethical practices is 
not present, or being fostered, specific regulatory require-
ments may be needed to mandate specific ethics processes 
within those organisations, and both processes of internal 
change and external pressure are endorsed by VPD.

5  Dispositifs of AI practices

A central concept at play in the work of Michel Foucault 
and one which bears reflection here due to its relevance to 
the foregoing is that of the dispositif, or apparatus. Most 
succinctly, what an apparatus is has been put by Giorgio 
Agamben as ‘[…] a set of practices and mechanisms (both 
linguistic and nonlinguistic, juridicial, technical, and mili-
tary) that aim to face an urgent need and to obtain an effect 
that is more or less immediate’ [1, p. 8]. For his part, Fou-
cault himself elaborated on the dispositif in more detail:

What I’m trying to pick out with this term is, firstly, a 
thoroughly heterogeneous ensemble consisting of dis-
courses, institutions, architectural forms, regulatory 
decisions, laws, administrative measures, scientific 
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and oppressed, a process of redistribution of power through 
expanded narratives may be reasonably plausible and can 
begin to challenge if not eventually subvert the grand hege-
monic ones [5, 42, 52].

Within the dispositif all forms of ethics are aspirational 
and arguably the dispositif must bend for ethics to truly 
blossom—yet even within the logic of the disposiif as it is 
there remains a space where ethics fit, the marketable logic 
of acceptability, i.e. safe and robust systems that conform 
with ethical precepts are ones more likely to be accepted 
by society, and therefore bought into and sold. So long as 
there is space for this fit, even under a cynical logic, this 
space may provide opportunity for genuine ethical growth 
and forces of positive change.

Ultimately, the critiques of ethics to which VPD can fruit-
fully respond are serious. VPD is a promising approach, yet 
it warrants further reflection and testing going forward, as 
the problems it seeks to address are systemic and not minor. 
Nevertheless, it has an advantageous start in recognising 
that the field of ethics is not limited to individual human 
action, abstract and disconnected from milieux of rich con-
text and history, but that a true and meaningful ethics is also 
one that exists in a space of other-regarding dialogue and 
within the purview of political action.

6  Conclusion

A virtuous practice design based framework incorporates a 
comprehensive ethical system (‘little ethics’) conceived by 
Paul Ricoeur that focuses on the cultivation of an ethical self 
that develops and pursues their life plans with due regard for 
the others with whom they share their environment and with 
whom their personal narratives intertwine into something 
more global, global and mediated by (just) institutional rela-
tions. Critical to the ethical intention and instrumental to 
its success are the virtues, those dispositions which help us 
to grow as ethical selves, to develop self-esteem and self-
respect through our practices—that help us to think, act, and 
feel rightly in our pursuits and our relations with the other. 
Coupled with a narrative philosophy, it asks us to consider 
how new technical objects change our practices, as well as 
our understanding of ourselves and the world. A narrative 
investigation asks us to consider the ethical implications of 
new practices for those who are affected by them, and how 
they change their lives, and moreover how we might sus-
tain the virtues within evolving and new technical practices. 
Unlike other ethical approaches, VPD asks us to immerse 
ourselves in the particular—to know the context of a prac-
tice incorporating new technological and AI tools down to 
basic actions and contemplate how these practices can be 
designed, fundamentally, with the ethical intention in mind, 

action or outcomes—the dispositif moulds the human dispo-
sition towards virtue or vice, or we might say that apparatus 
constrains hexis. Certainly, the expansion of dispositifs of 
security (Foucault noted that the security apparatuses had 
the tendency to expand, they were ‘centrifugal’ [35, p. 45]) 
is cause for some pessimism when one considers how it has 
been buoyed by and has spurred particular deleterious AI 
practices that include unfair and discriminatory profiling and 
threats to privacy [41]. The multiple levels of a ‘little ethics’ 
inspired VPD framework may help to reform the dispositif, 
and indeed a courageous and creative global citizenry may 
well be up to the task of reworking or resisting the dispositif, 
if we understand that the dispositif is something that can be 
meaningfully resisted on its own terms, and not something 
that requires more abstract and radical rethinking [19, 28, 
34, 37]. A ‘little ethics’ based framework requires or implies 
a mobilisation of political effort, expansive dialogue and 
reform in the name of justice, and these are the tools carried 
by the VPD framework examined here. The question will 
persist as to whether those tools provided by VPD are radi-
cal enough to challenge lumbering, enduring and ancient 
dispositifs constructed under exploitative political econo-
mies that privilege few and harm many, or whether such 
tools are doomed to failure by operating within existing dis-
positifs where deeper critical reflection and systemic change 
may require yet a more radical approach to rethinking ethics 
in the 21st century [55]. Fundamentally, however, the dis-
positif is a challenge to the efficacy of VPD and any other 
ethical framework which controls the logic and incentives 
and disincentives to action. Arguably, the dispositif as we 
know it emerges from hegemonic narratives that coalesce 
into a free-market capitalist narrative that sets the costs and 
rewards for all action within the ethical sphere and influ-
ences global perspectives on the good life. Ultimately, per-
haps we must operate within the structures of this narrative 
and change it from within the confines of industry (likely 
the only option for most people with any power to affect 
change) or attempt to dismantle it from outside whilst seek-
ing alternative grand narratives that will cause a pivot of the 
dispositif into something more sustainable and compatible 
with a pluriverse [90]. Some might argue that VPD is more 
compatible with the former approach and trusts in slow but 
progressive change from within by presuming that human 
centres of power within practice can shape their practices 
towards ethical ends, but this is not to say that it does not 
itself permit the creation or advancement of radical prac-
tices opposed to the dispositif and hegemonic narratives. 
What can be argued with more certainty is that VPD does 
align with practices of decolonial design in its endorsing 
the attentive pursuit of plural narratives for ethical practice 
design, and in seeking out such narratives consistently and 
amplifying the voices of persons who are often overlooked 
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will require pilot studies to determine how to best optimise 
ethical frameworks and methodologies to fast-paced busi-
ness environments. The systematic implementation of narra-
tive investigations and impact measurement of this process 
is another important topic of related research that should be 
undertaken in future such studies. Such pilot studies would 
also benefit from examining comparative and complemen-
tary approaches, including the specific methods of participa-
tory (and decolonial) design and experimentation with tried 
and tested methods from value sensitive design.
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