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Abstract
Artificial intelligence is currently supplanting the work of humans in many societal contexts. The purpose of this article 
is to consider the question of when algorithmic tools should be regarded as performing sufficiently well to replace human 
judgements and decision-making at sentencing. More precisely, the question as to which are the ethically plausible criteria 
for the comparative performance assessments of algorithms and humans is considered with regard to both risk assessment 
algorithms that are designed to provide predictions of recidivism and sentencing algorithms designed to determine sentences 
in individual criminal cases. It is argued, first, that the prima facie most obvious assessment criteria do not stand up to ethi-
cal scrutiny. Second, that ethically plausible criteria presuppose ethical theory on penal distribution which currently has not 
been sufficiently developed. And third, that the current lack of assessment criteria has comprehensive implications regarding 
when algorithmic tools should be implemented in criminal justice practice.
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The use of algorithmic tools in the work of criminal courts 
constitutes a subject that is currently attracting increasing 
philosophical attention. This is not surprising. While some 
algorithmic instruments, such as risk assessment tools, have 
already been used as part of sentencing decisions for some 
time, the development of more advanced tools has opened 
up the possibility of a more comprehensive application. For 
instance, there have already been some initial attempts at 
using algorithms to provide sentence recommendations for 
serious types of crime, such as rape and drug possession.1 
And it is not unlikely that such an application concerning 
key decisions in the courts will become more widespread in 
the near future.2

At the same time, it has also become increasingly clear 
that the use of algorithms in sentencing gives rise to vari-
ous sorts of ethical concern. It is generally recognized—and 
indeed this is the main impetus behind the ethics of punish-
ment as a field of research—that state-imposed punishment 
on citizens is something that requires very careful consid-
eration. Moreover, when it comes to the use of artificial 

intelligence in the criminal courts, several ethical problems 
have been identified. Thus, the fact that the use of artificial 
intelligence at sentencing is both practically pertinent and 
theoretically challenging makes it an obvious subject for 
ethical scrutiny. The purpose of this paper is to contribute 
to this discussion by directing attention to a challenge which, 
on the one hand, lies at the heart of the question of justified 
use of algorithms at sentencing but which, on the other, has 
so far received surprisingly little academic attention. More 
precisely, the question that will be considered is when (if at 
all) do algorithms used for sentencing purposes perform well 
enough to replace human decision-making in the criminal 
courts?

Suppose that computer scientists and engineers have been 
working hard to develop an algorithm that can be used to 
provide answers to questions that arise in a sentencing con-
text. Suppose, further, that it turns out that the algorithm is 
apparently doing a very good job. At some point the ques-
tion may then arise as to when the algorithm is performing 
sufficiently well to supplant human decision-making. When 
it comes to the use of algorithms as risk assessment tools, 
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this point has already been passed. As noted, risk assessment 
algorithms—such as the COMPAS algorithm—have already 
been used in the US for more than two decades to determine 
the risk profile of offenders and, thereby, to carry out the 
work that was previously done by psychologists and medi-
cal doctors. When it comes to algorithms that are designed 
to determine the appropriate sentences for various crimes, 
the point has not yet been reached but, as indicated, it may 
not be far ahead. Thus, the question that arises is which 
are the appropriate criteria for assessment if one is compar-
ing the performance of humans and algorithms? As will be 
argued in the following, this question turns out to be highly 
complicated.

In order to show what sort of complications are at stake, 
the paper will proceed as follows. In Sect. 1, assessment 
criteria will be considered with regard to the performance 
of risk assessment algorithms. The question that will be dis-
cussed is when do such tools do a better job than humans 
in terms of the task they are designed to handle? In Sect. 2, 
the same question will be considered regarding sentencing 
algorithms. That is, when can such algorithms be considered 
to perform better than human judges when it comes to the 
determination of sentences? In both sections it is argued 
that the most obvious candidates for assessment criteria are 
implausible and that criteria which are ethically more plau-
sible make it very hard, in theory and practice, to undertake 
the requisite assessments. The purpose will not be to pro-
vide a defence of particular criteria, but rather to reveal the 
complexity of the task of making comparative assessments 
of the work performed by algorithms and by humans. Sec-
tion 3 then discusses the practical implications of the previ-
ous considerations. It is shown that the lack of plausible and 
applicable assessment criteria does not only have implica-
tions for the discussion on when it is justified to replace 
humans with algorithms in the work of criminal courts, but 
also with regard to the possibility of evaluating the work of 
such tools once they have been put into practice. Moreover, 
and more importantly, it is also argued that the lack of such 
criteria will have consequences beyond the question of when 
it is justified to replace humans with algorithms. It might be 
held that one of the reasons that the question of what con-
stitutes plausible criteria for the comparative assessment of 
humans and algorithms has hardly been addressed is that, 
at least when it comes to the determination of sentences, 
this task should never be left entirely to the work of algo-
rithms. Human judges should always be involved.3 How-
ever, what will be argued is that the problem of the lack 
of plausible assessment criteria will have implications even 
if one is no longer considering the replacement of humans 

with algorithms but only the less revisionary scenario of 
using the recommendations of algorithmic tools to inform 
judges’ decisions. Section 4 consists of the summary and 
conclusion.

However, before embarking upon these considerations, a 
final comment concerning the scope of the ensuing discus-
sion is required. The question of when an algorithm per-
forms better than humans may obviously give rise to many 
different considerations; for instance, some of the questions 
that have been at the centre of current discussions concern 
algorithmic transparency, that is, the issue of what sort of 
insight should be required into the inner workings of algo-
rithms that provide court assistance (see e.g. [5–8]). Another 
important issue is the fact that algorithmic recommenda-
tions may be biased and lead to discriminatory decisions 
which, in a court context, may of course have very serious 
implications (see e.g. [9, 10]). In addition to these questions, 
there are also practical challenges regarding what sort of 
dataset should be used to train algorithms [3]. Moreover, it 
is also important to consider whether the implementation 
of algorithms will be cost-effective in the sense of reducing 
case-processing time and resources spent in the courts [11]. 
However, in what follows, these questions—which are of 
course all important in an all-things-considered comparative 
assessment—will be left out of consideration. The focus will 
be solely on the question of how well algorithms perform 
with regard to the work they are designed to carry out: that 
is, either the delivery of risk assessments or the determina-
tion of sentences. Thus, for the sake of the discussion we can 
imagine that all the other challenges have either been proven 
insubstantial or have been solved. Obviously, this way of 
bracketing a whole range of ethical and practical challenges 
has implications for the overall conclusion that can be drawn 
on the grounds of the ensuing considerations, we will return 
to this later. However, as we will see, this does not make the 
question of the comparative assessment of the performative 
merits of algorithms and humans any less important.

1  Risk assessment: algorithms vs humans

The use of risk assessment tools in the criminal courts has 
given rise to various discussions.4 For instance, an impor-
tant question has been when risk predictions are sufficiently 
accurate to be used at all (see [13]). Various studies have 
shown that risk predictions carried out by humans are often 
far from accurate (see e.g. [14, 15]). Similarly, meta-studies 
of algorithmic risk assessments have found only moderate 
levels of predictive accuracy [16, 17]. Other noteworthy 

3 For a defence of this view, see for instance Schwarze and Roberts 
[3] or Wingerden and Plesnicar [4].

4 For a more broader disuccsion of various types of risk assessment 
tools used in criminal justice contexts, see [12], chapter 5).
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studies have questioned the quality of risk assessment algo-
rithms that are currently in use by showing that the predic-
tions made by these tools are no more accurate than the 
predictions most of us would be able to make. For instance, 
in a recent paper published in Science Advances, Dressel 
and Farid have shown that the widely used COMPAS algo-
rithm is no more accurate than predictions made by people 
with little or no criminal justice expertise. Moreover, they 
found that even though the COMPAS algorithm incorpo-
rates 137 distinct features in order to predict recidivism, it 
is possible to yield the same level of predictive accuracy on 
the grounds of only two features: age and total number of 
previous convictions [16]. However, despite such interesting 
results and discussions, the question of when an algorithmic 
risk assessment tool should be regarded as performing better 
or worse than humans has hardly been addressed. Thus, what 
would a plausible criterion for such comparative assessments 
look like?

Perhaps the main reason that this question has not been 
thoroughly considered is that the answer seems straightfor-
ward. If the purpose of it is to produce predictions of the 
risk of recidivism and if one knows that risk predictions 
are not infallible—which indeed is the case for all existing 
risk assessment tools—then it seems reasonable to hold that 
what matters in the comparative assessment of human and 
algorithms is the accuracy of the predictions. Accuracy, as 
already indicated, is usually considered the “gold standard” 
in considerations of risk assessment. Thus, following this 
view, the obvious criterion for assessment would be to con-
tend that, in the comparison of algorithmic and human risk 
assessments, replacing the latter with the former would be 
justified if and only if the algorithm produces more accurate 
predictions than do humans (or vice versa). If, as initially 
assumed, we leave out other factors that might count in an 
all-things-considered comparative assessment and focus 
only on the performance of the risk assessment tools, then 
it certainly seems appealing to suggest that one tool must 
be preferable to another if it performs better in the sense of 
delivering more of what it is designed to—that is, accurate 
predictions. However, as we shall now see, there is only one 
problem—namely, that this criterion does not stand up to 
closer ethical scrutiny.

The problem is that the ethical quality of a risk assess-
ment tool is not only a function of predictive accuracy. This 
can easily be demonstrated by a simple analogy. In relation 
to the recent pandemic, many people have tested for Covid-
19. It is a well-known fact that such tests are not infalli-
ble. Does this imply that the preferable test is the one that 
provides the most accurate assessment of whether one is 
infected? The answer is in the negative. The reason is that 
the quality of a test does not only depend upon the accuracy 
of the test results, but also upon what type of error a test pro-
duces. A false positive error—that is, the error of showing 

that a person is infected when this is not the case—is usually 
not very serious. All it implies is perhaps that the person 
will stay at home for a brief period for no genuine reason, 
that is, without being a risk to others. Comparatively, a false 
negative result is usually much worse. It may imply that the 
person continues business as usual and thereby transmits the 
virus to other people. Therefore, from a societal perspec-
tive, false negatives will usually be more serious than false 
positives. But this also means that one type of test may be 
preferable to another if it has a preferable error profile (i.e., 
ratio of false positives and false negatives) and, importantly, 
this may be so even if the test is less accurate. The same may 
be the case with regard to other types of predictive tools such 
as those mentioned in our discussion of risk assessments.

The prediction of recidivism may be fallacious either by 
making a false positive assessment, that is, by predicting 
that an offender will re-offend when this is not the case, or 
by making a false negative assessment, that is, by predict-
ing no re-offending when this would in fact occur. How, 
then, should we ethically assess these two types of error? 
The answer depends upon how the criminal justice system 
reacts to such predictions, which also implies that no uni-
versal answer can be provided (see also [18]). Consider first 
a false negative prediction. Suppose that the criminal jus-
tice system reacts to this prediction by giving the offender 
a non-custodial rather than a custodial sentence, and that 
this results in an instance of re-offending. In that case the 
cost of the mistaken prediction will be related to the harm-
ful consequences of the crime. However, this may be very 
difficult to estimate in advance. An offender can re-offend 
in many ways, committing more or less serious crimes (see 
e.g. [19]). Thus, it is not an easy task to estimate the costs 
of this sort of error. The same is the case with regard to 
the costs of false positive predictions, but for very differ-
ent reasons. Suppose that an offender, because of a posi-
tive prediction, receives a longer prison term. In that case 
the most immediate costs of a false prediction relate to the 
unnecessary extra harm that is imposed on the offender by 
keeping him or her behind bars for a longer period. However, 
the picture is more complicated than that. Many theories of 
punishment imply that, depending on the seriousness of the 
crime, there are upper limits to how severely an offender 
should be punished. For instance, this is a view defended by 
both so-called negative retributivist and limiting retributiv-
ist theories of punishment.5 But this means that if a false 
positive prediction implies that an offender receives a more 
severe sentence, then it will be crucial whether this person 

5 For presentations and discussions of these positions, see e.g. [20–
22]. Obviously, traditional positive retributivist theories also imply 
that there are upper limits to how severely offenders should be sen-
tenced. But according to such theories, risk assessments do not play 
a role when it comes to the determination of appropriate sentences.
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ends up being sentenced in a way that violates such upper 
proportionality constraints; to put it more simply, whether 
the person is punished in an unacceptably severe manner. 
However, this is not an easy question to answer. Theorists in 
the modern retributivist tradition have had very little to say 
about precisely how severely different crimes should be pun-
ished. Some theories concerning the appropriate penal levels 
for different crimes have been developed (e.g. [23–25]). But 
these theories have also been heavily criticized. Further-
more, such theories, even if they are taken for granted, usu-
ally only provide a very general structure in terms of how 
appropriate sentences could be determined. What they imply 
in practice when it comes to how severely a burglar, a rapist, 
or a murderer should be punished remains unclear.

The point of these considerations is twofold. The question 
we have been considering is what would constitute a plausi-
ble criterion for the assessment of the relative performance 
of algorithms and humans with regard to risk assessments. 
What we have seen, firstly, is that perhaps the most obvious 
answer—namely, that the performance of algorithms and 
humans should be compared on the grounds of the accuracy 
of the risk predictions that are provided—is premature. An 
adequate assessment also needs to take the error profile of 
such predictions into account. This may imply that an algo-
rithm could be preferable to a human risk assessment (or 
vice versa), even if both provide equally accurate risk predic-
tion, if the algorithm has a preferable error profile.6 Moreo-
ver, it may even imply that there could be cases, analogous to 
the Covid-19 test example, where an algorithm is preferable 
to human predictions (or vice versa), even if it provides less 
accurate predictions.7 Once again, this will depend on the 
types of error it produces.

The second thing we have seen is that once we try to 
include both considerations of accuracy and error profiles 
into the assessment of the comparative performance of 
algorithmic and human risk predictions, then this sort of 

comparison is complicated by the fact that it hinges both on 
empirical estimates that are difficult to make and on ethical 
considerations which are not currently sufficiently devel-
oped. It is important to underline that the point of these 
considerations is not to suggest that it will be impossible to 
make the relevant sort of comparison. For instance, it may be 
the case that the requisite penal ethical resources with regard 
to how severely different offenders should be punished will 
at some point be developed. The point, therefore, is the more 
modest one, namely, that we cannot currently say that we 
possess adequate criteria for the comparative assessment of 
the performance of different methods of risk assessment and, 
consequently, that we cannot yet tell when it would be justi-
fied to replace human assessments with those provided by 
algorithmic tools. What prima facie seemed a very manage-
able type of comparison, on closer scrutiny turned out to be 
a highly complicated task.

2  The determination of sentences: 
algorithms vs humans

While considerations of the justified use of risk assessment 
algorithms are pertinent in the sense that such instruments 
are currently used every day in criminal justice practice in a 
range of jurisdictions, the same is not the case if we turn to 
the possibility of using algorithms to determine sentences in 
criminal cases. Algorithms that provide sentence recommen-
dations have been implemented in a few places, as already 
noted, but fully automated sentencing decisions have not 
yet been put into practice. However, this may become a pos-
sibility in the future. The question to which this possibility 
gives rise, then, is when should a sentencing algorithm be 
regarded as performing sufficiently well to replace a human 
sentencing judge? Once again, it should be kept in mind 
that we are not here engaging in all-things-considered com-
parisons of algorithms and humans but only comparisons 
with regard to the performance of meting out appropriate 
sentences.8 Given this focus, it is easy to imagine cases in 
which it would certainly not be justified to replace a judge 
with an algorithm. For instance, if it turned out that the algo-
rithm would give a life sentence every tenth time it was deal-
ing with an instance of theft, then obviously the algorithm 
has not yet been properly calibrated. But when should we 
say that an algorithm is performing well enough to supplant 
human decision-makers in the distribution of sentences?9

As was the case in the discussion on risk assessment algo-
rithms, here there is also a potential assessment criterion 

6 For a more detailed discussion of accuracy and error profiles in 
relation to the discussion of algorithmic fairness, see e.g., [26] and 
[27].
7 For instance, this could be the case if a sentencing system reacts 
forcefully to false positive predictions of re-offending and if the 
crimes committed by those who are false negatives are not very seri-
ous. Under these circumstances, the introduction of an algorithm 
might be preferable to human risk assessment if the algorithm’s ratio 
of false positives and false negative predictions is such that there is 
a lower rate of the former type of errors but a higher of the latter. 
Conversely, if the crimes that would be committed by those who re-
offend are rather serious and the sentencing system does not react 
very forcefully to predicted positives, then the algorithmic prediction 
might be preferable if its balance of false positives and false negatives 
is such that it makes fewer of the latter errors but more of the former. 
In both of these cases the algorithmic predictions could be preferable 
to human predictions even if the algorithms score less in overall accu-
racy (see also [18], p. 255].

8 For a recent discussion of how the use of algorithms may affect the 
sentences process at the courts, see [28].
9 For discussions of this issue, see also [29].
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that easily comes to mind. It might be suggested that an 
algorithm is working sufficiently well to replace a human 
judge if and only if it is able to determine the very same sen-
tences that would have been determined by human judges. 
For instance, if a judge would have given a $1000 fine for 
a theft, two years in prison for a burglary and five years 
in prison for a rape, and if it turns out that the algorithm 
reaches the very same decisions, then one could say that it 
has reached a performance level at which it would be justi-
fied to replace the decisions of a human judge with those of 
the algorithm.10 In practice, there may of course be some 
problems associated with this sort of comparative assess-
ment. For instance, it may not be clear how many instances 
of cases where the algorithm provides the same answer as 
a human judge should be regarded as sufficient to reach the 
conclusion that the criterion has been satisfied. Moreover, 
there is the well-known challenge that it is not always the 
case that judges within the same jurisdiction reach the same 
sentences. Many studies have over the years demonstrated 
the existence of sentencing disparity—that is, that the same 
crimes are not always punished with the same sentences—
between judges within the same jurisdiction (see [29, 32]). 
However, if for the sake of the argument we leave such more 
practical issues aside, should we then maintain that indistin-
guishability between sentences determined by human judges 
and by algorithms constitutes an ethically plausible criterion 
for justified replacement?

Despite its immediate appeal, it turns out that, on closer 
scrutiny, indistinguishability does not constitute a plausible 
criterion. The problem is that it is based on the assumption 
that sentences determined by human judges are ethically per-
fect, so to speak, and therefore that any deviation from the 
sentences that a judge would mete out must be regarded as 
an ethically erroneous judgment. However, this assumption 
is highly dubious. It is today a well-known fact that there 
exist many types of cognitive bias, and many studies have 
been conducted that support the conclusion that such biases 
may also influence the decisions of judges.11 Now, suppose 
that in a particular case the human judge has reached the 
conclusion that an offender should spend eight months in 
prison. Suppose, further, that this sentence was influenced 
by a certain bias and that the proper sentence, that is, the 
sentence the judge would have reached had he or she not 
been biased, would have been six months in prison. Sup-
pose, finally, that this is the very sentence which the algo-
rithm would have reached. In this case, it would certainly be 

absurd to contend that it is the algorithm which is involved 
in an unacceptable deviation. Rather, the obvious conclu-
sion would be that the algorithm is on the right track and, 
consequently, that deviations from the sentences that would 
have been determined by a human judge cannot always be 
assumed to be ethically undesirable.

More generally, it is also worth noting that many penal 
ethicists today subscribe to the view that penal systems 
are not working as they ideally should. For instance, many 
believe that offenders are currently being over-punished 
and that the imposition of long prison terms should be used 
much more sparingly, not only in the US but also in other 
countries.12 But if such views are plausible, then they clearly 
give further support to the conclusion that one cannot take it 
for granted that the sentences reached by human judges are 
always ethically perfect and, therefore, that deviations from 
the sentences imposed by judges must always be regarded 
as ethically undesirable. In fact, in this respect the work of 
sentencing algorithms will have a direct affinity with the 
work carried out by many other types of algorithm. For 
instance, the aspiration when algorithms are used to ana-
lyse scan images in a medical context is not only that these 
algorithms should be able to reach the same judgements as 
human radiologists. Rather, the aspiration is that such algo-
rithmic tools will be able to outperform humans (see [40]). 
If, as argued, the sentences determined by human judges 
cannot be assumed to be ethically perfect, then a similar 
aspiration also seems plausible when we are considering 
sentencing algorithms. Therefore, in short, indistinguish-
ability does not, after all, constitute a plausible criterion for 
the assessment of the comparative performance of human 
judges and algorithms.

But if this is the case, what would a plausible criterion 
look like? A possible general answer, and an answer that 
would be able to handle the challenges confronting a cri-
terion based on indistinguishability, would be to hold that 
a sentencing algorithm is performing better than a human 
judge (or vice versa) if and only if it reaches sentences that 
are preferable according to our best ethical theories of pun-
ishment. Following this idea, we can safely assume that an 
algorithm that decides on six months of imprisonment rather 
than eight months in the above example of biased human 
sentencing would no longer constitute a problem, but rather 
an improvement. Likewise, deviations in a more lenient 
direction might constitute improvements within a sentenc-
ing framework in which human judges tend to over-punish 
offenders. Thus, such a criterion seems much more plausible 

10 For a futher discussion of the indistinguishability criterion, see 
also [30] and [31].
11 To mention a few examples, studies have been conducted on the 
significance of anchor effects [33], hindsight biases [34], and perspec-
tive effects [35].

12 This view has been defended by many penal theories on the 
grounds of varying penal ethical positions. See e.g. [25, 36–39]. 
However, this view has been defended without providing clear 
answers to how severely different crimes should be punished.
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than the one based on indistinguishability. In fact, it may 
sound almost like an ethical truism. How can one possibly 
reject the contention that an algorithm is performing bet-
ter than human judges (or vice versa) if it is determining 
sentences that are preferable according to our best ethical 
theories of punishment? However, although it is indeed a 
plausible criterion, problems arise once we try to spell out 
this criterion in detail.

The first obvious challenge is that there is today no con-
sensus when it comes to the question of what constitutes the 
most plausible ethical theory of punishment. It is true that 
retributivist theories have dominated the field over the previ-
ous decades. However, as often described, retributivism does 
not denote a single theory of punishment. Rather, it is more 
apposite to regard the term as an umbrella concept covering 
a range of different desert-based theories which diverge in 
various respects. Furthermore, it seems fair to say that the 
penal theoretical field is today even more diverse than in 
previous periods. Not only does the field comprise many 
accounts of retributivism, but there are also penal theorists 
who subscribe to different versions of consequentialism, res-
titutionism, self-defence theories, right-forfeiture theories 
and other theories as well.13 Thus, one cannot plausibly hold 
that research within the ethics of punishment has yet been 
able to identify the best ethical theory in the field.

The second challenge is that most of these theories have 
had very little to say about the more precise question of 
how severely different offenders should be punished for their 
misdeeds. What these theories have mainly been concerned 
with is the basic question of the justification of punishment. 
However, when it comes to the distribution of punishment, 
various problems arise. For instance, with regard to conse-
quentialist theories, it is fair to say that it has been empiri-
cally underdetermined precisely how severely offenders 
should be punished. And if one turns to different accounts 
of retributivism, the question has often been theoretically 
underdetermined. It is indisputable that, in the modern 
retributivist-dominated area, there has been a move from 
the “why punishment?” question to the question of “how 
much?” (see [43]). But it is also fair to hold that very little 
has been achieved when it comes to precise answers to how 
severely different crimes should be punished. Retributivists 
have usually underlined the importance of maintaining (ordi-
nal) proportionality in sentencing. But all this implies is that 
more serious crimes should be punished more severely than 
less serious crimes and that equally serious crimes should 
be responded to with equally severe sentences. This does 
not say anything about how severely crimes should be pun-
ished. Furthermore, as previously noted, it is a fact that some 

retributivists have attempted to address the “how much?” 
question. For instance, so-called “anchor theories” have 
been suggested concerning how a scale of crimes, ranked 
in ascending order of seriousness, and a scale of punish-
ments, ranked in severity, should be linked. However, there 
is currently absolutely no consensus with regard to which of 
these attempts is the most plausible. The theories have been 
the subject of various sorts of theoretical criticism (see also 
[21]). And they have typically only provided the overall con-
tours of how one might reach answers to questions of how 
severely different crimes should be punished. Thus, more 
precise answers cannot be supposed to be available. And 
even though we do not have the space here to enter consid-
erations of all alternative penal theories, it is fair to say that 
no other theories have yet succeeded in delivering precise 
answers to how severely crime should be punished.14 How-
ever, and importantly, this is precisely the sort of answers 
that would be needed in order to apply the suggested cri-
terion. If a sentencing judge metes out a sentence of eight 
months in prison, whereas a sentencing algorithm prescribes 
six months behind bars to the same offender, then we need to 
know whether this deviation should be regarded as ethically 
unacceptable or rather as an improvement. But at this point 
we do not seem to possess the requisite theoretical resources.

In summary, what we have seen in this section is the same 
pattern as in the discussion on the criterion for the assess-
ment of the performance of risk predictions in the previous 
section. A plausible criterion for assessing the performance 
of sentencing algorithms and, hence, for answering the 
question of when it is justified to replace human sentenc-
ing judges with sentencing algorithms, presupposes ethical 
answers which current penal theory has not provided. Once 
again, it should be underlined that the point is not to sug-
gest that it is impossible to provide such answers. In fact, 
we would hope that much more research will be conducted 
on the complicated question of punishment distribution. 
The point simply is that we cannot plausibly say that we 
currently possess the theoretical goods that are required to 
make an ethically justified assessment of the comparative 
performance of algorithms and human judges.

3  Implications for the use of algorithmic 
tools

Let us assume that what has been argued in the previous 
sections is true; that is, that the comparison of the perfor-
mance of both risk assessment algorithms and sentencing 
algorithms with that of medical professionals and sentencing 

14 For some of the most recent considerations of the “how much?” 
question, see [44] and [45].

13 For recent overviews of the many competing penal theories, see 
e.g. [41] or [42].
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judges, respectively, presupposes assessment criteria that 
are contingent on penal ethical considerations and, further-
more, that we cannot yet be said to possess ethical theories 
of punishment distribution that are sufficiently developed 
to provide the sort of guidance that the comparative assess-
ments require. What then are the implications? Should this 
be regarded as a minor inconvenience or a more serious 
problem?

The most immediate implication, obviously, is that if we 
are considering the implementation of algorithmic tools 
instead of humans in the sentencing process, then we do 
not yet possess the theoretical resources to tell whether an 
algorithm would provide answers that would be preferable 
to those provided by humans. Of course, this does not imply 
than any kind of comparison will remain impossible. For 
instance, as already indicated, there may be cases where 
more fine-grained ethical theory is not required. If a risk 
assessment algorithm provides clearly absurd predictions, 
such as the predictions that all offenders are at high risk of 
re-offending, or if a sentencing algorithm prescribes that 
all offenders should receive a life sentence regardless of the 
crime that has been committed, then obviously it would not 
be a problem to rule out the possibility of introducing such 
tools in sentencing practice. However, it is precisely when 
the use of such instruments cannot simply be rejected—
because they provide answers that are not clearly absurd—
that more precise comparisons of the performance merits of 
these instruments relative to those of humans will require the 
sort of criteria that have been considered and which we have 
seen are not yet available.

This should be regarded as an important conclusion if one 
is considering the implementation of sentencing algorithms 
in penal practice. However, in a way this conclusion is 
more noteworthy with regard to risk assessment algorithms 
because these tools have already been implemented. If what 
we have seen so far is correct, then the implementation of 
these tools has happened without the proper ethical criteria 
for judging whether they are performing in a way that is 
preferable to that of humans. Perhaps it is precisely the feel-
ing of an absence of firm ethical grounds for comparative 
assessment that have led some commentators to character-
ize the implementation and current use of such tools as an 
“experiment” and to contend that some US states have “been 
likened to policy laboratories” [19], p. 214).

However, it is also important to note that the previous 
conclusions are not only of relevance if one is consid-
ering the justified implementation of algorithms in lieu 
of humans. They are of equal relevance if one wishes 
to reconsider the use of algorithms once they have been 
implemented. If one has implemented risk assessment 
algorithms or sentencing algorithms in penal practice, 
then it seems obvious at some point to consider whether 

these new procedures work as they should; that is, whether 
“the experiment” has succeeded. However, the absence of 
proper ethical criteria for comparative assessment of the 
performance of algorithms and of humans also implies 
that it will not be possible to make this sort of evaluation. 
Thus, the previous conclusions do not only have implica-
tions with regard to prospective considerations of whether 
or not risk assessment and sentencing algorithms should 
be implemented in penal practice. They have equally seri-
ous implications in terms of the possibility of conducting 
a retrospective assessment of such tools once they have 
been put into practice. In fact, as we shall now see, the 
implications are even more far-reaching.

A possible reaction to the previous considerations 
might be that even if it is true that we do not yet possess 
the necessary criteria for assessments of the performance 
of algorithms and humans at sentencing, it is not clear 
that the real-life consequences would be serious. It might 
be objected that in penal practice, it is not very likely that 
algorithmic decisions will supplant human decision-mak-
ing. In reality, it is much more likely that such tools will 
be implemented to inform and support human decisions 
and that the discussion of performance of algorithms ver-
sus performance of humans therefore is not very urgent 
after all. Now, obviously this answer cannot be given with 
regard to risk assessment algorithms. When it comes to 
such assessments, the replacement of the judgements of 
medical professionals with those of algorithms has already 
taken place. However, when it comes to the use of sen-
tencing algorithms, which of course constitutes a much 
more radical step in the involvement of technology in the 
criminal courts, it is unlikely that fully automated deci-
sion-making will be introduced. Rather, what we should 
expect is precisely what has already happened: namely, 
that algorithmic tools will be used to provide sentence 
recommendations which judges can draw on when they 
mete out sentences. But the sentencing decisions will 
remain human. Therefore, it might be held, the previous 
considerations could be seen as directing attention to a 
theoretical challenge when it comes to the comparison of 
the performance of algorithms and humans, but it is not 
a challenge that is likely to have ramifications in penal 
practice. Is this objection convincing?

The question of whether it is likely that algorithms will 
in future be implemented in lieu of human judges at sen-
tencing, and if so to what extent and regarding which types 
of crime, is of course an empirical question. It is not easy 
make precise predictions of what we can expect. If it turns 
out—which does not seem unlikely—that fully automated 
sentencing decisions, at least where less complicated types 
of crime are concerned, will constitute a procedure that 
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can save time and resources, then it does not seem far-
fetched to imagine that there will be pressure on decision-
makers to introduce such tools in practice. In fact, this is 
precisely what has happened with regard to the use of risk 
assessment algorithms.15 However, I shall not attempt to 
qualify these predictions here. In fact, there is no reason 
to do so. Even if it is correct that fully automated sentenc-
ing decisions constitute a hypothetical scenario, and that 
algorithms are much more likely to be used in the future as 
instruments that merely inform judicial decision-making, 
this will still not suffice to circumvent the challenge that 
has been presented. What we have seen is that we currently 
lack the penal ethical background for making comparisons 
between the performance of sentencing algorithms, on the 
one hand, and sentencing decisions by human judges on 
the other. The reason is that we do not possess the theo-
retical resources to determine what is ethically preferable 
if there is a divergence between the sentencing decisions 
reached in either of the compared methods. However, this 
comparative challenge is of course not only pertinent in 
the comparison of algorithms and humans. If what we are 
comparing is either a state in which human judges deter-
mine sentencing without drawing on the recommendations 
of algorithms, or a state in which human sentencing deci-
sions are supplemented by the use of such algorithms, then 
we are faced with the very same problem of being able 
to tell which decisions will be preferable when the two 
scenarios lead to different sentences. Therefore, the lack 
of proper ethical criteria for the comparative assessment 
of sentencing scenarios will be urgent even if what we are 
considering is not fully automated sentencing decisions 
but only the more moderate step of implementing sentenc-
ing algorithms as an aid in the ultimately human work of 
meting out appropriate sentences to offenders.

Thus, what we have seen is that the implications of a lack 
of proper criteria for the assessment of the performance of 
algorithms and humans are comprehensive. Not only does 
the lack of such criteria have direct implications with regard 
to prospective considerations of the implementation of such 
technology in sentencing practice, they also have implica-
tions regarding the possibility of reevaluating sentencing 
practice once such tools have been implemented. And the 
challenge of making justified comparisons remains intact 
even if one contends that the most realistic future scenarios 
will involve considerations of the advantage of introducing 
algorithms in a sentencing process where the ultimate deci-
sions remain in the hands of human judges.

4  Conclusion

The question of when algorithmic tools work sufficiently 
well to take over the work of humans is currently arising 
in multiple contexts. Within medical treatment, algorithms 
have already supplanted the work of radiologists when it 
comes to the analysis of various types of scan images. And 
the time when self-driving vehicles become sufficiently safe 
to replace humans behind the wheels in ordinary traffic does 
not seem far ahead. Many other examples of replacement of 
humans with artificial intelligence could be mentioned. In 
the present article, the focus has been on the replacement 
of humans at sentencing. More precisely, what has been 
considered is the use of algorithmic risk assessment tools 
and of sentencing algorithms in lieu of human judgements 
and decisions. While increasing philosophical attention has 
been directed to the use of algorithms in a criminal jus-
tice context, the focus so far has been on issues concerning 
due process and on various types of dubious collateral con-
sequences of the use of such technological tools (see e.g. 
[47–50]). Very little attention has been paid to the question 
of when such algorithms should be regarded as performing 
well enough to supplant humans.

As suggested, a possible explanation of this lacuna in the 
current debate might be that the answer seems uncontrover-
sial. It seems obvious to consider a risk assessment algo-
rithm to be performing better than psychologists and medical 
doctors if it produces more accurate predictions. Equally 
obvious is the idea that a sentencing algorithm should 
replace human judges only if it is able to determine the same 
sentences that have been given by judges. However, what has 
been argued, firstly, is that on closer inspection, neither of 
these assessment criteria are ethically plausible. Secondly, 
it was shown that plausible assessment criteria would pre-
suppose answers to how severely different crimes should 
be punished; that is, to aspects of the ethics of punishment 
which have not yet been sufficiently developed. Thirdly, it 
was argued that this lack of workable assessment criteria 
would have consequences with regard to both the question 
of the justified implementation of algorithms at sentencing 
and the possibility of reevaluating the use of such algorithms 
once they have been introduced. Finally, it was suggested 
that even though the current discussion, for reasons of ease 
in exposition, has been framed as a comparison between 
algorithms and humans, the lack of proper assessment cri-
teria would also have direct implications with regard to the 
possibility of assessing scenarios in which algorithms are 
implemented as instruments to inform rather than supplant 
human decision-making. Thus, the previous discussion adds 
a further aspect to the ethical challenges associated with 
the use of algorithmic tools in criminal justice practice. It 
also underlines the importance of engaging in more basic 

15 For instance, on the grounds of their studies, Brayne and Christin 
have concluded that one of the justifications for using predictive algo-
rithms in policing and criminal courts was an “efficiency argument, 
which described predictive algorithms as a cost-cutting device at a 
time of funding and budgetary constraints” [46], p. 8).
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considerations of the ethics of punishment. One can only 
hope that research will keep up with the pace at which arti-
ficial intelligence is currently infiltrating all parts of critical 
societal infrastructure, including the criminal courts.
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