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Abstract
Given the popularity of John Rawls’ theory of justice as fairness as an ethical framework in the artificial intelligence (AI) 
field, this article examines how the theory fits with three different conceptual applications of AI technology. First, the article 
discusses a proposition by Ashrafian to let an AI agent perform the deliberation that produces a Rawlsian social contract 
governing humans. The discussion demonstrates the inviability of such an application as it contradicts foundational aspects 
of Rawls’ theories. An exploration of more viable applications of Rawlsian theory in the AI context follows, introducing the 
distinction between intrinsic and extrinsic theoretical adherence, i.e., the difference between approaches integrating Rawlsian 
theory in the system design and those situating AI systems in Rawls-consistent policy/legislative frameworks. The article 
uses emerging AI legislation in the EU and the U.S. as well as Gabriel’s argument for adopting Rawls’ publicity criterion in 
the AI field as examples of extrinsic adherence to Rawlsian theory. A discussion of the epistemological challenges of pre-
dictive AI systems then illustrates some implications of intrinsic adherence to Rawlsian theory. While AI systems can make 
short-term predictions about human behavior with intrinsic adherence to Rawls’ theory of justice as fairness, long-term, 
large-scale predictions results do not adhere to the theory, but instead constitute the type of utilitarianism Rawls vehemently 
opposed. The article concludes with an overview of the implications of these arguments for policymakers and regulators.
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1  Introduction

Since John Rawls is considered by many to be the most influ-
ential political and moral philosopher of the twentieth cen-
tury, it is perhaps unsurprising that “researchers and industry 
developers in artificial intelligence (AI) and natural language 
processing (NLP) have uniformly adopted a Rawlsian defini-
tion of fairness” [1, p. 1]. Rawls’ theory of justice as fairness 
is appealing due to the apparent simplicity of well-known 
concepts such as the veil of ignorance and the original posi-
tion, and different scholars both promote the applicability 
of Rawlsian theory to AI ethics [2–4] and criticize it [1, 
5]. However, scholars sometimes take Rawls’ concepts out 
of their original context, dismissing intricate (but essential) 
theoretical components. The latter may even include condi-
tions upon which the viability of the entire theory hinges 

according to Rawls himself. It seems that more clarity on 
how Rawlsian theory can apply to different instantiations 
of AI technology is needed, and this article aims to shed at 
least some light on this. First, I use a critique of an article by 
Ashrafian to exemplify and illustrate why it is inconsistent 
with Rawlsian principles to leave the deliberations involved 
in the construction of a Rawlsian social contract to an AI 
agent, regardless of how Rawlsian its algorithmic design 
is, which models it uses, or how these are trained. I then 
propose to classify integrations of Rawlsian principles and 
AI systems as either employing extrinsic or intrinsic adher-
ence to Rawlsian theory, with the two terms, respectively, 
denoting whether the Rawlsian principles guiding the sys-
tems are part of the AI system’s design or part of the policy/
legislative framework in which it is situated (or both). To 
illustrate extrinsic adherence to Rawls’ theory of justice as 
fairness, I analyze Gabriel’s [6] explorations of the Rawl-
sian notions of background institutions and publicity in addi-
tion to analyzing emerging AI legislation in the EU and the 
U.S. Following this, I demonstrate how Rawls’ arguments 
against utilitarianism (in combination with Karl Popper’s 
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epistemological distinction between scientific prediction and 
prophecy) have implications for intrinsic adherence. That is, 
while short-term predictions about human behavior can be 
congruent with Rawlsian principles, AI systems performing 
large-scale predictions of human behavior over the long term 
violate core principles of Rawls’ theory of justice as fairness.

2 � AI‑crafted social contracts and Rawls

As Powers and Ganascia [7] state, there are “conceptual 
ambiguities” [7, p. 29] in the language surrounding AI eth-
ics. Emerging legislation such as the European Union’s AI 
Act1 attempts to reduce some of this ambiguity, making it an 
appropriate source of definitions. Per the European Commis-
sion, “AI” is currently used as a “'blanket term’ for various 
computer applications…which exhibit capabilities com-
monly and currently associated with human intelligence” 
[8, p. 3]. Following this, my use of “AI” without additional 
qualifiers refers to this umbrella term and the field it covers. 
At the next level of specificity, I differentiate between AI sys-
tems and AI agents. The EU’s AI Act2 defines an AI system 
as”… software that is developed with [specific] techniques 
and approaches…and can, for a given set of human-defined 
objectives, generate outputs such as content, predictions, 
recommendations, or decisions influencing the environ-
ments they interact with” [8, p. 4]. In this article, AI sys-
tems generating all four types of outputs are examined with 
their individual contexts specified. I use the definition of an 
AI agent from Powers and Ganascia, denoting a computa-
tional entity, usually part of an AI system, that has agency 
but not intention. In contrast to the traditional Ethics view 
of an agent that “intends (upon reflection) its actions,” the 
authors quote Russell and Norvig [9] and state that an AI 
“agent implements a function that maps percept sequences 
to actions.” This difference between intentional actions and 
actions performed intentionlessly3 by the actor, as prescribed 
by a third party, has “important consequences from an ethi-
cal point of view,” according to Powers and Ganascia, as 
“an AI agent lacks true proper goals, personal intentions, 
or real freedom…” [7, p. 30]. The latter, as we shall see, is 
also important for the application of Rawlsian ethics to AI 
systems.

Ashrafian pursues such an application of Rawlsian theory 
in a well-intentioned and original proposition [10], which, 
as I will show in the following, is unfortunately also incon-
sistent with lesser-known, but essential aspects of Rawlsian 

theory. Ashrafian proposes an AI agent, designed to adhere 
to Rawls’ ethics, that produces a social contract governing a 
society of humans. This objective, however, is undermined 
by strong conditions set by Rawls that Ashrafian appears to 
ignore. His proposition illuminates the difference between 
using well-known concepts such as the original position and 
the veil of ignorance as inspiration for creating new moral 
frameworks in the AI field (which has been done with some 
success in [2–4, 11, 12]) and attempting to apply Rawlsian 
theory comprehensively to a specific AI system. Unlike the 
former, the latter requires consideration of the conditions 
under which Rawls considers his theory valid.

Ashrafian’s main argument revolves around the idea that 
an AI agent may be better suited than humans to construct 
a social contract for a “fair, just, and humane society” [10, 
p. 7] because its algorithms can be designed to be uncon-
cerned with the interests that must otherwise be deliberately 
disregarded when establishing a social contract based on the 
Rawlsian principle of the veil of ignorance. Ashrafian thus 
applies the theory of justice as fairness at the scale Rawls 
intended, i.e., at the highest overall level of societal arrange-
ments. It is important to note that Rawls never intended con-
cepts such as the veil of ignorance, the original position, or 
his Difference Principle4 to be used in low-level decision-
making. He writes of the latter that it is a macro, not a micro 
principle” [13, p. 226]. Rather, Rawls insisted on limiting 
the ethical scope of his theory to overarching political ques-
tions concerning how a society can become just and well-
ordered as a "fair system of cooperation" through a basic 
structure [14, p. 89]. He writes:

“Justice as fairness hopes to extend the idea of a fair 
agreement to the basic structure itself. Here we face a 
serious difficulty for any political conception of justice 
that uses the idea of contract, whether or not the con-
tract is social. The difficulty is this: we must specify 
a point of view from which a fair agreement between 
free and equal persons can be reached; but this point 
of view must be removed from and not distorted by the 
particular features and circumstances of the existing 
basic structure. The original position, with the feature 
I have called the "veil of ignorance"…specifies this 
point of view” [13, p. 15].

From this paragraph, some assertions can be drawn. First, 
a Rawlsian social contract is a fair agreement reached by 
free and equal persons. Second, a fair basic structure is the 

1  Draft current as of August 2023.
2  Draft current as of August 2023.
3  As opposed to “unintentionally”, which has connotations of ran-
domness.

4  The Difference Principle states that “Social and economic ine-
qualities are to satisfy two conditions: first, they are to be attached to 
offices and positions open to all under conditions of fair equality of 
opportunity; and second, they are to be to the greatest benefit of the 
least-advantaged members of society” [13, pp. 42–43].
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main intended outcome of such a social contract. Other-
wise, Rawls would not be concerned with setting aside the 
“features and circumstances” of the “existing basic struc-
ture” and extending “the idea of a fair agreement to the 
basic structure itself.” Third, the original position and veil 
of ignorance concepts are directly linked to, and occur in the 
context of, deliberations over the basic structure of society, 
which Rawls calls “…the primary subject of justice.” He 
further describes the basic structure as “the way in which the 
major social institutions distribute fundamental rights and 
duties and determine the division of advantages from social 
cooperation” [14, p. 6].

As a deontologist, Rawls bases his notion of a just soci-
ety on its members’ duty to participate in its construction 
and maintenance through social cooperation: “The most 
important natural duty is that to support and to further just 
institutions” [14, p. 293]. It is thus fundamental to Rawls’ 
theory that it is the members of a society that cooperate 
socially to construct, maintain, and uphold the institutions 
that ensure a just and well-ordered democratic society [14, 
p. 4].The human capabilities that make this social coop-
eration possible are two moral powers, which I will now 
describe Rawls’ conception of. The second of these is the 
easiest to comprehend. It is a “capacity for the conception 
of the good,” i.e., “what is of value in human life,” which 
Rawls relegates to sets of “religious, philosophical, or moral 
doctrines” [15, p. 19]. Rawls is thus not prescriptive but 
focuses on the moral ability to perceive good and bad, how-
ever, one’s values may define these categories. The first (and 
slightly more complex) moral power is more directly related 
to the topic discussed here. It is the “capacity for a sense of 
justice…to understand, to apply, and to act from (and not 
merely in accordance with) the principles of political justice 
that specify the fair terms of social cooperation” [15, pp. 
18–19]. Thus, Rawls’ entire concept of a just society rests on 
its members engaging actively in social cooperation, using 
their moral powers to produce and maintain a basic structure 
defined in a social contract: “The fair terms of social coop-
eration are to be given by an agreement entered into by those 
engaged in it.” [15, p. 15] For those who may disagree with 
some of the social contract’s stipulations, social cooperation 
means working to change the contract from inside the basic 
structure rather than tearing it down.5 Only this way can the 
Difference Principle and other Rawlsian ethics principles be 
upheld, and societal institutions of governance be justified. 
In short, Rawlsian theory prescribes that social contract poli-
cies governing a society of sentient beings must emerge from 

deliberation between those sentient beings. It simply cannot 
be dictated by a third party, not even if that third party is an 
AI agent constructed by the aforementioned sentient beings 
with the purpose of governing them. An AI agent-produced 
“algorithmic social contract” that governs humans, as sug-
gested by Ashrafian [10, p. 7] is thus inconsistent with the 
fundamental conditions of Rawls’ theory of justice, simply 
because those humans are not directly involved in the delib-
erations that produce the social contract.

It is worth emphasizing that Ashrafian is clear that he 
wishes the contract to be constructed by an AI agent rather 
than, for example, by humans who might be assisted by an 
AI system. He writes that “this interpretation of Rawls offers 
a solution to be made synthetically by an artificially intel-
ligent agent,” drawing a distinction between the “objective 
capabilities of algorithms” in “the application of…AI” and 
human-created social contracts that have historically “been 
subject to multiple irrationalities and biases inherent to 
human nature” [10, p. 7]. By using language such as “any 
population under an algorithmic AI social contract” [10, 
p. 5] (italics mine), Ashrafian makes it clear that he pro-
poses a contractarian system in which a society’s population 
acquiesces to an “algorithmic AI social contract” produced 
by an AI agent, which he claims “may offer a more meas-
ured selection of choices in a social contract for society and 
governmental policy” [10, p. 3, 7]. Because Ashrafian’s 
ultimate objective is to let an AI agent produce the social 
contract, it does not make his proposition more consistent 
with Rawlsian theory when he grants “any population under 
algorithmic AI social contract…the ability to choose and 
change the nature of any underlying algorithm and its appli-
cations.” Moreover, how would such a change in the “nature 
of the underlying algorithm” be decided? If the underlying 
algorithm, as Ashrafian suggests, is based on a formalized 
version of Rawlsian theory, any adjustment done by humans 
could potentially lead to less adherence to Rawls’ principles. 
The only way to avoid that is to also decide on the adjust-
ments through an original position/veil of ignorance process. 
But why not, then, skip a step and deliberate over the social 
contract directly? What is the need for an AI agent in that 
situation? It seems that Ashrafian’s proposition is caught in a 
theoretical cul-de-sac: on one hand, Rawlsian theory dictates 
that the agent cannot be left alone to construct a social con-
tract without human deliberation because the social contract 
will govern those humans. On the other hand, if the agent’s 
“underlying” algorithm(s) can be adjusted by humans, it 
would require an original position/veil of ignorance process 
to keep it Rawlsian—and that makes the AI agent redundant.

Another fundamental Rawlsian principle that is broken 
by Ashrafian’s proposal is the free and equal participation 
of the deliberating parties in the original position. Ashrafian 
is clear that his proposal makes use of “AI technology of the 
current era,” which he deems “able to offer an algorithmic 

5  Rawls makes it clear that this only applies to well-ordered societies 
and that breaking the contract through civil disobedience is justified 
when the basic structure does not allow for change through demo-
cratic means, for example, in a dictatorship or even a pre-totalitarian, 
democratic state [14, p. 319].
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social contract that would be at a technological ideal” [10, 
p. 3]. There is no need, then, to engage with imaginaries 
related to sentient machines and potential Artificial General 
Intelligence (AGI) agents in the consideration of Ashrafian’s 
proposition.6 A more fundamental question is whether any 
form of AI agent can be considered free and equal. Per Pow-
ers and Ganascia [7] and following Russell and Norvig [9], 
current implementations of AI agents are not free, and thus 
they cannot be the sole deliberators of a social contract in 
the Rawlsian sense. But the free and equal condition also 
restricts hybrid processes in which humans deliberate with 
AI agents to reach a fair agreement as a social contract sim-
ply because AI agents can never be considered equal to their 
human counterparts. Embodiment, history, biology, forms, 
levels of intelligence, and many other factors will always put 
AI agents and humans on unequal footing.7

3 � Extrinsic and intrinsic adherence 
to Rawlsian theory

The above examination of Ashrafian’s proposition shows that 
a Rawlsian social contract and basic structure design can-
not solely be the work of an AI agent. Yet, there are other 
ways in which Rawls’ theory of justice as fairness may be 
applied in an AI context comprehensively. This can hap-
pen in at least two apparent ways, which I will classify as 
intrinsic and extrinsic adherence to Rawlsian theory. An AI 
system adheres intrinsically to Rawlsian ethics when Rawl-
sian theory is essential to the AI system’s design. An exam-
ple of this could be a system containing a machine-learning 
AI agent whose algorithms are trained and conditioned to 
adhere exclusively to Rawls’ theory of justice as fairness. 
This is different from an AI system with extrinsic adher-
ence to Rawlsian principles, which follows Rawls’ theory 
of justice as fairness because external forces compel it to do 
so. This could be an AI system situated in a zone where the 
legislative regulation of AI technology adheres to Rawls’ 
principles. There is a notable difference between these two 
states of adherence. An AI system with intrinsic adherence 
to Rawls can be situated in a legislative zone where laws do 
not necessarily correspond to Rawls’ principles, such as in 
the United States, where specific AI regulations have yet 
to emerge at the time of writing. Conversely, an AI system 
with extrinsic adherence must be governed by legislation or 

enforced policies that adhere to Rawlsian principles, such as 
the EU’s AI Act appears to do to some extent (see below). 
An extrinsically adherent AI system can be designed for 
more general purposes, even if it is exclusively used in ways 
that adhere to Rawlsian principles because of the legislation 
in place.

Incidentally, intrinsic adherence to Rawlsian principles 
does not necessarily mean that the system is built around the 
original position, the veil of ignorance, or other principles 
tied to the basic structure. Such a system could integrate 
other Rawlsian principles, as exemplified by Zhang and 
Shah, who propose a mathematical formulation of Rawls’ 
Difference Principle [16]. Or it could make use of entirely 
new frameworks inspired by Rawls, such as those suggested 
by Heidari et al. [2, 3] and Verdiesen et al. [4]. If an AI agent 
with intrinsic adherence to Rawlsian principles does make 
use of concepts such as the original position and the veil of 
ignorance as part of some sort of social contract genera-
tion, it must simultaneously adhere extrinsically to Rawls’ 
principles. That is, there must already be a Rawls-consistent, 
human-deliberated basic structure in place governing the 
AI agent to avoid an incongruency with Rawlsian theory, at 
least if the basic structure also governs humans. In such a 
case, the AI agent’s use of the original position and the veil 
of ignorance concepts must be linked directly to the human-
deliberated basic structure to avoid violating Rawlsian prin-
ciples. This is one way in which an AI agent or AI system 
can support the maintenance of the basic structure. In the 
following, I will explore additional examples of how Rawls’ 
theory can be implemented extrinsically and intrinsically.

4 � Extrinsic adherence: the publicity criterion 
and the EU’s AI Act

Rawls’ basic structure is underpinned by what he calls 
background institutions. These are the entities that make 
society well-ordered in Rawls’ terminology: “Agreements 
in everyday life are made in determinate situations within 
the background institutions of the basic structure” [15, p. 
15]. Furthermore, it is the “background institutions that 
secure the basic equal liberties…as well as fair equality of 
opportunity” [15, p. 43]. The background institutions can be 
actual, human-led institutions that secure justice, equality, 
and liberties such as, for example, the judicial institutions 
and regulatory agencies of a democratically elected govern-
ment. But it can also be “institutions” such as taxation or 
property that are conceptual institutions first and societally-
implemented institutions second [14, p. 234].

Iason Gabriel provides an example of an extrinsic appli-
cation of Rawls’ theory in the AI context that is both consist-
ent with the theory of justice as fairness and applies to the 
appropriate basic structure level [6]. Gabriel’s application 

6  Moreover, it is at least debatable whether such an AGI agent might 
even possess the moral powers necessary to engage in the original 
position process, a point for which I am indebted to one of the arti-
cle’s reviewers.
7  In this particular context, if an AI agent was equal to a human, 
would they not simply be considered human, thus making the ques-
tion redundant?
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is extrinsic since it calls for a justice framework that can 
govern various forms of AI technology implementations, 
thus establishing the primacy of human deliberation for the 
basic structure. Gabriel focuses on background institutions 
in alignment with scholars who have previously identified 
AI-related social injustices against Black and brown peo-
ple, LGBTQ+people, and others [17–19]. Because Gabriel 
wishes to ignite a theoretical discourse on Rawlsian justice 
in AI, his paper mostly has a survey-like character. One 
extrinsic application of Rawlsian theory that Gabriel does 
explore in some depth is Rawls’ concept of publicity and 
how it conflicts with one of the most controversial aspects 
of real-world AI implementations: the “black box” nature of 
some AI systems [6, 20]. Corporations offering AI-related 
products often consider elements such as training data sets 
and algorithmic design to be trade secrets, fearing the loss of 
a competitive edge [20]. Gabriel argues that this closedness 
conflicts with Rawls’ publicity criterion, which calls not just 
for public participation in basic structure institutionalization 
but also for public reason, i.e., a public deliberation that 
legitimizes the institutions. For this to happen, it is obvious 
that the public must have access to information about the 
institutional mechanisms. This means that if AI systems are 
used in government functions or in situations where private, 
commercial actors provide public or public-like services,8 
Rawlsian theory requires that the systems must be subject 
to the highest degree of public transparency possible with-
out trading off national security. Commercial companies are 
disincentivized by market competition to provide this level 
of transparency and must likely be compelled to do so by 
background institutions in the basic structure.9

Gabriel presents a convincing (albeit brief) argument that 
an extrinsic application of the Rawlsian principle of public-
ity could, for example, compel public auditability of what 
would otherwise be considered black-boxed trade secrets 
in the case of AI systems that are in public or public-like 
use, including any governmental or municipal use of AI. 
Notably, public auditability is not the only way to achieve 
the level of transparency inherent in the Rawlsian publicity 
concept. The AI Act moving through the European Union’s 
legislative process at the time of writing has several provi-
sions that support Rawlsian publicity without necessitating 
full, public audits. For example, it demands that so-called 

“Limited risk AI systems should comply with minimal 
transparency requirements that would allow users to make 
informed decisions.” Generative AI systems are required 
to “publish summaries of copyrighted data used for train-
ing,” and the EU will assess all high-risk AI systems before 
they enter “the market and also throughout their lifecycle.” 
The latter will be accompanied by registrations in publicly-
accessible EU databases, either in a specific high-risk AI 
system database or already-established databases related to 
the EU's product safety legislation [22]. Although the United 
States has yet to enact similar legislation, the Biden-Harris 
administration’s Office of Science and Technology Policy 
has proposed a “blueprint” for an AI Bill of Rights that may 
eventually turn into legislation, and as a stop-gap measure, 
the administration has “secured voluntary commitment” to 
AI safety from seven leading providers of AI systems [23]. 
The commitments include “internal and external security 
testing of their AI systems before their release,” “sharing 
information across the industry and with governments, civil 
society, and academia on managing AI risks,” “facilitating 
third-party discovery and reporting of vulnerabilities in their 
AI systems,” “publicly reporting their AI systems’ capabili-
ties, limitations, and areas of appropriate and inappropriate 
use,” and “prioritizing research on the societal risks that AI 
systems can pose, including on avoiding harmful bias and 
discrimination, and protecting privacy” [23]. Though not 
legally binding and too general to be highly effective, these 
commitments are all examples of extrinsic applications of 
Rawls’ publicity principle that do not necessarily require 
public audits.

Rawls leaves room for some withholding of secrets but 
acknowledges that it is a matter of a trade-off between pub-
licity and his support for a “property-owning democracy” 
[15, p. 139], which seems to encompass the necessity of 
the right to trade secrets if technological innovation is to 
continue. On the other hand, Rawls also insists that a well-
ordered society is “not…a private society” [15, p. 199]. 
Rawls’ position may thus be interpreted as allowing for 
private ownership of, for example, trade secrets, as long as 
these do not have consequences or implications for the basic 
structure or its derived background institutions. Consider 
what Rawls writes about publicity: “Publicity ensures, so 
far as practical measures allow, that citizens are in a posi-
tion to know and to accept the pervasive influences of the 
basic structure that shape their conception of themselves, 
their character and ends.” In other words, it matters in which 
situations the publicity criterion is applied. This is reflected 
in the EU’s AI Act and its division of AI systems into four 
levels of risk attributable to AI systems: Unacceptable, 
High-Risk, Limited Risk, and Minimal Risk. The AI Act 
demands transparency corresponding to Rawlsian publicity 
in the cases of High-Risk and Limited Risk AI systems, a 
rule which both addresses and extends beyond Rawls’ basic 

8  “Public-like” examples include AT&T’s government-sanctioned 
monopoly on telephony in the United States until circa 1901–1984, 
Google and Apple’s provision of a contact-tracing infrastructure to 
governments around the world during the COVID-19 pandemic, and 
Meta’s Facebook platform with its 2bn + user base.
9  It should be acknowledged here that the open-source AI move-
ment puts pressure on commercial companies to choose a strategy of 
openness despite market interests. The movement has achieved some, 
though not universal, success in this matter [21]
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structure and its background institutions. The AI Act also 
permits “regulatory sandboxes” in which the “development, 
training, testing, and validation of innovative AI systems” 
can be performed under government supervision [8].

5 � Intrinsic adherence: the epistemology 
of prediction and Rawls’ critique 
of utilitarianism

Under intrinsic adherence to Rawls’ theory, his principles 
are set as boundaries or parameters for, e.g., reasoning in 
an AI system used in advisory functions. Since, as argued 
above, an AI agent cannot singlehandedly enter into delib-
erations in the original position without violating Rawlsian 
principles, the following examples of intrinsic adherence 
describe AI systems of an assistive kind, and if any AI 
agents are involved, they are not in any positions where they 
can singlehandedly govern humans. Widespread use cases 
of this kind are AI systems that provide decision-making 
recommendations based on modeling and prediction or AI 
agents that semi-automate decision-making based on simi-
lar prediction mechanisms. However, as I will show in the 
following, there are some strong incongruencies between 
Rawlsian ethics principles and how some AI systems enable 
decision-making through prediction. Since most prediction 
functions in AI systems are probabilistic, basic statistical 
boundary conditions are in place, including what and how 
much is measured and the temporal reach of inferences. The 
kind of ethical basic structure policymaking that Rawls ded-
icated his life to theorizing rarely concerns the short term, 
and thus, AI agents that operate on a short time scale (e.g., in 
autonomous vehicle operation or automated high-frequency 
trading systems) are considered outside the scope of this 
article. Beyond the temporal dimension, basic structure con-
siderations concern large groups rather than individuals by 
definition. Hence, the following discussion will be focused 
on the former.

A school of ethics in which predictions about benefits 
for large groups are particularly relevant is utilitarianism. 
Rawls is known for his opposition to utilitarianism, which 
he argues can be used to justify abhorrent conditions in soci-
ety such as slavery and extreme oppression of minorities. 
Furthermore, Rawls argues that utilitarianism is teleologi-
cal precisely because of its predictive nature. Utilitarian-
ism’s core objective, maximizing the good for as much of 
society as possible, involves predicting the consequences 
of decisions and actions, which is why utilitarianism is 
characterized as a consequentialist theory. For this reason, 
utilitarians like Rawls’ critic Harsanyi rely on probabilistic 
theory to justify their ethics [24], reflecting the post-WWII 
rise of   epistemic probabilism owing to the increase in 
available computing power. Later came the realization that 

humans are irrational at times, making it much more diffi-
cult to predict anything involving human behavior than, say, 
predicting biological occurrences. This was later followed 
by a well-founded skepticism toward the epistemological 
value of analyzing large datasets [25, 26]. Does that mean 
that we should never consider the consequences at all when 
making large-scale decisions? This approach is not viable 
either according to Rawls, who writes that “all ethical doc-
trines worth our attention take consequences into account in 
judging rightness. One which did not would simply be irra-
tional, crazy…” [14, p. 26]. Therefore, while Rawls does not 
agree with the utilitarian standpoint that our ability to make 
probabilistic estimations of the consequences of an action 
or decision sufficiently enables moral judgments, he also 
does not want to completely forego consideration of poten-
tial consequences in ethical decision-making. This raises the 
question of the extent to which Rawls accepts consideration 
of anticipated consequences. Which predictions and antici-
pations are valid for Rawls, and which are not?

This question is best answered illustratively by visiting 
the work on prediction done by Karl Popper [27]. Using 
his characteristic, good-natured polemicism, Popper dis-
tinguishes between scientific prediction and unconditional 
historical prophecies [27, p. 456], ascribing validity to the 
former and calling the latter “superstition” [27, p. 459]. The 
difference, argues Popper, is that scientific prediction is 
concerned with matters that are conditional, i.e., related to 
consequences of changes to phenomena that tend to be stable 
in their behavior over the long term. For example, it would 
take a significant natural event for the Earth to stop rotating 
and for the celestial bodies in our solar system to stop their 
heliocentric movements. For that reason, the confidence with 
which we can predict that the sun will rise tomorrow is so 
high that it is near-certainty. Because of the relative regular-
ity of the Earth’s rotation, we can also predict when the sun 
will rise. This means that winemakers are able to predict 
with greater confidence when their grapes will be ready to 
harvest. But human behavior is not as conditional as that of 
grapes. Human behavior, rather, is determined by a multi-
tude of variables, and we do not often remain in systems that 
are (in Popper’s description of the required conditions for 
human predictability) “isolated, stationary, and recurrent.” 
“These systems are rare in nature,” Popper continues, “and 
modern society is surely not one of them” [27, p. 457]. Pop-
per does not completely reject predictions about humans, of 
course. He merely makes a strong case for the implausibil-
ity of high-confidence, long-term predictions about humans 
based on irregular historical events and theories that are 
not grounded in convincing amounts of empirical data with 
strong conditionality. He even acknowledges that certain 
human behavioral patterns are somewhat conditional: “We 
can learn from the economist that under certain social con-
ditions, such as shortage of commodities, controlled prices, 
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and, say, the absence of an effective punitive system, a black 
market will develop” [27, p. 456].

Nevertheless, Popper argues that two characteristics 
severely diminish the value of predictions about human 
behavior: irrationality and knowledge acquisition. The 
human tendency to abandon rational choice at seemingly 
unpredictable times has long been an Achilles’ heel for pre-
dictive systems [28, 29] including game theory (as used in 
Ashrafian’s proposition), which has also been criticized for 
not accounting sufficiently for interactivity [30]. Yet, it is 
Popper’s second contention that remains the most powerful 
in the present context. He contends that we cannot know 
with any degree of certainty what kind of knowledge we will 
develop through our scientific endeavors and how this may 
impact human behavior. History is full of unexpected dis-
coveries, but even more full of unintended consequences of 
applications of newly generated knowledge, he argues. For 
Popper, this is a situation completely unguided by condition-
ality and, therefore, unpredictable. In his view, it is the role 
of the social sciences to try to anticipate any unintended con-
sequences of human actions and decisions through theory. 
While theory is not fact, it does not claim to be prediction 
either, and Popper sees it as useful, well-argued conjecture 
and speculation based on well-founded, previously estab-
lished knowledge [27, pp. 454–455].

6 � AI prediction versus AI prophecy

This brings us back to Rawls’ distinction between deontol-
ogy and utilitarianism. As mentioned, Rawls sees utilitarian-
ism as teleological, while “deontological theories are defined 
as non-teleological ones” [14, p. 26]. For Rawls, then, the 
ethics of just and fair decision-making at the societal level 
cannot be tied to predictions of future consequences of that 
decision because, as Popper showed above, we cannot know 
what the consequences of human actions are beyond condi-
tional situations happening very close to the present. We can 
predict the latter with sufficient probability in the short term, 
but any statement of consequences occurring further into the 
future are merely, as Popper calls them, prophecies. Rawls 
agrees with Popper about the untrustworthy nature of predic-
tions of human behavior, writing that “the general capacities 
of mankind” are unknown [14, p. 184]. Furthermore, Rawls 
describes an epistemological differentiation similar to Pop-
per’s by stating that parties working to create a just basic 
structure in the original position face uncertainty rather than 
risk as they make their decisions. Risk, he writes, has “some 
objective evidential basis for estimating probabilities, for 
example, relative frequencies, or actuarial tables, or the rela-
tive strengths of the various propensities of things (states of 
affairs) that affect the outcome.” With uncertainty, on the 
other hand, “there is no such objective basis; such bases as 

there may be are highly intuitive and sketchy” [15, p. 106]. 
Thus, Rawls’ concept of uncertainty corresponds roughly to 
Popper’s prophecies while the “evidential basis” involved 
in risk assessment can be viewed as a cousin of Popper’s 
conditional facts.

Rawls makes good use of the epistemological weakness 
of uncertainty in the original position. By design, the parties 
working to construct a just basic structure “have no reliable 
basis for estimating the probabilities of the possible social 
and historical conditions, or the probability that the persons 
they represent affirm one comprehensive doctrine (with its 
conception of the good) and not another” [15, p. 106]. It is 
essential, then, that probabilities cannot be estimated in the 
original position, as their absence ensures that the deliberat-
ing parties exclusively discuss justice for the people involved 
in the situation at hand. The moral fabric of a society’s basic 
structure can thus not be determined by assumptions about 
how society might develop. Economists and climate scien-
tists may be able to make reasonably confident projections of 
how some phenomena will develop in the near-term future, 
but per Popper, the presence of the human factor can turn 
these projections into mere superstition. At the large-group 
scale, for example, few economists predicted that people 
would turn so massively towards working remotely through 
the COVID-19 pandemic that overall household spending 
stayed up (while economic inequality increased) and result-
ing in post-pandemic inflation and the so-called great resig-
nation [31–33]. Similarly, it remains very difficult to predict 
the reactions of large groups of humans to truly destructive 
climate change effects, such as migration patterns, with any 
significant confidence [34]. These are just two examples 
of events governed by the type of societal structure Rawls’ 
theory is concerned with at the large group level.

Thus, if Rawls and Popper are right, Rawlsian ethics 
would find that predictions about events contingent on 
human behavior are bound to be too speculative for mak-
ing decisions about large-scale societal issues that impact 
individuals. And yet, AIs are routinely employed to make 
precisely these kinds of predictions in the background insti-
tutions of the basic structure. One example is when AI sys-
tems perform load forecasting in a nation’s or a city’s energy 
infrastructure or other critical infrastructure, such as water 
delivery. These are cases in which the implications of poor 
prediction accuracy can range from the perpetuation of soci-
oeconomic injustice to fatalities during extreme weather or 
natural disasters [35, 36]. The same principles should apply 
to any basic structure resource allocation where AI systems 
make recommendations, whether the context is health care, 
national security, etc.

Overall, Rawls’ and Popper’s thoughts about using human 
behavior as an epistemological foundation for any deci-
sion-making are worth considering in relation to most AI 
contexts. In machine-learning systems, for the algorithms 



	 AI and Ethics

1 3

involved to be effective post-training, it must be assumed 
that the behaviors registered in the training data are bound to 
be repeated by other humans. It is well-established that train-
ing data that are unrepresentative of the population about 
which the algorithms make determinations and predictions 
will cause the latter to be untrustworthy and useless [37]. 
But this is also the case if it cannot even be expected that 
humans follow the same patterns of behavior as those in 
a given training data set, which potentially diminishes the 
quality of any prediction about human behavior produced 
by machine-learning systems. This quandary resembles 
Hume's 1748 problem of induction [38], which Popper also 
discusses.

7 � The good and the right: utilitarianism in AI 
ethics

On the other hand, it could be argued that this simply means 
that an AI-generated prediction will not always be correct. It 
could still be correct most of the time, thus justifying its use. 
This is a utilitarianist10 position often taken in the technol-
ogy industry, particularly in Silicon Valley. The teleology of 
assuming an AI is correct in its determinations most of the 
time contrasts with the  overall deontological position held 
by Rawls. As Rawls describes it, in teleological approaches, 
“the good is defined independently from the right” [14, p. 
22], and in utilitarianism, it is viewed as right to maximize 
the good. One of the core problems of this, according to 
Rawls, is that when the good is left morally undefined or rel-
ative, “it enables one to judge the goodness of things without 
referring to what is right” [14, p. 22]. In other words, in utili-
tarianism, it can be seen as right to justify the maximization 
of something if that something is deemed good by either 
a governing body or a majority of the people. This is how 
utilitarianism can be used to justify the slavery practiced in 
the early history of the United States and its pre-revolution 
colonies, per Rawls [14, p. 145].

The AI case is similar in that the good is determined by a 
small group of people who justify its use by maximizing it 
(because such action is viewed as right) in accordance with 
utilitarianism. There is a Rawlsian point to be made about 
how a utilitarian approach allows for such a small group of 
people to codify data as good on behalf of large popula-
tions, but this lies outside the scope of the present paper 
and deserves a much more extended analysis. Instead, let me 
turn to a real-world example, namely the surge of popularity 
seen by generative AI products in the 2022–2023 timeframe. 

Microsoft was quick to integrate OpenAI’s GPT 3.5/4 mod-
els into widely used products, including the search engine 
Bing. It was likely assumed by Microsoft that this would 
be a useful addition to their products which would raise 
productivity among the users (the good), and so the com-
pany rushed to maximize the availability of it (the right), 
maintaining a competitive advantage at the same time. But 
even though Microsoft holds massive shares of its markets, 
it can hardly be called a background institution, and as such, 
Rawls’ basic structure principles do not necessarily apply.11 
The principles do apply, however, to Google, which has a 
near-monopoly on search engine-based information retrieval, 
as well as an overwhelming share of the smartphone OS 
market through its Android platform. As van Dijck et al. 
argue, this gives the company a status comparable to (or lets 
it provide the platform and infrastructure for) public services 
and utilities [41], making it an example of a privately held 
background institution. In 2023, Google rushed to follow 
Microsoft’s head start on the integration of generative AI in 
consumer products, causing concern among the employees 
that the product testing would be insufficiently performed 
prior to launch [42].

In their risk assessments, both Google and Microsoft 
appear to have assumed, teleologically, that the harms 
related to such a rollout could be contained, thus circum-
venting a discussion of their conception of the good, i.e., 
the overall benefits of launching the products. By maximiz-
ing what it sees as benefits for both the company and its 
customers, it does what is right, according to utilitarianism. 
This is exactly what Rawls uses as an argument against utili-
tarianism. At the time of writing, what harms may emerge 
from the expedited rollouts of generative AI technologies 
in consumer products from organizations holding near-
monopolies, such as Google, is unknown. Only when any 
harms occur can it be known whether the companies made 
the right choices. Hence, their decisions were teleological. 
More importantly, if harm comes to a smaller group of peo-
ple than those who benefit, the companies would still be able 
to justify their decisions through utilitarianism.

Deontologists such as Rawls instead focus on the good 
itself—and ask, is it fair and just? In this case, from a Rawl-
sian perspective, the question to ask is whether it is fair that 
some people are harmed by a particular AI implementation, 
even if it can be argued that a majority benefit from it. Buo-
lamwini and Gebru famously established that facial recog-
nition algorithms in a range of AI systems struggled with 
the recognition of people of color [43]. A utilitarian view 
would argue that as long as the system works for a major-
ity of people, it is justifiable to roll it out and let people of 
color wait until the system can be adjusted along the way. 

11  I am indebted to an anonymous reviewer for this distinction.

10  It is not merely a utilitarian position but can be more or less seen 
as an ideologically-determined view, a belief in the superiority of 
utilitarianism [39, 40]
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A deontological (and thus Rawlsian) view would hold that 
such inequitable treatment is unfair, unethical and should 
not occur because it reinforces inequities and power asym-
metries already in place. A Rawls-inspired view might be, 
then, that any AI that is rolled out widely must be thoroughly 
tested for the worst possible outcomes before it is released, 
even if this means risking a competitive edge or slower 
development of the technology. This is, incidentally, one of 
the requirements of the EU’s AI Act, at least when it comes 
to “high-risk” AI systems such as those implemented in law 
enforcement, education, critical infrastructure management, 
access to public services, etc. It is also a core tenet of the 
Biden-Harris administration’s AI regulation blueprint.

8 � Conclusion

Above, I have elucidated the complexity of comprehensively 
applying Rawls’ theory of justice as fairness to AI systems 
and AI agents. Using Ashrafian’s proposition as an exam-
ple, I have shown how applying Rawls’ theories without 
engaging fully with his scholarship can lead to theoretical 
cul-de-sacs and inconsistencies. This is not to say that Rawl-
sian theory, including central concepts such as the original 
position and the veil of ignorance, cannot be applied to AI 
ethics at all. Rather, the argument stated here is that schol-
ars wishing to do so must either take Rawlsian concepts 
out of their original context and build something new from 
them or apply Rawls’ theory comprehensively and in accord-
ance with its internal logic and conditions. This means, for 
example, that Rawls’ theory of justice as fairness cannot be 
used to argue for (or in the production of) a social contract 
generated by an AI agent, since Rawls argues that those who 
are governed by such a contract have a moral duty to par-
ticipate in the creation and maintenance of the contract and 
the basic structure that emerges from it. One contribution 
of this article to the AI ethics discourse, then, is establishing 
that AI agent-generated social contracts cannot be defended 
through Rawls’ theory.

Another contribution is the conceptualization of intrin-
sic and extrinsic adherence to Rawlsian principles in AI 
systems, i.e., the difference between when Rawlsian theory 
governs an AI system as part of its design or as part of the 
legislative framework within which it is situated. Given the 
popularity of Rawls’ concepts of fairness in AI ethics [1], 
such a distinction should be useful in the current discourse, 
as it adds some clarity to the difference between the effects 
of imposing AI ethics at the legislative level and at the 
design level. Finally, I have provided a discussion of how 
Rawls’ opposition to utilitarianism plays into AI ethics, at 
least when it comes to basic structure-relevant implementa-
tions of AI technology. By combining Rawls’ counterargu-
ments to utilitarianism and Popper’s theory of prediction 

into an epistemological argument, I have shown that it vio-
lates Rawlsian ethics to employ any large-scale, long-term 
predictions made by AI systems about human behavior in 
decision-making related to the background institutions of 
the basic structure. Overall, I conclude that policymakers 
and regulators who wish to adhere to Rawls’ theory of jus-
tice as fairness must be highly selective when choosing the 
contexts in which they apply AI systems and agents in their 
work. More than anything, however, the above article is a 
furtherance of the discussion of the role played in AI ethics 
by John Rawls’ work, and thus also an encouragement for 
further development of Rawlsian AI ethics theory by others.
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