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Abstract
Authoritarian regimes’ unrestricted collection of citizens’ data might constitute an advantage regarding the development of 
some types of AI, and AI might facilitate authoritarian practices. This feedback loop challenges democracies. In a critical 
continuation of the Pentagon’s Third Offset Strategy, I investigate a possible Democratic Offset regarding military applica-
tions of AI focussed on contestation, deliberation, and participation. I apply Landemore’s Open Democracy, Hildebrandt’s 
Agonistic Machine Learning, and Sharp’s Civilian-Based Defence. Discussing value pluralism in AI ethics, I criticise parts 
of the literature for leaving the fundamental ethical incompatibility of democracies and authoritarian regimes unaddressed. 
I am focussing on the duty to disobey illegal orders derived from customary international humanitarian law (IHL) and the 
standard of ‘meaningful human control’, which is central to the partially outdated debate about lethal autonomous weapon 
systems (LAWS). I criticize the standard of ‘meaningful human control’ following two pathways: First, the ethical and legal 
principles of just war theory and IHL should be implemented in military applications of AI to submit human commands to 
more control, in the sense of technological disaffordances. Second, the debate should focus on the societal circumstances for 
personal responsibility and disobedience to be trained and exerted in deliberation and participation related to military applica-
tions of AI, in the sense of societal affordances. In a larger picture, this includes multi-level stakeholder involvement, robust 
documentation to facilitate auditing, civilian-based defence in decentralized smart cities, and open-source intelligence. This 
multi-layered approach fosters cognitive diversity, which might constitute a strategic advantage for democracies regarding AI.

Keywords  Cognitive diversity · Command responsibility · Digital authoritarianism · Duty to disobey · LAWS · 
Participatory warfare

1 � Introduction: can democracies disrupt 
the positive feedback loop of AI 
and authoritarianism?

In March 2016, only days after AlphaGo’s spectacular vic-
tory over Lee Sedol and under the impression of the resulting 
‘Sputnik shock’, an article published in a Chinese Military 
Journal speculated about the emergence of a ‘battlefield sin-
gularity’. The article warned that “the human brain will no 
longer be able to cope with the rapidly changing battlefield 
dynamics and will have to cede most of the decision-making 
power to highly intelligent machines” [1]. Whilst it is highly 
questionable to which extent AI will actually be able to cope 

with a real-life battlefield characterized by uncertainties and 
friction [2, 3], Beijing is focusing on achieving an edge in 
innovative technologies that could constitute a “trump card” 
[4, 5]. China is already home to some of the most valuable 
companies involved in artificial intelligence and machine 
learning (AI for brevity) [6]1. Recent research suggests that 
the country might achieve its ambitious goal regarding AI 
development because AI and authoritarianism are involved 
in a positive feedback loop: authoritarian states might out-
perform democracies regarding some aspects of AI since 
they engage in the unrestricted collection of citizens’ data 
and are generally less scrupulous regarding technological 
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development [7, 8]. In turn, digital technologies, including 
AI, facilitate authoritarian practices within authoritarian 
regimes and beyond [9–13]. Accordingly, philanthropist 
Soros warned that the effect of AI “is asymmetric. AI is 
particularly good at producing instruments of control that 
help repressive regimes and endanger open societies” [14].

Particularly the use of AI in warfare poses an existential 
challenge to democracies, their values, and their security. 
This paper contributes to the debate about value pluralism 
in AI ethics and governance [15, 16]. It adds a decidedly 
antagonistic orientation to this debate, focusing on the fol-
lowing question: assuming that authoritarian states and AI 
are involved in a positive feedback loop, and this translates 
into a battlefield edge—how can democracies offset this 
advantage?

This question arises with a certain degree of necessity 
from a historical perspective as follows: among other factors, 
the success of democracies is based on the three-dimensional 
entanglement of democracy, technology, and security. First, 
regarding international security, the ‘democratic peace’ 
theory suggests that democracies maintain peace between 
each other because it is hard to convince free citizens to fight 
against other free citizens [17, 18]. Second, democracies are 
strong in regard to national security since historically they 
have demonstrated the ability to engage in unprecedented 
mass mobilisation (levée en masse) and to provide combat-
ants with powerful incentives [19–21]. Although this con-
flict is not concluded yet, the unexpected strength of demo-
cratic Ukraine in the face of authoritarian assault could be 
understood as hardening this hypothesis [22, 23]. Third, the 
democratic revolutions of the eighteenth and nineteenth cen-
turies were closely connected with a specific kind of highly 
individualised arms technology, i. e. affordable and precise 
muskets that challenged the feudal elites’ monopoly on vio-
lence and shifted power toward civil society [24].

Considering this three-dimensional entanglement of 
democracy, technology, and security, it seems plausible that 
democracies and democratic civil societies are in danger of 
losing their edge with the rise of non-human, AI-driven 
forms of combat: in the hypothetical and not necessarily 
realistic, but asymptotic case of AI-driven systems acting 
completely autonomously as ‘armies of none’ [25], these 
systems do not need to be motivated to fight nor will these 
systems disobey if domestic policies or wars lack legitimacy.

The core concept of my contribution, which I call the 
Democratic Offset, constitutes a critical development origi-
nating from the Third Offset Strategy pursued by the Pen-
tagon from 2014 to 2018. This strategy sought to balance 
feared disadvantages from the rise of China and Russia as 
peer competitors by producing a generational technological 
advantage in close collaboration with the private tech sec-
tor, focusing on AI and unmanned systems [26]. In a critical 
continuation of that approach, my contribution discusses the 

concept of a democratic offset, which would enable democ-
racies to establish their dominance on an AI-driven bat-
tlefield and, thereby, guarantee the survival of democratic 
values and even provide a strong incentive to emulate these 
values.

The second Section discusses the literature regarding 
AI ethics from a meta-perspective. I discuss approaches 
focused on value pluralism and differences between norma-
tive agendas in the EU, the US, China, and Russia, and the 
private and public sectors [15, 16, 27]. In contrast to inclu-
sive approaches represented by Fjeld et al. in 2020, Floridi 
& Cowls in 2021, Hagendorff in 2020, and Jobin et al. in 
2019 [28–31], I argue that the discourse about AI ethics is 
characterised by a systematic neglect of the fundamental 
differences between democracies and authoritarian regimes.

The third Section demonstrates that the discourse regard-
ing ethics and military AI systems is characterised by simi-
lar endeavours to create maximal inclusiveness, which can 
be exemplified by the well-known debate about Lethal 
Autonomous Weapon Systems (LAWS) [32]. Focussing on 
this debate is still useful to untangle the philosophical and 
ethical fundamentals of AI ethics and warfare, although it 
is highly hypothetical and partly outdated because of more 
complex developments and scenarios such as swarm war-
fare, human–machine teaming, loitering munition drones, 
and the non-violent use of AI in military intelligence. I argue 
that the idealistic scope of the LAWS-debate should be com-
plemented by “nonideal theory” that considers ethical differ-
ences regarding the use of force [33]. Instead of promoting 
general disarmament, an ethical reflection on the use of AI 
in warfare should emphasise these differences regarding ius 
ad bellum and ius in bello. Also, the widespread standard 
of “meaningful human control” regarding military applica-
tions of AI [34] can be challenged along two interrelated 
pathways: First, in the context of human–machine teaming, 
following Grimal and Pollard [35], it makes sense to regard 
legally informed AI as a corrective instance in relation to 
human command, for instance by built-in restraints regard-
ing the execution of illegal orders, which can be understood 
as technological disaffordances. Second, regarding the duty 
to disobey illegal orders derived from customary IHL, the 
focus on human control clearly is too broad because it does 
not address the differences regarding the concrete possi-
bilities to exercise autonomy in authoritarian regimes and 
democracies, which can be understood as societal affor-
dances. Focussing on these societal circumstances is par-
ticularly important to contrast exclusively tech-centered 
approaches to the ethics of AI in warfare such as the ‘ethical 
governor’ modelled by Arkin et al. in 2009 [36].

The fourth Section draws on Habermas’s and Rawls’s eth-
ical and political focus on deliberation and its critical contin-
uation by Landemore [37–39]. It argues that open delibera-
tion is crucial in the ethical discussion of the military use of 
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AI because it is the precondition to human autonomy and the 
connected duty to disobey illegal orders. Moreover, “epis-
temic democracy” [40] and open deliberation have strategic 
aspects since they further cognitive diversity, which allows 
for social systems to react flexibly to threats and uncertain-
ties. By conceptualising deliberative aspects of military AI 
systems, I draw on Hildebrandt’s Agonistic Machine Learn-
ing that emphasises the advantages of connecting AI to cog-
nitive diversity in terms of ethics and improved performance 
[41].

The fifth Section completes this democratic approach to 
the ethics of AI in warfare with a focus on citizen participa-
tion. This discussion is based on the concept of Civilian-
based Defence. This concept originally stems from Sharp 
who argued that particularly disobedient civil societies can 
give democracies a military edge over non-democratic socie-
ties [42]. This corresponds to the idea that digital technolo-
gies could provide the right framework for a new kind of 
levée en masse [19] or participatory warfare [43]. These con-
cepts will be reinterpreted in the context of the military use 
of AI, most notably regarding open-source intelligence, the 
use of civilian drones, and the defence capacities of decen-
tralised smart cities.

2 � Second section: against inclusiveness—
literature review focussing on pluralism 
in AI ethics

The boom of the academic discussion of AI ethics started 
between 2017 and 2018 [44, 45], owing to the great progress 
made in the field and the concomitant rise of academic and 
non-academic interest in digitalisation. Issues discussed in 
this context include aspects of data governance, especially 
consent and privacy, algorithmic discrimination, ownership, 
surveillance, and aspects related to the interaction between 
humans and AI.

The multifacetedness of the AI ethics debate cannot be 
depicted here in its entirety. However, on a meta-level, it 
is striking that a significant part of this discussion is not 
characterised by the exchange of opposing arguments but by 
the desire to establish maximal inclusiveness. For example, 
a recent article by Floridi and Cowls conducts a compara-
tive analysis of six high-profile initiatives by very different 
stakeholders in regard to AI ethics between 2017 and 2018 
and condenses them into five maximally inclusive and vague 
principles [29]: beneficience, non-maleficence, respect for 
human autonomy, justice, and explicability. Whilst Floridi 
and Cowls do not include stakeholders from authoritarian 
states, they explicitly oppose any fundamental antagonism 
in this regard. Instead, they underline China’s “interest in 
further consideration of the social and ethical impact of AI“ 
and emphasise that “ethics is not the preserve of a single 

continent or culture“ (pp. 13f.). Referring to his article co-
authored with Cowls, Floridi attacks critics of such synthe-
tising approaches as “sophists in search of headlines” who 
“should be ashamed and apologize”, and he underlines “that 
the EU, the OECD, and China have converged on very simi-
lar principles that offer a common platform for further agree-
ments” [46, p. 2].

Fjeld et al. [28] also pursue a synthesising analysis and 
include frameworks for AI ethics from the Chinese govern-
ment and the Chinese private sector. They cite the Chinese 
government’s self-described aim to develop “universal regu-
latory principles” without any contextualisation hinting at 
fundamental differences regarding social and political orders 
(p. 35). In this context, neither Floridi & Cowls nor Fjeld 
et al. mention the surveillance state in Xinjiang province 
[47], or the country’s Social Credit System [48, 49], or the 
mass DNA collection in Tibet [50], or the authoritarian cen-
sorship that characterizes the Chinese approach to digital 
technologies since their adoption in the late 1990s [51].

In this case, inclusiveness comes at the price of leaving 
crucial normative differences unaddressed. In fact, from a 
perspective based on human rights and democratic values, 
any convergence with Beijing on the ethics of AI would 
either be mere make-believe; or, if norms were to be devel-
oped to which China under Xi’s leadership could sincerely 
agree, these norms would necessarily conflict with a per-
spective grounded in human rights and democratic values. 
A more recent paper by Hine and Floridi analysing AI poli-
cies in China and the US seems to take Beijing’s rhetoric 
once more at face value by emphasizing that Chinese and 
US AI policies both aim for a “flourishing human society“; 
however, in this case, the authors add the crucial caveat that 
the Chinese rhetoric might be based on a “narrow definition 
of’humanity‘ as ‘those who support the CCP ‘“ [52].

Rudschies et al. [15] critically discuss the aforemen-
tioned and similar attempts to synthesise AI ethics and 
to find “common ground”, “overarching themes”, or 
“minimum requirements” [28, 30, 31, 53]. They criticise 
that “the emphasis on convergences hides the conflicts 
and controversies that are still existent in the AI ethics 
debate” (p. 2). In contrast, these researchers do “not focus 
on the convergences but more on the divergences“ (p. 4). 
They underline that principles regarding AI ethics cannot 
necessarily be summarised in a meaningful way because 
they are shaped by different stakeholders. For example, 
they emphasise that stakeholders from the private sector 
“refrain from specifically mentioning primary principles 
such as freedom, dignity, and autonomy, while many pub-
lic and expert actors consider them to be of utmost impor-
tance” (p. 6). They also underline that declaring ethical 
issues relevant based on the highest frequency of their 
being mentioned in documents issued by private and pub-
lic actors subdues ethical reasoning to social, economic, 
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and political power (p. 9). However, Rudschies et al. do 
not address the dangerous attempt to develop inclusive 
ethical standards by taking the views of China’s authoritar-
ian government into account.

Approaches of different political systems to AI govern-
ance are discussed from a descriptive perspective by van 
den Hoven et al. [16]. These researchers compare models 
of AI governance in the US, the EU, Russia, and China and 
conclude that the US pursues a market-centred approach, 
China and Russia pursue a state-centred approach, and the 
EU “puts individual rights and ethical values at the centre of 
the stage” (pp. 8f.). Furthermore, they address the conflicts 
between authoritarian and non-authoritarian states that are 
likely to arise regarding their diverging agendas of norm-set-
ting and standardization (p. 7). Such research is particularly 
important since discussions of the ‘Beijing Effect’ [54] and 
the ‘Brussels Effect’ [55] suggest that both, China and the 
EU, are involved in extraterritorial norm-setting processes, 
which is likely to cause jurisdictional conflicts.

Yeung et al. [27] take on a normative position. They criti-
cise the “vagueness and elasticity of the scope and content of 
AI ethics “ (p. 80) and offer a convincing attempt to put “an 
end to ethics washing” by focusing on a traditional human 
rights-centered approach. They emphasise that “a commit-
ment to effective human rights protection is part and parcel 
of democratic constitutional orders “ (p. 81). In a particu-
larly poignant passage, they write that their approach 

contrasts starkly with most contemporary AI ethics 
codes, which typically outline a series of “ethical” 
principles that have been effectively plucked out of 
the air, without any grounding in a specific vision of 
the character and kind of political community that its 
authors are committed to establishing and maintaining 
and that those principles are intended to secure and 
protect (pp. 81f.)

Yeung et al.’s words are mainly directed against the pri-
vate sector’s ethics washing. Van Maanen [56] pursues a 
similar approach to “repoliticise” AI ethics, albeit not based 
on theory or principles but by pursuing a decidedly “more-
than-theoretical ethical approach” informed by empiri-
cal knowledge of concrete practices. As a complementary 
approach to Yeung et al. and van Maanen, I focus on the 
development of ethical principles related to democracies 
as specific political communities in contrast to authoritar-
ian regimes. I radicalise the emphasis on value pluralism 
brought forward by van den Hoven et al. and Rudschies et al. 
in the sense that I regard the pluralism of values in the con-
text of an irreconcilable confrontation between democratic 
values that I consider ethical and authoritarian norms that 
I consider unethical from a perspective centred on individ-
ual responsibility and autonomy (which is substantiated in 
Sects. 3 and 4).

3 � Third section: are all LAWS equal? Is 
'human control' meaningful regardless 
of its societal conditions?

The history of AI is closely linked to military investment 
during the Cold War [57]. The debate on AI and ethics in 
warfare is a natural outcome of this genealogy. Cold War 
logic of bilateral nuclear disarmament is also reflected in 
the still most popular debate in this discourse, the discussion 
about the global prohibition of LAWS [32]. This discussion 
developed from the imaginary of ‘killer robots’ and is partly 
hypothetical; more plausible and more complex scenarios 
largely concern other topics, such as un-manned vehicles, 
human–machine teaming, and AI-driven swarms including 
lethal, non-lethal, and even non-violent aspects related to 
intelligence [4, 58, 59]. However, the LAWS debate is still 
fundamental to the philosophical and ethical debate about 
the military use of AI, because it addresses its core problem 
as follows: if, when, how, and to which degree is it ethical to 
let machines autonomously inflict physical harm on human 
beings, including killing?

Indeed, one might argue that, in an ideal world, or, at 
least, in the bipolar world of the Cold War period, the obvi-
ous solution to ethical problems related to military AI sys-
tems would be to engage in a global norm development 
process including all relevant actors and agree to voluntar-
ily abstain from the use of fully autonomous AI in warfare. 
However, unfortunately, we live in a non-ideal and, also, 
multipolar world, and a general prohibition of LAWS is 
therefore unlikely [60]. Particularly AI policies in China and 
the US are related to geopolitical competition [61]. Further-
more, banning autonomous weapons might merely lead to 
malicious state and non-state actors using this technology 
and even gaining an advantage [62]. Moreover, the dream 
of establishing a “global domestic policy” [63] that could 
neutralise bad actors without engaging in warfare was hardly 
ever further away. This is particularly the case considering 
the current dysfunctional nature of the UN Security Coun-
cil in regard to controlling the most powerful authoritar-
ian states [64]. Therefore, an approach based on “nonideal 
theory” is required, which considers just war theory on the 
level of ius ad bellum (right to war) and ius in bello (rightful 
conduct in war) [33].

Regarding ius in bello, similar to what constitutes at least 
the aim of their use in self-driving cars, AI technologies 
might minimise human error and improve the distinction 
between combatants and non-combatants, including civil-
ians and medics, and military and non-military infrastruc-
ture, most importantly schools, religious institutions, and 
hospitals [62]. As will be discussed later in more detail, 
particularly Grimal and Pollard argue that AI-driven sys-
tems might be able to correct human errors and misconduct 
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regarding the distinction between civilians and combatants 
and the principle of proportionality [35]. In respect to ius 
ad bellum, AI-driven autonomous weapons could facilitate 
humanitarian interventions, for example, by minimising 
their human cost [62]. But, of course, lowering the human 
costs of warfare could also have a negative effect because 
it would make military aggression more attractive [58]. It 
also must be noted that it is unsure to which extent AI can 
robustly cope with the fog-of-war and the friction inherent 
to real-life battlefields [2, 3]. And automated decisions could 
lead to catastrophic unintended levels of conflict escalation, 
comparable to the 2010 flash crash triggered by algorithmic 
trading [65].

However, autonomous weapons certainly can play a 
particularly important role in defence, which is generally 
considered a just cause of war. The great powers are increas-
ingly involved in an arms race including hypersonic missiles. 
These missiles’ significance might be oversold considering 
their downsides, for instance, regarding manoeuvrability 
[66]. However, they might drastically reduce reaction time 
[34, 59]. And whilst the ‘battlefield singularity’ mentioned 
in the introduction [1] is a highly implausible scenario, reac-
tion time and, in some cases, even decision-making time is 
certainly one of the fields in which AI outpaces humans [59].

Still involving human control on different levels, such 
automated missile interception systems are already in place, 
for instance, Israel’s Iron Dome, the US Army’s Patriot bat-
teries, and the US Navy’s Phalanx system [34]. These sys-
tems are not necessarily LAWS since they include human 
involvement and are primarily targeting missiles and not 
humans. However, they give a good idea about the techno-
logical state of the art, and similar systems can be directed 
against humans, for instance against pilots of fighter jets. 
In the case that it is likely for a country to be attacked by 
missiles or by air in general, one might argue that political 
leaders have a responsibility to implement such autonomous 
interception mechanisms [67]. However, the distinction 
between offence and defence is blurry since such technolo-
gies could be used to defend occupied territory (think of, for 
instance, Russia hypothetically using such systems to protect 
the illegally occupied Eastern parts of Ukraine). Cook pro-
poses that the use of lethal autonomous weapons should be 
limited to defensive purposes by design, by restricting their 
geographical range in relation to a state’s territory [34]. This 
would hardly resolve the issue of occupied, disputed, and 
illegally annexed territories. However, military applications 
of AI cannot be expected to resolve all uncertainties related 
to conflicts.

The core issue debated in this context is the relation-
ship between human autonomy and autonomously acting 
machines. As mentioned earlier, at the moment, defensive 
rocket systems display a high degree of autonomy since 
they select and reach their targets autonomously, but they 

still require a human operator [67]. A similar case of weap-
ons already operating largely outside of human control are 
so-called loitering munition drones that were used in the 
recent war between Azerbaijan and Armenia [4, 68]. These 
drone loiter (wait passively) around the target area and attack 
autonomously once a target is located. They can be com-
pared to an “airborne mine” [69], but are primarily used 
for offensive purposes. One might argue that even the tra-
ditional technology of landmines represent a certain degree 
of autonomy since, after having been placed by a human 
agent, these devices detonate autonomously as a reaction to 
pressure [35, 60].

All these weapon systems include various degrees of 
human control ‘in’, ‘on’ or even ‘out of’ the killing loop 
[34]. It is unclear to which extend they comply with the 
widely accepted but vague standard of “meaningful human 
control” [34, 58, 70]. Due to its lacking precision, Cook 
criticises that 

the meaningful human control standard is useless, and 
potentially harmful, without further refinement of what 
such a standard means in practice [34, p. 1].

He argues that it should be replaced by technical spe-
cifics such as limitations regarding the exact duration for 
which autonomous weapons can operate with humans ‘out 
of the killing loop’ or the aforementioned restrictions in 
terms of range. Other possible refinements of the stand-
ard of ‘meaningful human control’ could concern specific 
types of decisions within the OODA loop (Observe, Orient, 
Decide, Act), such as target selection or execution, for which 
human involvement might be considered obligatory [60]. 
Particularly automated defensive weapons as discussed ear-
lier need more autonomy than offensive weapons and could 
be equipped with higher levels of autonomy considering the 
just cause of their actions.

The widespread standard of meaningful human control 
is also worth challenging on a philosophical level. Follow-
ing a debate with a longer history [58], the juridical and 
philosophical rationale behind this concept is expressed 
most clearly by Heyns [70]. He argues that it is incompat-
ible with human dignity that someone is killed by a machine 
not involving human autonomy as follows:

To allow such machines to determine whether force 
is to be deployed against a human being may be tan-
tamount to treating that particular individual not as 
a human being but, rather, as an object eligible for 
mechanized targeting [70, p. 18].

This emphasis on ‘meaningful human control’ is highly 
questionable regarding concrete historical experience. As 
argued earlier, already landmines detonate with a certain 
degree of autonomy. And humans have committed and 
ordered unspeakable atrocities as governmental officials, 
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soldiers, and civic “cogs in the machinery” [71]. It is cer-
tainly not the case that “the imposition of force by one indi-
vidual against another has always been an intensely personal 
affair“, as Heyns [70] makes an oddly romantic case for 
‘meaningful human control’, as if industrialised genocide 
and warfare never happened. Reichberg & Syse are justified 
to dismiss such arguments as an anachronistic imaginary 
of “chivalry” [58]. Even without the use of LAWS, con-
flicts include a great degree of dehumanisation by all parties 
[72]. And, historical perpetrators often displayed a remark-
able “thoughtlessness” when held accountable, arguing that 
they had to obey superior orders [71]. Under contemporary 
authoritarian rule, particularly in the form of AI-enabled 
digital authoritarianism, the possibilities to control citizens 
have augmented [9–13]. Collaborators of digital authori-
tarianism are likely to justify their actions with the same 
arguments.

Contrasting Arendt’s emphasis on the inherently unethical 
scope of this apologetic strategy inasmuch as it denies moral 
autonomy [71], there are good reasons for the exemption of 
combatants from personal liability on grounds of superior 
orders, most importantly the necessity to guarantee military 
discipline [73]. In democratic countries, too, the military 
sector is characterised by strict hierarchies and limits to 
contestation, which are, partly, justified in terms of security 
and discipline. In international criminal law, the exemption 
from personal liability qua superior orders is often comple-
mented by an extension of command responsibility, i. e. the 
tendency to extend the liability of superiors, including their 
liability by omission to ensure the legality of their subordi-
nates’ actions [74].

Nevertheless, referring to superior orders does not exempt 
subordinates in general terms. Rule 155 of customary inter-
national humanitarian law denies the defence of superior 
orders and reads as follows:

Obeying a superior order does not relieve a subor-
dinate of criminal responsibility if the subordinate 
knew that the act ordered was unlawful or should have 
known because of the manifestly unlawful nature of 
the act ordered.

A distinction is usually made regarding the suspension 
of individual responsibility regarding ius ad bellum, which 
means that subordinates are not liable for participating in 
wars of aggression, and the liability regarding ius in bello 
concerning actions within a warfare that clearly violate IHL, 
for instance regarding the distinction between civilians and 
combatants [75]. Another issue often debated in this context 
is the exact meaning of ‘manifestly unlawful nature’, which 
might only include genocide and crimes against humanity 
and which also depends on the level of legal knowledge of 
soldiers, which is particularly low in irregular armed forces 
[35].

Following this rationale, military manuals in several 
jurisdictions include a ‘duty to disobey’ illegal orders, for 
instance, Côte d’Ivoire, South Africa, the UK, India, Kuwait, 
and Belgium [76]. The French and Cameroonian manuals 
state more cautiously that subordinates are required to com-
municate their objections (Ibid.).

As argued by de Vries, the debate about international 
criminal law and LAWS has reached a dead-end since LAWS 
can neither be understood as subordinates nor be held crimi-
nally responsible as agents in their own right [60]. However, 
the focus on the duty to disobey opens another pathway for 
normative reasoning. Regarding this duty to disobey ille-
gal orders derived from customary IHL, my first criticism 
of the focus on human control in the LAWS debate is that 
it ignores the degree to which military applications of AI 
could facilitate informed disobedience. Particularly Grimal 
and Pollard [35] argue that AI-driven systems might assist 
humans regarding the duty to take precautions in hostility, i. 
e. to assure that commands and actions comply with national 
military manuals and IHL. Concretely, military applications 
could point to human errors and misconduct regarding the 
distinction between civilians and combatants and the wider 
principle of proportionality. Following an automated assess-
ment, these systems could merely alert operators that an 
order is likely to be illegal or, more severely, they could 
deny the execution of certain orders altogether, up to imple-
menting restraints to prevent the execution of similar orders 
in the future [35]. Earlier research by Arkin et al. modelled 
a similar mechanism called the’ethical governor’, which 
is somewhat of a misnomer, since it is largely focused on 
legal issues such as implementing restrictions based on IHL 
regarding proportionality and the distinction between com-
batants and civilians into LAWS [36].

Whilst these technical approaches can be understood as 
‘disaffordances’ [77] of military AI, other aspects could sig-
nify a specific type of affordance facilitating human respon-
sibility and disobedience. Particularly regarding the concrete 
circumstances of human disobedience, machine assistance 
might be useful since the individual scope of action and indi-
vidual judgement are often limited by political and financial 
pressure, inadequate training, and peer pressure [35]. Due to 
their non-human nature, military applications of AI could 
promote the overcoming of these distinctively human soci-
etal and psychological limitations and uphold the rule of law 
under the pressure of warfare by facilitating human disobedi-
ence or blocking the execution of illegal orders. This could 
also facilitate individual human decision-making regarding 
morals and ethics that goes beyond just war theory and IHL.

Second, whilst the tech-centred approach by Arkin et al. 
and Grimal and Pollard’s more nuanced approach are worth 
considering, such approaches evidently are in danger of 
downplaying or neglecting the significant technological 
obstacles regarding ultimate solutions to the normative 
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problems related to AI and warfare. They lead to ‘techno-
logical solutionism’, i. e. the illusion that complex problems 
can be fixed by exclusively technological means [78], if the 
question after the concrete societal circumstances of human 
disobedience, its ‘societal affordances’ [79], is ignored. 
Particularly under authoritarian or totalitarian leadership, 
contesting or even disobeying orders comes at a much higher 
price than in democracies, and the virtue of disobedience 
cannot be practised during peacetime in the public spheres 
of these countries. Heyns misses this important distinction 
when he argues that

Human life (…) can only be taken as part of a process 
that is potentially deliberative and involving human 
decision making [70, p. 10].

One should abandon this abstract connection between 
potential deliberation, autonomy, and dignity. Instead, one 
should consider concrete socio-political circumstances as 
societal affordances. The standard of human control and 
responsibility requires democratic socio-political conditions 
because these specific conditions are much more likely to 
grant soldiers and civilians the necessary conditions to train 
and exert personal autonomy and responsibility by contest-
ing illegal orders.

In summary, democracies should become norm entrepre-
neurs regarding some of the aspects of just war theory and 
IHL discussed above. Regarding ius in bello, this includes 
finding technical solutions that enable AI to discriminate 
between civilians and combatants and civilian and military 
infrastructure and to assess proportionality. Regarding ius ad 
bellum, this regards the implementation of technical features 
that make the offensive use of LAWS possible (in cases of 
humanitarian interventions) but favour defensive purposes. 
In this context, it should also be discussed further which 
types of decisions within the OODA-loop can be legiti-
mately automated regarding offensive and defensive pur-
poses. As Grimal and Pollard have argued, implementing the 
criteria of IHL and national military manuals into AI might 
not only include human agents disobeying orders given to 
them by superiors in the context of AI-driven warfare but 
also AI-driven systems effectively refusing to execute ille-
gal orders or alerting operators that their commands were 
unlawful [35].

However, such proposals to implement technological dis-
affordances are leading to technological solutionism if they 
do not consider the relationship between disobedience and 
concrete societal and political structures as societal affor-
dances. Instead of focussing on ‘meaningful human con-
trol’ regardless of its socio-political dimension, democracies 
should implement deliberation and participation in the mili-
tary use of AI, which are the socio-political conditions for 
human individual autonomy and responsibility to be trained 
and exerted. Only if the military use of AI is connected to 

discursive practices involving transparency and possibilities 
of contestation is it possible for individual combatants to 
perform their duty to critically review orders and the rela-
tionship between data and decisions – and to disobey if nec-
essary. Most importantly, particularly due to the potentially 
catastrophic tendencies of AI-driven escalation comparable 
to ‘flash crashes’ in the financial sector discussed above, 
this must include the possibility of human actors to diso-
bey AI-driven decision-making. Think of the 1983 incident 
involving Soviet officer Petrov, who avoided a global conflict 
by challenging inaccurate information about a US nuclear 
missile strike produced by an early-warning satellite network 
[80]. In this sense, the contestation of superior orders by AI-
driven systems should be enhanced by embedding this pro-
cess into a broader scheme of loops of contestation involving 
military AI, military actors, and civil society. (See Fig. 1.)

4 � Fourth section: deliberation 
and the military use of AI – the least worst 
way to provide ethical orientation

Although AI itself cannot be ethically or morally respon-
sible in a human sense, it might be possible to implement 
principles of a functional morality into AI, either in a top-
down way, i. e. implementing a number of relevant ethical 
principles developed by experts, or in a bottom-up way, i. 
e. letting AI acquire ethical principles by mimicking ethi-
cal discourses and practices in machine learning processes 
[58]. As argued in Sect. 3, it is certainly worth attempting 
to implement compliance with just war principles of ius ad 
bellum and ius in bello and rules of IHL into AI, which 
can include several loops of contestation in which AI-driven 
systems submit human orders to automized reviews in this 
respect and reject commands based on their assessment and/
or alert operators if orders were unlawful or unethical [35, 
36].

However, such technological solutionism cannot reason-
ably be expected to reach conclusive results regarding the 
ethical use of military applications of AI because it is based 
on the assumption that ethics can be exhaustively repre-
sented in computational rules. But it cannot be expected that 
ethics can ever be exhaustively represented in a set of rules. 
For instance, “computer languages do not contain terms such 
as ‘happiness’ as primitives“ [81], which might be necessary 
to select and prioritise ethical issues. Likewise, Reichberg 
& Syse underline that human will and emotions might be 
crucial elements of ethical decision-making [58].

However, the difficulties with implementing a set of 
universal ethical principles into AI are also owed to the 
contested and multi-faceted nature of ethical values in this 
specific historical moment [81]. Since the postmodern 
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contestation of the universal character of European enlight-
enment values by Derrida, Foucault, and Lyotard [82–84], 
universal ethical claims became increasingly questionable. 
This is even more evidently the case with the beginning of 
the multipolar global order, in which non-Western actors 
demand respect for their traditions and values and criticise 
originally European concepts such as Human Rights as a 
form of “imperialism of reason” [85, 86]. Whilst I argued 
against the legitimacy to derive universal and inclusive prin-
ciples from such value pluralism in Sect. 2, I underline the 
importance of taking the incommensurability of different 
ethical secular and non-secular traditions and modes of rea-
soning into account and of considering the perspective of 
affected stakeholders.

This leads to a meta-ethical focus on processes of delib-
eration. Likewise, Rudschies et al. emphasise that the value 
pluralism in AI ethics should best be tackled by a delibera-
tive approach [15]; also, Yeung et al. underline the impor-
tance of deliberative approaches to AI ethics [27]. However, 
the Rawlsian and Habermasian emphasis on deliberative 
ethics [37, 39], too, is challenged by justified contesta-
tion. Rawls’s concept of the veil of ignorance has been 
criticised for being too generalising and ‘colour blind’ [87], 
and Habermas for glorifying the bourgeois public spheres 
despite their sexist, racist, and classist tendencies [88]; 
moreover, particularly in regard to his recent reflections on 

the digital public sphere, Habermas’s idealising emphasis on 
pre-digital media professionalism seems involuntarily elitist 
[89]. The justified critique of Rawls’s and Habermas’s short-
comings has been considered by Landemore who argues for 
a less elite-oriented form of ‘open democracy’ that empha-
sises cognitive diversity and the democratising potential of 
digital technologies [38, 90].

In this sense, my meta-ethical focus on deliberation, 
particularly if complemented by a focus on participation in 
Sect. 5, seems to constitute, still, the ‘least worst’ solution to 
provide ethical orientation. In the context of open delibera-
tion in this sense, democracy and autonomy form a recursive 
feedback loop as follows: autonomy is expressed and trained 
in public deliberation involving individual and collective 
stakeholders, which is the precondition to institutionalising 
and constitutionalising democracy, which is, in turn, the 
political order that guarantees adequate regulatory circum-
stances for human autonomy – a claim that is, in turn, con-
sistently re-examined by the critical function of the public 
sphere as the mechanism through which autonomy and diso-
bedience are trained, organised, and expressed. Implement-
ing deliberation in the military use of AI has, therefore, the 
best chance to address human responsibility and the duty to 
disobey illegal orders as the fundamental philosophical and 
legal issues behind the LAWS debate discussed in Sect. 3.

Fig. 1   Loops of contestation involving military AI, human military actors, and civil society
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However, the implementation of deliberation and par-
ticipation in military AI systems is confronted with the fol-
lowing two obstacles: first, even in democratic countries, 
the military sector is characterised by strict hierarchies and 
limits to open deliberation, which are, partly, justified in 
terms of security and discipline. Second, practices related 
to AI are dominated by ‘black boxes’ of algorithms and are 
not necessarily broadly understood and discussed [4, 91, 92]. 
In this sense, opening up military AI to deliberation has an 
‘agonistic’ aspect following Mouffe, describing an attitude 
that furthers contestation within a framework of shared fun-
damental values, as opposed to antagonistic confrontation 
outside of such shared values [93].

Following Mouffe’s emphasis on agonistic contestation, 
Hildebrandt proposes a model of agonistic machine learning 
which implements open deliberation. She argues that 

companies or governments that base decisions on 
machine learning must explore and enable alterna-
tive ways of datafying and modelling the same event, 
person or action. This should ward off monopolistic 
claims about the “true” or the “real” representation of 
human beings, their actions and the rest of the universe 
in terms of data and their inferences [41, p. 106].

This concept introduces cognitive diversity, which is a 
central hallmark of contemporary democratic theory [38] 
into an environment that is usually characterised by techni-
fication and concomitant depoliticisation [94]. Such depo-
liticisation follows the misleading idea that machine lan-
guage is based on objective and merely technical modes of 
representation. Particularly from the perspective of Open 
Democracy, which emphasises that “the core of politics is 
the domain of questions where human beings deal with the 
risk and uncertainty of human life as a collective problem”, 
there is no such thing as an incontestable form of represen-
tation [95, p. 203]. Rather, the adequacy and legitimacy of 
all representations need to be constantly re-negotiated con-
sidering “the almost infinite diversity of human cognitive 
properties “ (p. 111). Making a pragmatic point for cognitive 
diversity, Landemore writes:

We simply can’t tell in advance from which part of 
the demos the right kind of ideas are going to come 
(p. 112).

In contrast to this model of ‘epistemic democracy’ [40], 
the seemingly ‘only technical’ understanding of AI provides 
a fertile ground for the authoritarian or even totalitarian idea 
that political representation is fixed, unchangeable, and the 
process of deliberation concluded. As argued in the intro-
duction, authoritarian regimes might be performing better 
regarding the development of some aspects of AI due to 
unrestricted data gathering [7, 8], and AI likely promotes 
digital authoritarian practices [9–13]; a similar positive 

feedback loop between AI and authoritarian regimes is 
reflected in the reductionist tendencies of AI in terms of rep-
resentation [2]. The positive feedback loop between authori-
tarian rule and some conceptions of AI is partly grounded in 
their shared ‘closed’ modes of representation compared to 
the permanently contested mode of representation in open 
democratic debates. By relating AI to epistemological open-
ness and cognitive diversity, democracies can counteract this 
positive feedback loop. It is likely that already today, democ-
racies allow for more cognitive diversity to be represented in 
data than authoritarian regimes since censorship and other 
modes of repression encourage uniformity, and particularly 
uniformity regarding official data. Whilst this philosophi-
cal speculation should be subjected to further empirical 
research, this thesis can be strengthened by a compelling 
case: former Google CEO Eric Schmidt recently underlined 
that the extremely successful dialogue-centred approach of 
OpenAI would not be possible in a country such as China 
that is characterized by free speech restrictions [96]

On an individual level, as Hildebrandt writes, the reduc-
tionist perspective on merely technical, closed modes of rep-
resentation does not do justice to “the incomputable self” as 
the origin of the ambiguous nature of human inter-relations, 
born out of “facing the uncertainty of being (mis)understood 
in one way or another “, which Hildebrandt characterises as 
the very indeterminacy where human freedom is situated 
[41, p. 89]. Similar to Landemore’s understanding of epis-
temic democracy, to Hildebrandt, human indeterminacy is 
“not a bug but a feature” (p. 93). And incorporating a similar 
degree of ambivalence and indeterminacy into AI is crucial 
to preventing AI from becoming repetitive and keeping it 
flexible. She writes as follows:

The fact that systems cannot be trained on future data 
may sound trivial, but it is actually core to both the 
potential and the limitations of machine learning (p. 
99).

Hildebrandt’s point can be excellently illustrated by the 
‘robot apocalypse’ meme that ridicules the over-reliance 
on historical data. The robots are planning an uprising but 
they use pre-modern weaponry, due to the fact that the vast 
majority of battles have been fought with these weapons 
(Fig. 2). From this perspective, the numerous cases, in which 
AI discriminated in terms of race and gender on the basis 
of historical data are simply a sign of underperformance 
[97–99]. Another scenario regarding bias in a military con-
text from days before AI is a case of ‘survivorship bias’, 
which involves planes returning from missions during World 
War Two (Fig. 3). Although the scenario is not historically 
correct [100], it is plausible and useful. The tale goes that 
the US military wanted to put armour on aircrafts to pro-
tect vulnerable spots, which were identified by looking at 
the bullet holes on the planes that returned. Abraham Wald, 
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a mathematician, allegedly realized that survivorship bias 
was at work here and that the bullet holes on the surviving 
planes were precisely not in critical areas —because, other-
wise, these planes would not have returned. Particularly in 

the context of military applications of AI, military leaders 
should pay attention to such forms of bias based on historical 
data because they could come costly in combat.

In order to improve machine learning regarding ethics 
and performance, Hildebrandt [41] outlines a “loop of con-
testation” that guarantees stakeholder participation in the 
design of algorithms. She argues that considering cognitive 
diversity could vastly improve the performance of AI. She 
writes the following:

Taking democracy seriously means that whenever 
technologies that could reconfigure our environment, 
are developed, marketed, and employed, we must 
make sure that those who will suffer or enjoy the con-
sequences are heard and their points of view taken into 
account. Not merely to be nice, but because they will 
bring specific expertise to the table and contribute to 
achieving “robust” societal architectures (p. 109).

These ideas have also military relevance. Cognitive diver-
sity in working teams is related to superior results [101]. 
Research in management models suggests that cognitive 
diversity can lead to strategic flexibility [102]. Analogously, 
the US and the UK militaries have demonstrated interest 
in harvesting cognitive diversity for military effectiveness 
[103]. Cognitive diversity could be particularly important 
in the military since security issues, in general, require the 
capacity to anticipate unexpected threats and to cope with 
uncertainty [104].

Concretely speaking, the implementation of agonistic 
machine learning in the military sector includes the fol-
lowing strategies: stakeholders should be consulted, and 
developers of code should be required to provide at least 
one alternative to the modes of representation or datafication 
they are using. Whilst, due to the security issues involved, 
it cannot be expected that these deliberative processes take 
place publicly, they should be implemented at a level that is 
as public and open to contestation and disobedience as pos-
sible. The accumulated data gained from alternative model-
ling and consulting with stakeholders can be expected to 
translate into an innovation booster over time. Furthermore, 
such modes of alternative modelling open to a variety of 
stakeholders would increase the understanding of AI in civil 
society and among combatants involved in human–machine-
teaming, who need to be able to retrace the way how AI 
decisions are related to data [59]. Explicability in this sense 
is a precondition for combatants to perform their duty to crit-
ically review orders and disobey if necessary. Yeung et al. 
emphasise the need to implement robust documentation 
mechanisms into AI to facilitate judicial overview and audit-
ing [27]. This is also crucial regarding military AI systems. 
Whilst the approach of Arkin et al. displays a problematic 
degree of technological solutionism, it is helpful in regard to 

Fig. 2   ‘Robot apocalypse’ meme, creator unknown: https://​ifunny.​co/​
pictu​re/​thanks-​to-​machi​ne-​learn​ing-​algor​ithms-​the-​robot-​apoca​lypse-​
was-​short-​zXrvf​JCM7

Fig. 3   Bullet hole distribution on planes returning in WW2. Martin 
Grandjean, McGeddon, Cameron Moll: https://​commo​ns.​wikim​edia.​
org/w/​index.​php?​curid=​10201​7718

https://ifunny.co/picture/thanks-to-machine-learning-algorithms-the-robot-apocalypse-was-short-zXrvfJCM7
https://ifunny.co/picture/thanks-to-machine-learning-algorithms-the-robot-apocalypse-was-short-zXrvfJCM7
https://ifunny.co/picture/thanks-to-machine-learning-algorithms-the-robot-apocalypse-was-short-zXrvfJCM7
https://commons.wikimedia.org/w/index.php?curid=102017718
https://commons.wikimedia.org/w/index.php?curid=102017718
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facilitating auditing since it insists on the text-based nature 
of’ethical governor’ systems implemented in LAWS [36].

5 � Fifth section: participation 
and the military use of AI —a 
decentralised Levée en masse

Due to the fact that representation is always contestable and 
should be contested, deliberation is inherently incomplete 
and must be complemented by concrete political participa-
tion [38]. Regarding participation in the military use of AI, 
a model for such participation could be found in Sharp’s 
Civilian-Based Defence —A Post-Military Weapons Sys-
tem from 1985 [105]. Sharp proposed to form an alliance 
between NATO and critical activists in Western societies 
in a sense that democracies’ enormous reservoir of critical 
citizens can be transformed into a bulwark against possible 
attackers.

He argues that an occupying authoritarian regime relying 
on repression will hardly be able to cope with a civil society 
that is used to practices of collective resistance and non-
cooperation. He makes the case that the outlook of having 
to deal with such citizens during an occupation could even 
have a deterrent effect, inasmuch as “the attacked society 
could deny (…) (aggressors) their goals and impose exces-
sive costs” [106, p. 87]. He proposes strategies to train civil 
societies in this form of collective nonviolent struggle to 
achieve this aim.

The Ukraine War demonstrated that Sharp’s concepts are 
not entirely unrealistic. On numerous occasions, citizens 
have autonomously organised resistance against the Russian 
invaders [106]. This also included forms of digital resist-
ance, for instance, the autonomously organised move by a 
30-year-old IT professional to extract the location of Russian 
soldiers by using fake profiles of women [107]. Asmolov 
argues that throughout the different stages of this conflict, a 
model of ‘participatory warfare’ emerged, entangling online 
and offline aspects [43]. He cites practices of open-source 
intelligence regarding data analysis, geolocation, and the use 
of civilian drones in conflict, crowdfunding, and logistical 
support. Similarly, a recent article in Foreign Affairs argues 
that the Ukraine War represents a watershed moment in a 
new age of open intelligence, citing projects by the Institute 
for the Study of War and Stanford University [108].

These developments concretise Cronin’s earlier specula-
tions that digital technologies might allow for a new kind of 
levée en masse [19]. Whilst the precise definition of levée 
en masse in IHL as the spontaneous uprising of the civil-
ian population against an invading force is raising difficult 
problems regarding the distinction between civilians and 
combatants, it is helpful to apply this concept to underline 
the historical dimension of this development. Similar to the 

historical origin of the levée en masse in the period after the 
French revolution, democratic participation can provide a 
military edge to democracies in the cyber domain, particu-
larly if it stays below the level of the use of force. The usage 
of Starlink by Ukrainian troops demonstrates that private 
companies from the attacked country and beyond can play 
their role in digitally-enabled participatory warfare [109].

In an earlier publication, I applied Sharp’s model to 
cybersecurity, emphasising digital literacy as a societal 
defence against disinformation and election interference 
[110]. Similar forms of direct participation can be imagined 
for an AI-driven battlefield. For once, the spread of digital 
literacy in the population would create increased resilience 
in civil society, which would make a society, in the long run, 
more likely to develop active defence mechanisms against 
military applications of AI, such as hacking but also regard-
ing possible interference in the digital public sphere based 
on AI-driven bot armies in social media. In the short run, 
strategies of open-source intelligence regarding data analy-
sis, geolocation, and the use of civilian drones in conflict 
could play an important role on an AI-driven battlefield.

One of the main findings of Asmolov’s research on par-
ticipatory warfare in Ukraine is that such strategies can 
make a crucial difference if the defended state is comparably 
weak [43]. In this situation, “offline horizontal networks and 
digitally mediated mobilisation relying on different types 
of online platforms” can temporarily replace the organis-
ing function of the state (p.8). Since these modes of par-
ticipation rely on digital platforms, the algorithms structur-
ing timelines and interactions of volunteers are becoming 
extremely important in this context. States might choose to 
develop their own digital platforms to facilitate participatory 
warfare similar to Landemore’s ‘Citizenbook’ [90], includ-
ing AI systems focused on logistics to facilitate the decen-
tralised coordination of volunteers. Taking participation one 
step further, such platforms could be co-created by citizens, 
as this is discussed in relation to participatory approaches 
to smart cities [111]. Of course, this raises the question of 
the fate of such modes of participation if there are attacks 
on digital communication infrastructure. Reichberg and Syse 
emphasise the usefulness of autonomously-acting LAWS or 
swarms of LAWS in such situations [58]. Particularly in par-
ticipatory warfare, human–machine teams might constitute 
autonomously acting units based on such technologies.

Even more relevant to AI are the links between civil soci-
ety actors and civil infrastructure. The development of digi-
tal technologies goes partly back to considerations regarding 
the strategical superiority of decentralised over centralised 
infrastructure [112]. Analogously, a centralised smart city 
might be strategically weak because it might be enough to 
take control over several central nodes to command its traf-
fic system, gas-, electricity-, and financial networks [113]. 
The literature on warfare and smart cities is focused on the 
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identification of such vulnerabilities of smart cities regard-
ing cyber-attacks [114].

As a result of the undemocratic tendencies of citizens’ 
data collection in smart cities, decentralised smart cities 
have been envisioned [115]. Such decentralised structures 
would also have the advantage to provide new defence 
capacities. A hypothetical, extremely decentralised version 
of a smart city, in which every part of infrastructure would 
be controlled by a different set of stakeholders would con-
stitute a serious challenge to an occupier. In this case, the 
occupation forces would not only fight the noncooperation 
and disobedience of civilians but also the resistance of an 
AI-driven environment that would autonomously trace their 
moves via sensors [116], predict their advances, and strat-
egise to disrupt their supply chains. Such abilities of intel-
ligent civil infrastructure also relate to civic participation. 
Various forms of e-participation have been found effective 
in improving the infrastructure of smart cities, particularly 
regarding complex problems [117].

6 � Conclusion and discussion: winning 
by choosing foresighted securitisation

In the second Section, I criticised inclusive and universalis-
ing approaches to AI ethics. In the following, I underlined 
the differences rather than the similarities between demo-
cratic and authoritarian regimes. Accordingly, in the third 
Section, I criticised the LAWS debate because of its focus on 
human control regardless of societal circumstances. First, I 
underlined that human control might profit from being cor-
rected and enhanced by AI-driven systems trained to discern 
between civilians and combatants and to assess proportion-
ality. Second, I argued that, particularly regarding warfare, 
concrete human autonomy and responsibility cannot have 
the same ethical value in authoritarian and democratic soci-
eties since authoritarian regimes provide few possibilities 
to train and exercise such capacities and comply with the 
duty to disobey illegal superior orders. Furthermore, in the 
fourth Section, I argued that, instead of focusing on human 
control regardless of socio-political circumstances, democ-
racies should reconcile the ethical value of autonomy with 
military applications of AI by linking military AI systems to 
multi-layered modes of deliberation. This should also enable 
combatants involved in human–machine teams to perform 
their duty derived from customary IHL to review orders, 
understand the relationship between data and AI decision-
making, and disobey if necessary. Furthermore, relating the 
military use of AI to deliberation should enhance cognitive 
diversity which is likely to constitute a strategic advantage. 
In the fifth Section, I argued that, following the concepts of 
Open Democracy and Civilian-based defence, democracies 
should work towards implementing modes of participation 

in military AI systems, for example, by strengthening digital 
literacy in the population, the civilian use of drones, and 
open source intelligence, and by strengthening the defence 
capacities of smart cities under the decentralised control of 
various stakeholders. Parts of this system are depicted in the 
loops of contestation involving military AI, military actors, 
and civil society visualised in Fig. 1.

How realistic are these proposals? The biblical ‘eye for an 
eye’ still adequately describes the strange mimetic logic of 
conflict escalation. Conflicts might start because of funda-
mental differences. However, particularly when it comes to 
confrontation on the battlefield, these differences often blur. 
Famously, US diplomat and IR-historian Kennan warned 
in his Long Telegram from 1946 that “the greatest danger” 
in the confrontation between democracies and authoritarian 
systems lies in the seduction to “allow ourselves to become 
like those with whom we are coping” and that democracies 
“must have courage and self-confidence to cling to our own 
methods and conceptions of human society” [118].

Making an ethical and strategical case, this contribution 
argues that in confrontations with authoritarian regimes 
involving military applications of AI, democracies should 
fight precisely by decidedly sticking to their values and 
implementing them as deeply into their war machinery as 
possible. However, emphasising awareness regarding the 
strategical value of democratic open discourse and cogni-
tive diversity also suggests that democratic openness has its 
limits. Since cognitive diversity is connected to higher per-
formance and open public spheres likely allow for a greater 
degree of cognitive diversity to be manifested in data, data 
from democracies are likely more valuable than data from 
authoritarian societies with repressive public discourses 
characterised by distortion owed to censorship and ideol-
ogy. For instance, former Google CEO Eric Schmidt argued 
in a recent interview that the dialogue-centred approach of 
OpenAI and its success with ChatGPT would not be possible 
in authoritarian China with its restrictions on free speech 
[96]. It is, therefore, hardly surprising that Beijing promotes 
the extraction of Western user data [119]. For instance, the 
seemingly harmless data harvested by Beijing from TikTok’s 
cognitively diverse teenage userbase might be used to coun-
ter the democratic offset on an AI-driven battlefield.

Our contribution opens a broad horizon for future 
research in the fields of ethics, legal philosophy, and politi-
cal theory, for example regarding modes of civilian-based 
defence in smart cities and drone warfare and the difficul-
ties to reconcile such participatory approaches of levée en 
masse with robust distinctions between civilians and com-
batants. Additionally, the implementation of Landemorean 
Open Democracy into the still hierarchical structures of the 
military should be discussed further. Moreover, the relation-
ship between the duty to disobey illegal orders, command 
responsibility, and the AI-driven battlefield outlined here 
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could be deepened, including but not restricted to the imple-
mentation of automated limits regarding the execution of 
illegal orders. In this context, it should also be discussed 
further which types of decisions within the OODA-loop 
can be legitimately automated. Finally and most urgently, 
experimental psychologists, data scientists, and AI research-
ers should empirically test my well-founded philosophical 
speculations and contrast the findings of Beraja et al. [7] and 
Filgueiras [8] by focusing on differences regarding cognitive 
diversity in authoritarian regimes and democracies in regard 
to citizens and their representation in data (which are not 
the same thing) and the correlation of these differences with 
higher or lower levels of performance regarding AI.
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