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Abstract
Recently, Luke Munn attacked “AI ethics” generally, or guidelines, principles, codes of ethics, ethical frameworks. In par-
ticular, he argued that ethical guidelines are useless. Here I respond to this critique, arguing that Munn’s criticism is mostly 
unfair and misguided, and that his own proposal is already implemented in various guidelines.
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1  Introduction

Recently, Luke Munn argued that AI guidelines are use-
less. Although the title of his paper—“The uselessness of 
AI ethics”—seems to indicate that it is about AI ethics, 
his discussion and examples concern what we broadly call 
ethical guidelines (i.e., including ethical principles, codes 
of ethics, guidelines, frameworks, and so forth) [21].1 In 
this article, I aim to defend ethical guidelines. Although I 
grant that some of Munn’s criticism is warranted for some 
guidelines, I believe that he draws the wrong conclusion. 
Ethical guidelines for AI development and use are in their 
methodological adolescence and, as I will argue, there are 
possible fixes to the problems that Munn identifies. Indeed, 
there are guidelines that are already responding to many 
of these worries, implying that Munn’s argument is partly 
based on cherry-picking. This is particularly problematic 
when it comes to Munn’s own alternatives to “AI ethics”, 
which simply knocks on an open door. Moreover, some of 
Munn’s critique is simply misguided.

The remainder of this article will be structured as follows. 
In the next section, I give a brief contextualization of AI eth-
ics and ethical guidelines, aiming to explain how the former 

can inform the latter, and how both can inform standards 
and regulations. In Sect. 3, I respond to Munn’s critique and 
his own proposal, aiming to show that ethical guidelines are 
already responding to the challenge and that the proposal 
is knocking on open doors. Lastly, I end the article with a 
summation and some brief comments on some of the main 
challenges for ethical guidelines, such as contextual varia-
tions, operationalizations, and enforcement.

In this commentary, I will rely heavily on a set of guide-
lines that in turn build on a large survey of guidelines [3], 
but see also [13] for a recent overview of ethical guidelines 
for AI. For many examples, I will cite from [3] because it 
builds on a large set of other guidelines (but I will also list 
other references when it is important).

2 � AI ethics and ethical guidelines

In this section, I will briefly explain what ethical guidelines 
are and their relation to AI ethics, as well as how ethics and 
ethical guidelines can further inform ethical standards and 
regulations. Broadly speaking, “AI ethics” is a term used in 
various disciplines to denote the study of ethical aspects of 
AI. In ethics (a subdiscipline of philosophy), one normally 
distinguishes between normative ethics and applied ethics. 
The former is about theory building (what is right, wrong, 
permissible, impermissible, and so forth), while the latter is 
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take his arguments seriously. If we read Munn’s arguments as being 
about AI ethics, then his arguments just fall flat. For example, con-
cerns about enforcement are not a matter for the study of ethics, since 
the aim is to answer questions such as what is right and wrong (see 
Sect. 2).
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about ethical inquiries addressing a specific question (e.g., is 
Facebook’s algorithm controlling the newsfeed privacy inva-
sive?) or questions about a specific domain (e.g., the study 
of ethical issues raised by AI and AI technologies). Simply 
put, AI ethics can be viewed as a field of inquiry that studies 
the ethical issues that are raised by AI and AI-technology. 
As I noted earlier (see footnote. 1), the theoretical nature of 
these endeavors makes it clear that if AI ethics were Munn’s 
target, then the critique is misguided because most of the 
critique is about practical enactment of policy, rather than a 
problem for theoretical studies.

However, AI ethics may—and arguably should—inform 
more practical endeavors, by supplying basic insight and 
constraints for such work. This is an example of when ethical 
guidelines are particularly relevant. Ethical guidelines are 
documents that supply action-guiding principles, which aim 
to ensure an ethical process or outcome in the appropriate 
area of application. For example, for AI one may focus on 
ethical guidelines for using and/or designing AI technology. 
Ethical guidelines for AI should take insight from AI ethics 
as a starting point, but more work must then be done to make 
the theorical insights useful in practice.

While ethical guidelines have existed for a long time, 
ethical guidelines for AI are a relatively new endeavor (most 
of the AI guidelines are from the last five years or so—see, 
e.g., [3, 13]), so it is not surprising that one can—as Munn 
has—identify problems in some, or sometimes even most, of 
these guidelines. However, as I will argue, there are several 
guidelines that illustrate solutions to the problems Munn 
identifies and in many others we can see seeds of possible 
solutions, which will hopefully come to fruition as the meth-
odology for developing ethical guidelines improves. As I 
will explain in the paper, one of the main challenges has to 
do with the operationalization of ethical principles, which 
is a fundamental methodological challenge. That is, one of 
the most fundamental challenges for ethical guidelines for 
AI is not first-order ethical inquires (i.e., questions of what is 
right, wrong, permissible, impermissible, and so forth), but 
rather second-order problems regarding how we can trans-
late known ethical principles into understandable goals. This 
is why I believe that Munn draws the wrong conclusion, 
even when his critique is on target. That is to say, given the 
very limited time-frame within which AI ethical guidelines 
have been produced in response to fairly complex problems, 
we cannot expect all solutions to be in place already. While 
ethical guidelines are doing a lot better than Munn would 
claim, they are still a work in progress, which is why I think 
the conclusion to draw is that we are in the methodological 
adolescence of ethical guidelines for AI. In the final section, 
I briefly discuss some of the main challenges.

Traditional ethical guidelines often made use of simple 
check-lists: do x, do y. However, when creating guidelines 

for purposes that are more ethically challenging it may 
be difficult—or even impossible—to achieve a checklist 
that is jointly (1) understandable by non-experts and (2) 
applies in all relevant contexts. This is especially impor-
tant for designing AI technology, which can be used in 
extremely different contexts, in which what is appropri-
ate—for example, viz-á-viz the information handling of 
a system—may differ, for example, between a democracy 
and an oppressive regime [18, 19]). This is why some 
modern ethical guidelines have goals that require design-
ers and users to make substantial choices within a lim-
ited set of ethical boundaries (I will return to this when 
addressing Munn’s critique in the next section).

Ethical guidelines are often based on a set of ethical 
principles, many of which largely overlap between dif-
ferent competing guidelines. For example, in a survey 
of 84 ethical guidelines for AI the following principles 
were identified in the majority of the guidelines (number 
of documents in parenthesis): transparency (73), justice 
and fairness (68), non-maleficence (60), responsibility 
(60), and privacy (47) [13], which illustrates that there is 
at least some international consensus emerging on basic 
principles.

An illustrative example of basic ethical principles can 
be found in [3], which also builds on a large set of ethical 
guidelines:

1.	 Human agency, liberty and dignity: Positive lib-
erty, negative liberty and human dignity

2.	 Technical robustness and safety: Including resil-
ience to attack and security, fall back plan and 
general safety, accuracy, reliability and reproduc-
ibility

3.	 Privacy and data governance: Including respect 
for privacy, quality and integrity of data, access 
to data, data rights and ownership

4.	 Transparency: Including traceability, explainabil-
ity and communication

5.	 Diversity, non-discrimination and fairness: Avoid-
ance and reduction of bias, ensuring fairness and 
avoidance of discrimination, and inclusive stake-
holder engagement

6.	 Individual, societal and environmental wellbeing: 
Sustainable and environmentally friendly AI and 
big data systems, individual wellbeing, social rela-
tionships and social cohesion, and democracy and 
strong institutions

7.	 Accountability: Auditability, minimisation and 
reporting of negative impact, internal and exter-
nal governance frameworks, redress, and human 
oversight
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In [3], these high-level principles are the foundation 
for a set of over 70 requirements (some with underlying 
conditions) that specify in more detail what must be done 
to satisfy the higher level principles. For example:

Requirement 19: Clarify roles and responsibilities 
toward information use, security and privacy. In all 
phases (but especially in business understanding, 
data understanding, and data preparation), assess and 
ensure that:

•	 There are clear and precise descriptions of the roles 
and responsibilities of users toward information, 
media and network usage, security, and privacy;

•	 A common culture is established and encouraged 
that strongly promotes ethical behavior for all indi-
viduals in the enterprise, and establishes a low tol-
erance threshold for unethical behaviors.

This illustrates how ethical guidelines work on a much 
more practical level than AI ethics and how they must there-
fore be informed by, and adapt to, the empirical conditions 
(e.g., as can be seen in the requirement above, the require-
ment specifies in which development phases the conditions 
are especially important).

AI ethics can inform ethical guidelines for AI by supply-
ing the basic fundamental principles, alternatives for ana-
lyzing, defining, and applying these principles, as well as 
a roadmap to the ethical challenges that must be addressed 
by an ethical guideline. Moreover, these processes can also 
inform ethical standards, which in turn can underpin regu-
lations [26]. An illustrative example is the work done by 
the IEEE Standards Association, which created a discus-
sion document [12] that served as a starting point for the 
creation of several standards (see [26] for a brief discussion 
of the process).2 By creating standards, one enables a pos-
sible foundation for soft and hard law, or self-regulation, 
in case such standards are broadly accepted. Given that 
global standards have often been successful (e.g., consider 
the global smoking ban on airplanes) [15], this provides a 
strong argument for the practical value of ethical guidelines, 
irrespective of any criticism. Nevertheless, let us now turn 
to Munn’s specific criticism.

3 � Responding to the critique and Munn’s 
proposal

In this section, I present and critically assess Munn’s critique 
and proposal in three subsections.

3.1 � Meaningless principles and the principle/
practice gap

The first form of criticism is that the “principles are highly 
abstract and ambiguous, becoming incoherent.” Munn diag-
noses the problem as having to do with conceptual disa-
greement, which he thinks has the consequences that “Com-
mendable values like ‘fairness’ and ‘privacy’ break down 
when subjected to scrutiny, leading to disparate visions and 
deeply incompatible goals” [21].

I will start by addressing the difficulty of creating princi-
ples based on concepts such as fairness and privacy. While it 
is true that there are well-known difficulties and conceptual 
disagreements about how to define, analyze, or conceptual-
ize ethical concepts in general—and privacy, in particular—
this is not necessarily a problem for creating a good ethical 
guidelines. Take the concept of privacy. Although there is 
substantial conceptual disagreement, there is arguably also 
a lot of agreement about what falls under the concept of 
privacy. There are a few potential ways to avoid problems 
caused by conceptual disagreement. First, one can build on 
existing frameworks (such as the GDPR). Second, one can 
focus on issues of agreement and apply requirements that fit 
with the most stringent conception in any given situation. 
Third, based on one of the two first choices one can require 
that a data protection policy is developed under certain spec-
ifications, that it is communicated internally, that there are 
safe-guards to ensure its enforcement, and that all of this is 
transparent to outsiders. Similarly, in the case of fairness, 
one can make similar demands on transparency on a choice 
of fairness measures and a method of testing and validation.

An illustrative example that follows part of my third sug-
gestion is the following requirement from [3]:

Requirement 19: Clarify roles and responsibilities 
toward information use, security and privacy. In all 
phases (but especially in business understanding, 
data understanding, and data preparation), assess and 
ensure that:

•	 There are clear and precise descriptions of the roles 
and responsibilities of users toward information, 
media and network usage, security, and privacy;

•	 A common culture is established and encouraged 
that strongly promotes ethical behavior for all indi-
viduals in the enterprise, and establishes a low tol-
erance threshold for unethical behaviors.

Requiring precise descriptions of roles and responsibili-
ties is a further step in setting a clear plan for how to enact 
privacy protections. Moreover, the second bullet point illus-
trates the possibility (and need) to deal with some ethical 
concerns by establishing a common culture.2  See https://​ethic​sinac​tion.​ieee.​org/​p7000/ for the latest updates.

https://ethicsinaction.ieee.org/p7000/
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Turning to the problem of incompatible goals, these 
are prima facie problematic given that they seem to give 
contradictory guidance and hence are not action-guiding. 
However, the prima facie presumption would be an errone-
ous conclusion. Guidelines with incompatible goals are not 
necessarily wrongheaded. Arguably AI ethics is an ethics 
of trade-offs and value-conflicts [17], which ethical guide-
lines should recognize. More importantly, ethical guidelines 
can include goals that are prima faice incompatible and still 
avoid incoherence and provide action-guidance. As previ-
ously mentioned, a sensible option is to require developers 
or users of AI systems to make choices, enact them, and 
communicate them. An illustrative example, which forces a 
choice between trade-offs, is the following from [3]:

Requirement 41: Trade-offs. In every phase, assess and 
ensure that:

•	 Trade-offs between explainability/transparency and 
best performance of the system are appropriately 
balanced based on the systems context of applica-
tion (e.g., in healthcare the accuracy and perfor-
mance of the system may be more important than 
its explainability; whereas, in policing, explaina-
bility is much more crucial to justify behaviors and 
outcomes of law enforcement; and in other areas, 
such as recruitment, both accuracy and explain-
ability are similarly valued).

This illustrates how the guideline requires a choice in 
cases of trade-offs or value-conflicts, and it also provides 
some guidance by explaining what prima facie matters more 
in which situations.

The same set of guidelines also includes general com-
munication requirements. Consider the following require-
ment for AI developers to ensure that “information to stake-
holders, (end-)users, and other affected persons, about the 
system’s capabilities and limitations, is communicated in a 
clear, understandable, and proactive manner, that enables 
realistic expectation setting” [3].

Moreover, this is in line with a challenge that AI eth-
ics, on the one hand, must be contextually sensitive, but, 
on the other hand, this creates difficulties for ethical guide-
lines [18]. For example, what context should we adapt our 
guidelines to? What if the context changes after the tech-
nology is adapted (e.g., perhaps the technology itself leads 
to contextual changes through disruption; see [11] for a 
discussion on socially disruptive technologies)? Recently, I 
argued that these types of worries can be resolved—as least 
for some applications—by adapting the ethical requirements 
to what is needed in the most challenging context [19]. For 
example, privacy-protections could be enacted that are suf-
ficiently strong for the context in which the challenges to 

individuals’ privacy are the most pervasive. This may raise 
concerns about overly demanding guidelines, but as I also 
suggest, we must also temper our ethical restrictions to not 
limit the balance between the risks and the opportunity for 
good-making features of the given technology. Moreover, 
for many applications privacy preservation does not create a 
problem for the features of the technology, but for the market 
model of the company that promotes it. For example, for 
many products one need not surveil user behavior to sup-
ply a good service. However, if the market model is built 
on personalized ads, certain forms of surveillance may be 
necessary to satisfy the market model.

When it comes to abstractness, ambiguity, or vagueness, 
Munn actually discusses the solution later in his article, 
when he turns to the gap between principles and practice. 
As he correctly notes, a problem with guidelines is that 
they often include fuzzy abstract higher-order principles, 
which is part of the reason why ethical guidelines should 
be operationalized (i.e., simply put, turning requirements 
into conditions that can be properly evaluated).

However, before turning to that issue, it is worthwhile 
to note a misunderstanding on Munn’s part. The critique of 
fuzzy high-order principles seems to miss the fact that the 
indeterminacy of high-order principles sometimes has a 
function in capturing a value that is technically impossible 
to satisfy in every specified way. Consider the example of 
fairness. If an AI-system is designed to identify a property, 
P, that is unequally distributed among two groups, and if 
it is not possible to perfectly predict the prevalence of P, 
then there are competing fairness measures that cannot 
all be satisfied. For example, either the property is identi-
fied more often in one of the groups, or the probability 
assessments that a singular individual has the property 
will differ between the groups [10, 16]. That is to say, 
two very sensible measures of fairness cannot, under the 
given circumstances, be mutually satisfied. In such cases, 
a choice must be made and it is not always the case that 
the same choice is suitable in every given context, which 
is why higher-order principles can sometimes be used to 
capture the overarching value, while the guidelines should 
enforce a choice as exemplified by the previously cited 
Requirement 41 from [3].

Nevertheless, Munn is correct in identifying that higher-
order principles alone cannot give sufficient guidance. As 
argued above, in some cases, that is because we have com-
peting values and trade-offs, which is an inherent part of AI 
ethics [17], but in other cases this is resolved by guidelines 
that also provide more detailed requirements (as exemplified 
in Sect. 2, some guidelines include both higher-order princi-
ples and more detailed specified requirements).

The solution to the problem of supplying more detailed 
requirements often depends on the operationalization of spe-
cific requirements; that is, making it possible for non-experts 



1017AI and Ethics (2023) 3:1013–1020	

1 3

(i.e., non-ethicists) to determine whether a requirement is 
properly satisfied. While Munn discusses operationaliza-
tions, he thinks that “operationalizing AI ethics promises 
to be difficult or even impossible, a daunting challenge 
underestimated by a technically focused industry and even 
by ethicists” [21]. However, it is not clear what Munn takes 
“operationalization” to mean. What he says seems to imply 
that a principle is operationalized only when we have a very 
precise technical solution to how it can be implemented: 
“Operationalization is not simply a perfunctory matter of 
‘translating’ an ethical value into a technological outcome. 
There are tensions and trade-offs that must be worked 
through and worked out into the material form of a data 
model or a digital product.” [21]

However, the purpose of an ethical guideline is not to 
provide a complete design for a product. That is, in order for 
an operationalization to be workable the ethical guidelines 
do not need to include specific technical solutions (even if 
they can). As I mentioned above, all that is needed is that 
the requirements satisfaction conditions can be determined 
by a human being, so that it is non-ambiguous whether a 
specific criterion has been satisfied or not. That is to say, the 
guidelines must make it clear to the designer (or user) when 
they have satisfied an ethical requirement, but the guidelines 
do not need to supply a pathway for how to achieve that goal. 
The examples that I have already given are non-ambiguous 
in this sense. Consider again, for example, the requirement 
that “information to stakeholders, (end-)users, and other 
affected persons, about the system’s capabilities and limita-
tions, is communicated in a clear, understandable, and proac-
tive manner, that enables realistic expectation setting” [3]. 
Although such a demand leaves some room for interpretation 
(as anything would), it is clearly determinable, judging by a 
reasonable standard. (For specific guidelines that are at least 
partly operationalized, see, e.g., [3, 19, 20].)

Relatedly, Munn worries that these “are highly contested 
issues, with high stakes. What is fair and who gets to decide 
it?” [21] This concern can be resolved by guidelines that 
require—as I stated before—the developer and user to make 
choices, enact them, and explicitly communicate them (cf., 
e.g., [3]). While the developer or user is making choices for 
the end-user in such cases, it is then clear to the end-user 
whether they want to use a product or service that is based 
on such choices. It is not a perfect fix, especially not in a 
fairly homogenous market place, but it is not as problematic 
as Munn seems to think. (I will return to this when I discuss 
Munn’s alternative proposal, since “his alternative”, which 
has already been used in various guidelines, relates to how 
guidelines can be improved.)

3.2 � Toothless principle and the context 
of enactment

The next issue is about enforcement and the problem that 
guidelines are toothless. While I agree that ethical guide-
lines in isolation are toothless, that is not a charge against 
the guidelines as such. That just illustrates that enforcement 
may be needed. The implementation of systems for enforce-
ment can be done in different ways. One example would be 
hard law that prescribes room for soft law in which ethical 
guidelines can play a role. It is also clear that the market 
can manage some forms of self-enforcement. An illustra-
tive comparison is the CE marking. The CE marking is a 
certification on commercial products, which symbolizes 
that they abide by important EU standards (e.g., on health, 
safety and the environment). The certification is made by 
the company itself [5], which illustrates that an enforcement 
mechanism that partly depends on good actors in the market 
can be achieved. Indeed, the principle of self-certification 
also applies to many ISO-standards.

The idea here is not to enforce a specific set of ethical 
principles or guidelines, but that we could have a set of legal 
standards that manufacturers can choose to adhere to and 
certify that they do. Another possibility is that companies, 
through binding legal announcements, make clear that they 
have adhered to some specific ethical guidelines, thus creat-
ing a situation of legal liability in case they fail to upload the 
guidelines. Moreover, as previously mentioned in Sect. 2, 
guidelines can help with the creation of standards, which can 
then also underpin regulations, which provides yet another 
foundation for enforcement.

Of course, one of my proposed solutions depends on a 
desire to provide self-enforcement, which relates to a worry 
that Munn has about what he calls “isolated principles”. 
That is, the enactment of these principles is done in a context 
(i.e., the tech industry). The problem, Munn, thinks, is that 
the tech industry has a toxic culture and hence, “Unethical 
AI is the logical byproduct of an unethical industry.” [21]

This is not necessarily a problem for guidelines, since 
guidelines can and do address this by requiring ethical stand-
ards among developers. For example, stakeholder engage-
ment, requirements on the cooperative culture, and so forth 
are available in many guidelines (see, e.g., [3, 4, 6, 9, 12, 
22, 24, 25]—see also [3] for further examples). Consider, 
for example:

Requirement 55: Diversity.
In the acquisition and design, deployment and imple-
mentation, and monitoring phases, assess and ensure:

•	 A process to include the participation of different 
stakeholders in the use and review of the system;
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•	 That efforts are made so that a wide diversity of the 
public, including different sexes, ages, and ethnici-
ties, are represented;

•	 If this is applied within your organization, then 
inform and involve impacted workers and their 
representatives in advance [3].

The same guideline also requires that “a culture is estab-
lished and encouraged in which open and structured com-
munication is provided to stakeholders, in line with their 
requirements”, “a culture of proactive problem manage-
ment”, “a proactive risk- and self-aware culture”, “a com-
pliance-aware culture”, “a culture that embraces internal 
audit”, and more [3].

Moreover, the drive for transparency requirements (as 
previously noted, it is available in 73/84 surveyed guide-
lines, see, e.g., [1, 3, 4, 12, 14, 22, 23] for specific example), 
for auditing requirements (see, e.g., [1–4, 9, 12, 14]—see 
also [7] for a discussion on AI governance and audits), and 
for accountability or responsibility requirements (see, e.g., 
[1–4, 9, 12, 14, 22, 23]) serves to respond to the concern of 
so-called “ethics-washing” or “bluewashing” [8], in which 
companies misuse ethical guidelines to make it seem as if 
they are ethical when they are not.

These responses relate directly to Munn’s own proposal, 
so instead of digging too deeply into the issue, I will turn to 
Munn’s proposal to argue that he is knocking on open doors.

3.3 � Munn’s proposal

Munn suggests that AI ethics should focus more on AI jus-
tice. In practice, Munn thinks this means “engaging with 
groups that bear the brunt of AI impacts but are not typically 
consulted: children, people of color, LGBT-QIA + communi-
ties, migrants, and other groups” [21]. As Munn argues, this 
implies a need for stakeholder engagement, which, as previ-
ously mentioned, is already a central part of many ethical 
guidelines, some of which specifically mention minorities 
and underrepresented groups (e.g., [3]). Munn also returns 
to the issue of bias, which is a standard part of ethical 
guidelines.

Of course, the worry here is more substantial. That is, if 
we have an unethical culture, then guidelines will not solve 
that. But this is exactly why some guidelines go beyond 
the satisfaction of specific technical goals, and require, for 
example, that “a common culture is established and encour-
aged that strongly promotes ethical behavior for all individu-
als in the enterprise, and establishes a low tolerance thresh-
old for unethical behaviours” [3]. This is not a silver bullet, 
but these type of suggestions do more to address the issue 
than Munn’s very limited call for more work on AI justice.

As Munn notes, these problems are arguably related to 
the issue of power relations. However, it is not clear how 

Munn thinks that we should resolve abusive or otherwise 
problematic power relations. The simple call for avoiding 
domination is already present in some guidelines. For exam-
ple, the Montréal Declaration for a Responsible Develop-
ment of Artificial Intelligence states that “AIS development 
must help eliminate relationships of domination between 
groups and people based on differences of power, wealth, 
or knowledge.” [25]

Munn also mentions transparency, auditing, and account-
ability, but none of this is new. As previously mentioned, it 
is already part of many guidelines: for transparency require-
ments (see, e.g., [1, 3, 4, 12, 14, 22, 23]), auditing require-
ments (see, e.g., [1–4, 9, 12, 14]), and accountability or 
responsibility requirements (see, e.g., [1–4, 9, 12, 14, 22, 
23]). Indeed, as mentioned in Sect. 2, it is illustrative to 
consider that transparency (and related concepts) is the most 
commonly shared principle in ethical guidelines, occurring 
in 73 out of 84 sampled guidelines [13]. As such, Munn’s 
suggestion is just knocking on open doors.

Munn also draws attention to unfair biases, which are also 
already addressed in some ethical guidelines. Consider, for 
example:

Requirement 45b: Use bias assessment.
In management and deployment and implementation 
phases, assess and ensure that:

•	 A strategy or a set of procedures is established to 
avoid creating or reinforcing unfair bias during the 
use of the system regarding the use of input data, 
and that the strategy is based on an assessment of 
the possible limitations stemming from the com-
position of the used data sets;

•	 Use of the system is guided by an awareness of 
cultural bias to prevent or exacerbate any potential 
harmful bias [3].

Thus, while I agree with Munn’s call for AI justice, his 
critique is misguided in the sense that his proposals are 
already enacted in many guidelines. Moreover, as exempli-
fied, many guidelines contain solutions to these problems 
that are far more developed than the brief ideas that Munn 
mentions.3

3  It is perhaps ironic that Munn’s proposals suffer from his own cri-
tique, since he also talks of fuzzy high-level ethical values.
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4 � Final comments

While Munn is correct in saying that there are limitations to 
what ethical guidelines and principles can do, most of his 
critique is based on cherry-picking. As I have shown, there 
are already solutions to the concerns he raises. Moreover, his 
own proposals are already an important part of many recent 
guidelines (e.g., his call for transparency completely misses 
the target, since it is a concept that occurs in almost every 
guideline). As such his criticism is misguided and his solu-
tions are knocking on open doors. Some might think: what 
about all of Munn’s examples? The fact that some guidelines 
are bad does not prove that all of them are. More impor-
tantly, it does not prove that the challenges cannot be over-
come. Indeed, as I have shown in the article, ethical guide-
lines are already far more progressed than what is reflected 
in Munn’s critique and his own proposals. Such guidelines 
illustrate both how the critique misses the target and a path 
forward given the challenges we actually are facing.

Indeed, there are clear challenges for ethical guidelines. 
The contextual sensitivity of technology raises various 
challenges (e.g., what is appropriate in one context can be 
inappropriate in another). As previously mentioned, I have 
suggested (in [19] that for some applications this implies 
that we ought to adapt our requirements to the context that 
requires the highest standard of ethical protections (e.g., 
of privacy). Thus, although contextual differences can be 
challenging, there are plausible pathways for ethical guide-
lines to resolve these issues.

Perhaps two of the most challenging issues are enforce-
ment and operationalization. However, as I have argued, 
the former is not a problem for the guidelines, but a matter 
that must be solved by other means (e.g., through regula-
tions or self-enforcement through standards). Munn is cor-
rect in noting that operationalization is challenging, but he 
seems to think that it is practically impossible, which—as 
I have argued—is rested on a mistake. Operationalization 
need not be as technical as Munn suggests. Indeed, it argu-
ably should not be, since tying guidelines to particular 
technical solutions would limit the potential for benefit-
ting from technical progress. Nevertheless, the work on 
standards, regulations, audits, and so forth shows that we 
are progressing in the right direction.

Another concern is that we have too many guidelines. 
However, that just reflects the methodological adoles-
cence of ethical guidelines. Arguably, since we already 
see progress toward some consensus building [3, 13], as 
time progresses we will hopefully have fewer guidelines. 
However, it is also important to mention that there is, and 
should be, a space for a variety of guidelines, since we can 
have guidelines for different purposes (design or use) and 

for different parts of an organization (developing team, 
marketing team, executives, etc.).

Lastly, although Munn points to some salient problems, 
such as inherently unethical corporate cultures, his pro-
posals for how to resolve these pressing matters are—as 
I exemplified in Sect. 3.3—less developed than what is 
already present in some ethical guidelines.
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