
Vol.:(0123456789)1 3

AI and Ethics (2023) 3:407–417 
https://doi.org/10.1007/s43681-022-00158-4

ORIGINAL RESEARCH

Agency in augmented reality: exploring the ethics of Facebook’s 
AI‑powered predictive recommendation system

Andreas Schönau1,2 

Received: 21 February 2022 / Accepted: 4 April 2022 / Published online: 25 April 2022 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2022

Abstract
The development of predictive algorithms for personalized recommendations that prioritize ads, filter content, and tailor 
our decision-making processes will increasingly impact our society in the upcoming years. One example of what this future 
might hold was recently presented by Facebook Reality Labs (FRL) who work on augmented reality (AR) glasses powered by 
contextually aware AI that allows the user to “communicate, navigate, learn, share, and take action in the world” (Facebook 
Reality Labs 2021). A major feature of those glasses is “the intelligent click” that presents action prompts to the user based 
on their personal history and previous choices. The user can accept or decline those suggested action prompts depending on 
individual preferences. Facebook/Meta presents this technology as a gateway to “increased agency”. However, Facebook’s 
claim presumes a simplistic view of agency according to which our agentive capacities increase parallel to the ease in which 
our actions are carried out. Technologies that structure people’s lives need to be based on a deeper understanding of agency 
that serves as the conceptual basis in which predictive algorithms are developed. With the goal of mapping this emerging 
terrain, the aim of this paper is to offer a thorough analysis of the agency-limiting risks and the agency-enhancing potentials 
of Facebook’s “intelligent click” feature. Based on a concept of agency by Dignum (Responsible Artificial Intelligence: How 
to Develop and Use AI in a Responsible Way. Springer International Publishing, Cham, 2019), the three agential dimensions 
of autonomy (acting independently), adaptability (reacting to changes in the environment), and interactivity (interacting with 
other agents) are analyzed towards our ability to make self-determining choices.
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1 Introduction

In the not so distant future, you might have technologies 
integrated into your everyday routine that are powered by 
Artificial Intelligence (AI) in ways that not only impact 
but fundamentally shape your life. As one of those future 
technologies, imagine a portable device that helps you to 
structure your daily routine by analyzing your behavior 
through microphones and cameras that are capturing every-
thing around you. Based on predictive algorithms that dis-
tinguish between things you probably like and things you 
probably don’t like, you get recommendations about what to 

do next (e.g., “Do you want to go for a walk?”) or prompts 
about tasks the system could take over for you (e.g., “Do 
you want me to run the dishwasher for you?”). Imagine that 
those recommendations about activities are not restricted 
to your home environment but that they encompass every-
thing you experience from the moment you turn the device 
on—whether you go outside for your weekly run, prepare a 
presentation you are eager to finish for work, or discuss with 
a friend about where to meet.

While this is a hypothetical future that has not yet become 
reality, ongoing research conducted by Facebook Reality 
Labs (FRL) aims at developing a predictive AI system that is 
similar to the scenario depicted above. Facebook is trying to 
reach that goal with augmented reality (AR) glasses powered 
by contextually aware AI that allows the user to “commu-
nicate, navigate, learn, share, and take action in the world” 
[10]. One of the major features of these glasses is “the intel-
ligent click” that presents action prompts to the user based 
on their personal history and previous choices. The user can 
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accept or decline those suggested action prompts depending 
on their individual preference. Facebook presents this tech-
nology as a facilitator for a new generation of communica-
tion, access, and navigation that “leads to this phenomenon 
of increased agency of you feeling like a level of control 
you’ve never had before.”1

While a future in which AI assists our actions can be 
somewhat enticing, it is also daunting insofar that it is pos-
sible that algorithms could take over our agentive capaci-
ties instead of empowering them, leaving an array of ethi-
cal uncertainties: In what ways are our autonomous choices 
constrained if a system structures our weekly routine? Can 
we become over-reliant on AI for problem solving? How 
genuine are our interactions with friends if they are based 
on advice given by an algorithm?

These questions raise significant concerns given that 
Facebook’s approach leaves it conceptually unclear in what 
way our agency is “increased” if the device is prompting us 
to perform an action. As of now, Facebook seems to presume 
a simplistic view of agency, wherein our agentive capacities 
increase parallel to the ease in which our actions are carried 
out (a thorough explanation of FRL’s intent will be offered 
at the end of Sect. 2). However, relying on such an underde-
veloped understanding of agency as the conceptual basis on 
which predictive algorithms are introduced in future tech-
nologies risks removing human responsibility for choices, 
limiting people’s decision-making capacities, and devalu-
ing human skills [8, 11]. To avoid these and other potential 
pitfalls, technologies and algorithms that structure people’s 
lives need to be based on an understanding of agency that 
takes those complex interrelations into account.

With the goal of mapping this emerging terrain, the aim 
of this paper is to offer an analysis of the agency-limiting 
risks and the agency-enhancing potentials of predictive rec-
ommendation systems using Facebook’s “intelligent click” 
algorithm as an illustrative example. This analysis can be 
used as a conceptual basis for ensuring that the integration 
of predictive algorithms into people’s everyday lives are 
developed in an ethically responsible way.

The paper is structured as follows: Section 2 starts with 
an overview of the ways in which AI already structures our 
lives using Netflix’s content management system as an illus-
trative example demonstrating how user preferences can be 

guided by algorithms. Being confronted with the already 
existing algorithms that impact our daily lives reveals the 
necessity to start an analysis about predictive recommen-
dation algorithms before more sophisticated applications 
hit the market that cover more private areas of our lives. 
As an example of what this future technology could look 
like, augmented reality (AR) is described in more detail, as 
well as FRL’s plan of using the “intelligent click” as their 
major feature that is facilitated by predictive algorithms. 
Section 3 introduces a theoretically useful conception of 
agency based on recent work by Dignum [8]. According 
to Dignum, agency in the context of AI consists of three 
dimensions: autonomy (i.e., acting independently), adapt-
ability (i.e., reacting to changes in the environment), and 
interactivity (i.e., interacting with other agents). These three 
dimensions will be defined and discussed in their ethical 
weight for predictive recommendation systems. Section 4 
offers a contextual analysis by looking at the ways in which 
the “intelligent click” feature of the FRL–AR glasses could 
extend or limit a user’s agency. Since this technology is 
still in development and, naturally, lacks any empirical case 
studies, three hypothetical case scenarios are introduced to 
explore how each of the three identified aspects of agency—
autonomy, adaptability, and interactivity—could be at risk 
of being compromised by the way in which the predictive 
recommendation algorithm functions. A conceptual analysis 
follows the introduction of each of those scenarios to iden-
tify potential issues related to compromised agency but also 
to show how the system could be developed in ways that aid 
or expand a user’s agency.

2  From present to future: the need 
for ethical oversight of predictive 
algorithms in current and future 
technologies

Algorithms that give us recommendations based on our 
behavior are influencing our choices, contributing to the 
formation of new habits, and structuring the way we spend 
our time—all while they keep us engaged with the system 
for which they are designed. Thinking about the future of AI 
and the ways it is going to impact our individual lives makes 
it easy to forget that there are already numerous technologies 
that use algorithms to recommend content for us to consume. 
Among many others, a good example is the way Netflix uses 
personalized predictive algorithms to structure content pre-
sented to their users. Netflix is an online streaming service 
that offers instant access to movies and television shows with 

1 In a recent interview with the verge [24], Facebook’s CEO Mark 
Zuckerberg revealed more information about the companies’ long 
term goals by explaining his vision of generating what he calls a 
“metaverse”, i.e. a space in which the physical and the virtual world 
come together to build their own economy. Zuckerberg describes this 
as an “embodied internet where instead of just viewing content—
you are in it.” This vision became more concrete with the recent 
announcement of the company’s name change from Facebook to 
Meta at their annual meeting “Connect 2021” [22].
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139 million subscribers in over 190 countries as of 2019, 
adding up to 140 million hours of content every day [7].2

As a video-on-demand service, Netflix allows their users 
to choose among a variety of videos to watch. To keep their 
audience engaged with the platform, Netflix uses 7 different 
types of recommendation systems powered by different algo-
rithms that, together, shape every aspect of the user experi-
ence, ranging from the genre identified as most engaging to 
the individual user (e.g., “suspenseful movies” vs. “trending 
now” vs. “because you watched”), the order of the videos in 
the “continue watching” row, to the information displayed 
about videos on screen (e.g., thumbnails, summary of the 
show): “For example, evidence algorithms decide whether to 
show that a certain movie won an Oscar or instead show the 
member that the movie is similar to another video recently 
watched by that member; they also decide which image out 
of several versions use to best support a given recommenda-
tion” [13]. Taken together, predictive recommendations are 
a crucial element for the company’s success, since they are 
responsible for 80% of the hours streamed on Netflix [13].

For streaming services such as Netflix, personalized algo-
rithms are used to provide the customer with what they are 
most likely to enjoy, which in turn keeps the user hooked and 
engaged with the platform. However, from the perspective 
of the user, the experience of being nudged into watching 
another show is not necessarily a positive one—especially 
if we take into account how their decision-making process 
is affected. In a recent article, Matthews [21] argues that 
the way Netflix influences their users reveals the true nature 
of the company’s personalized environment “that acts as a 
set of blinders which constrain the agency of the audience 
through an interface designed to dazzle and disorient Net-
flix users.” The author shows that key desires of users get 
obfuscated by an arbitrary presence or absence of certain 
browsing features, the existence of hidden menus, and the 
prominence of algorithmic recommendations. Siles et al. 
[28] describe Netflix as a heavily designed and engineered 
platform of “mutual domestication.” This means that, on the 
one hand, users are incorporating algorithmic recommenda-
tions into many aspects of their everyday life (e.g., using the 
platform while they are doing other things, such as eating 
dinner or folding laundry) while the platform’s goal, on the 
other hand, is to keep the users attached with the hope to 
turn them into ideal consumers. Matthews [21] states that the 
platform’s design (e.g., graphics, menus, buttons, the cata-
log) and the algorithms used for giving recommendations 
are based on the continual tracking of user behavior and 
algorithmic data processes, and thereby comes to the con-
clusion that users ultimately keep “exchanging their agency 

with the designers of the platform through the algorithms 
for personalized content.”

The agency-influencing relationship that we can see 
between users and algorithms with the example of Netflix 
today allows us to anticipate the impacts on users of future 
applications that might use even more sophisticated predic-
tive algorithms. So far, recommendation systems are more or 
less restricted to the specific purpose of guiding the stream-
ing, creation, or presentation of content. However, the more 
impactful individual companies become, and the more their 
products influence our decision-making in increasingly pri-
vate aspects of our personal lives, the more important it is to 
be wary of how these algorithms work and affect our agency. 
Netflix is one example that shows how a technology that 
seems harmless in its primary goal has been successful in 
introducing algorithms into our lives in ways that shape our 
behavior without us fully recognizing those effects.

At the same time, it is crucial to note that those algo-
rithms are not developed with the goal to harm people. To 
the contrary, their primary aim is to make the life of people 
easier in one way or the other. Streaming services such as 
Netflix are trying to facilitate a good viewing experience. 
Social media companies such as Facebook are aiming at 
improving digital communication between their consum-
ers. While those goals necessarily align with the individual 
companies’ aim to be profitable in a capitalistic society, this 
fact alone is not turning their products into ethically ques-
tionable ones. As a consequence, doing ethics about current 
developments in tech should not state that algorithms are at 
risk of usurping our agency simply, because big tech com-
panies are working on them for monetary reasons. Rather, 
this ethical research should consist of a nuanced analysis that 
points out the ways in which AI technologies are overstep-
ping certain agentive boundaries we identify as crucial to 
remain untouched.

There are two potential issues we need to face: First, the 
ordinary user might not perceive predictive algorithms (such 
as those employed by Netflix) as a threat to their agency. 
This lack of awareness urges an immediate assessment of 
the multiple ways in which future technologies are going to 
be embedded in our lives [3]. Second, it is important to rec-
ognize that technologies facilitated by predictive algorithms 
are constantly evolving with the potential to become more 
widespread and persuasive. In the future, the technology 
might not only track one specific aspect of our lives, but act 
as a constant observer and intervener that has the capacity 
to influence our everyday decision-making.

One of those technologies that might enter this personal 
space in the foreseeable future is augmented reality (AR). 
In general terms, AR is the superimposition of a computer 
generated image on real world imagery that is perceived by 
an observer [32]. While those projections can be made in 
a room with special equipment (such as video projectors), 

2 While many businesses struggled in 2020 due to the Covid-19 pan-
demic, Netflix increased their subscribers to 203.67 million [20].
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there is a recent trend towards implementing this technol-
ogy into head-mounted displays that use head tracking and 
depth-glasses to display computer generated images on the 
glasses the user is wearing [32]. Those AR glasses allow a 
user to have a multitude of functions displayed on objects 
that are perceived through those glasses in the real world—
such as reading incoming text messages projected on a wall, 
getting a visual of the weather forecast on a bathroom mir-
ror, or perceiving a picture of who is calling on a desk.

While AR technology is still in its early stages, a vari-
ety of researchers aim at testing the usability of AR in, 
among other areas, educational settings [12, 17], industrial 
maintenance [26], tourism [34], and surgery [32]. Parallel 
to this research being conducted, Facebook aims at provid-
ing a future in which a user can benefit from AR glasses to 
improve their everyday life. These glasses could accompany 
users during their entire day and offer recommendations 
through sophisticated predictive algorithms about actions 
they could perform next. In a recent blogpost, Facebook 
Reality Labs introduced such a functionality in their AR 
glasses as one of their major features: “the intelligent click” 
[10]. The intelligent click is an action prompt presented 
to the user that can be accepted, declined, or changed by 
microgestures (e.g., by tapping the index finger against the 
thumb). As Facebook illustrates on their website, the sys-
tem might offer the prompt “Play running playlist?” if it 
detects that a user is heading outside for a jog and, based on 
past behavior, is most likely to want to listen to their run-
ning playlist. The algorithm that is producing those action 
prompts is generating the offered options based on the pre-
vious choices and the personal history of the user. FRL is 
introducing this technology as a crucial step for users to save 
time and to not get derailed from their “train of thought or 
flow of movement” [10]. Ultimately, as Facebook mentions 
in the video attached to their blog post, this technology is 
claimed to lead to “increased agency.”

However, as we have already seen with the example of 
Netflix that is using predictive algorithms to recommend 
more content to their users, eventually leading to mutual 
domestication between the user and the machine, predic-
tive algorithms are not necessarily increasing user agency. 
Instead, they bind the user and the machine together in ways 
that we might not want or realize. This is why it is important 
to develop those technologies with a conceptual understand-
ing of agency and (ideally) integrate that understanding in 
the design and development process. Facebook’s descrip-
tion of their future AR technology and the way it is going 
to impact their users indicates that they work with an overly 
simplistic understanding of agency in which our agentive 
capacities increase parallel to the ease in which our actions 
are carried out. From the perspective of FRL, this might 
include, but is not limited to, increasing the speed, scalibity, 
and number of options of interconnected systems. Given 

those complex ways in which algorithms can influence 
our agentive capacities, it is crucial to structurally analyze 
how predictive algorithms can be designed in ways that the 
agency of agents is maintained and not limited. Since this 
technology has the potential to impact thousands of lives in 
the foreseeable future, it is absolutely crucial to start this 
analysis now.

3  A conception of agency as a theoretical 
basis for the ethical analysis of predictive 
algorithms

When it comes to creating a future in which users might be 
aided by personalized predictive algorithms, it is important 
to recognize how user agency can be affected.3 The follow-
ing section offers a definition of agency that can be used as 
a conceptual background to develop these types of technolo-
gies in an ethically responsible way. For the scope of this 
paper, the definition will be tailored towards several func-
tions in which agency can be realized in AI and, thereby, 
influence similar agentive capacities in human agents.4

An insightful take on this is proposed by Dignum [8]: 16 
who understands agency as the “capacity to act independently 
and to make own free choices.” In their work, Floridi [11] and 
Dignum [8] further distinguish agency into the three character-
istics of autonomy, adaptability, and interactivity. Autonomy 
denotes the capacity to act independently and to make own free 
choices. In this sense, human agents can be considered autono-
mous if they are not restricted by a system or, if anything, only 
aided in meaningful ways that ultimately increase their auton-
omy. Adaptability is the capability to learn from one's own 
experiences, sensory inputs, and reactions with others to react 
and adapt to changes in the environment. Human agents can 
be considered more adaptive if the decisions they make when 
confronted with sudden irregularities are not solely based on 
blindly following a system’s recommendation. Interactivity is 
the ability to perceive and interact with others. Human agents 
can be considered interactive if the way they create, maintain, 

3 There are many other ethical issues discussed in the literature such 
as algorithm privacy [9], bias [16], and trust [33]. While those issues 
are connected to agency in numerous direct and indirect ways, this 
paper will concentrate on the influence of AI on the agentive capaci-
ties of their users.
4 It should be noted that the literature offers a variety of definitions, 
criteria, and viewpoints for human agency. In the philosophical sub-
field of action theory, agency is tied to intentionality of a person per-
forming an action [4], [25]. While the three dimensions introduced 
in this paper are not sufficient to capture the whole phenomenon of 
agency, they are exceptionally well suited to point at those agentive 
capacities that might be taken over by an artificial system. This makes 
them an ideal candidate to analyze the agentive relationship between 
human agents and AI powered devices.
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and end their relationships is not taken over by a system’s 
algorithm. While this dimension of interactivity might seem 
somewhat similar to autonomy (i.e., being less influenced by 
AI), it differs insofar as it is not focusing on actions of a single 
actor but on the dynamics and interrelations between several 
human agents.

It is noteworthy that Dignum [8] introduces these three 
characteristics mainly as criteria of “AI agency”, thereby 
indicating that they can also coincide with what we would 
understand as human agency. The reason for this framing is 
that current AI systems are developed with the goal to meet 
those three characteristics. As such, if AI technologies are 
developed in a way that they are autonomous, adaptive, and 
interactive, then they hold the status of agentive systems. 
Likewise, if humans meet those criteria, then they can be 
considered agentive humans. When agentive systems and 
agentive humans interact with each other, then it depends on 
their interrelation across those characteristics whether more 
agency is held by the system or by the human. As such, the 
human capacity to act autonomous, adaptive, or interactive 
can either be diminished or aided depending on how those 
agentive capacities are implemented in the artificial system.

Recognizing this interrelation, one of the commonly 
found demands in the literature is that maintaining agency 
depends on an appropriate design for the predictive power 
of AI in a way that it fosters but does not undermine human 
autonomy, adaptability and interactivity, which together 
are linked to broader conceptions of human dignity, self-
determination, and autonomy [31]. In general terms, if AI is 
created as a supplement or replacement of human decision-
making or judgment [3], then it might result in limiting a 
person’s agency [11]. This is why many authors call for a 
balance between the decision-making power or agency we 
want to retain for ourselves and the decision-making power 
or agency we want to delegate to artificial agents or algo-
rithms [11].

Taken together, predictive systems that give recommen-
dations to their users should aid those characteristics of 
agency. While certain algorithms might support their users 
to a certain degree, those systems should not limit, restrict, 
or replace the agentive capacities of their users entirely. As 
such, it is crucial to find a balance between the amount of 
agentive capacity that is maintained by the individual human 
and the amount of agentive capacity that is taken over by 
the system.

4  The impact of predictive algorithms 
on agency: three case scenarios

While the previous section provided a conceptual under-
standing of the individual characteristics of agency, using 
those distinctions alone, it is unclear how they are going to 

play out. This technology is simply not available yet and, 
therefore, the scope in which it is going to impact human 
lives, is not immediately accessible. Nonetheless, it is 
important to start this ethical analysis of agentive capacities 
between agentive humans and agentive systems now. Oth-
erwise, those technologies might enter our lives in a slow 
but steady manner until they are part of us in such complex 
and impactful ways that disentangling ourselves from them 
is extremely difficult [3]: 57).

One strategy to address those issues now is to identify 
sociotechnical contexts in which people and algorithms 
interact [14]. This contextualization can be done through 
thought experiments that offer a detailed scenario for iden-
tifying the ways in which AI technology can be agency 
increasing or agency decreasing. Against this background, 
the following section introduces hypothetical scenarios that 
use Facebook’s intelligent click feature as an illustrative 
example to show how AI facilitated recommendation tech-
nologies could influence the three identified characteristics 
of agency. All scenarios are structured around a usage sce-
nario indicated by Facebook according to which a user is 
assisted by an AR device while putting on their running 
shoes. Starting from this example, three hypothetical sce-
narios are introduced that match the three identified char-
acteristics of agency, showing how such a system might be 
agency limiting. The following section considers how the 
technology could be changed to support human agency.

4.1  Hypothetical case scenario #1: a threat 
to autonomy

Autonomy is the first characteristic of agency and describes 
the capacity of agents to act independently and to make their 
own free choices. Regarding the relation between agentive 
humans and agentive systems, human autonomy is poten-
tially limited if the decisions and actions of human agents 
are not regarded as their own. Here is a hypothetical scenario 
in which a user gets recommendations from an AI facilitated 
system that is intended to increase their autonomy but fails 
to do so:

James is a 32 year old engineer who is tired of his 
lack of exercise during the COVID-19 pandemic. He 
decides to make the best of his situation and sets a goal 
to be more physically active. Deliberating among the 
options of bodily exercise available to him, he decides 
to go running once every three days. He is intrigued 
by Facebook’s new assistive device and buys one of 
their AR headsets as an aid to stay motivated during 
his exercise endeavor. When he activates the headset 
for the first time, the system notifies him that the high-
est accuracy of prediction is achieved if it stays always 
on. Given that James has plenty of other devices that 
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are always on, like his gaming console, his laptop, and 
his phone, this recommendation seems reasonable. He 
decides to wear his AR glasses not only for running but 
in a way that is similar to people who wear corrective 
glasses - basically throughout the whole day; from get-
ting up in the morning to going to bed at night.
After a week of using the system, the predictive algo-
rithm has successfully identified James’s behavioral 
patterns and starts recommending action items that 
are perceived as helpful to him to increase his agency 
in relation to running. On the one hand, the system 
takes over some actions, e.g. by keeping track of the 
music he listens to (e.g., “Play running playlist?”) or 
by scheduling the next exercise (“Schedule next run-
ning exercise in two days?”) while on the other hand, 
the system suggests actions for James to perform, e.g. 
by identifying or recommending exercises to do before 
he gets out (e.g., “Warm up with a stretching exer-
cise?”) or recommending food to eat after he is done 
(e.g., “Eat healthy snack in 30 minutes?”).
Little by little, the AI is going beyond putting out 
prompts concerning James’ desire to exercise and 
begins to structurehis daily routine, habits, and pref-
erences. What started off as a helpful reminder and 
personal aid to make things more convenient slowly 
turns into a streamlined recommendation system that is 
conditioning him to act upon certain actions. If James 
is not following those prompts, the system keeps nag-
ging him until he gives in. This makes it increasingly 
difficult for him to come up with his own course of 
action. Over time, he feels constrained by the options 
recommended to him and perceives them as a dimin-
ishment of his autonomy.

As AI recommendation systems get introduced perva-
sively in our lives, they can be helpful for making decisions 
that are otherwise too difficult or complicated. However, at 
the same time, it is crucial to avoid scenarios in which our 
choices get overruled by technology. To understand what 
happened to James in this hypothetical scenario, we can ask 
the question in what ways our own choices are constrained 
if a system structures our weekly routine. The scenario 
depicted here is that the system ends up making decisions 
for the user by offering a rigid structure about what to do 
next, resulting in the problem that the AI takes the decision-
making capacity away from the user.

The algorithm and the user standing in an intricate rela-
tion of autonomy to one another is a theme that can be com-
monly found in the literature. Susser [30] notes that it is, at 
least to some degree, inevitable that AI influences our per-
ceived array of choices (choice architecture) and decisions. 
After all, Floridi et al. [11] argue that it is part of the concept 
of using AI that we give some of our decision-making power 

to the machines. However, Floridi and colleagues note that 
the delegation of autonomy should not fall on the algorithm 
entirely but rather should be protective of the intrinsic value 
of human choice. To develop a responsible algorithm that is 
not holding too much decision making power, Sundar [29] 
holds that AI should function as a decision aid but not as a 
decision maker. For instance, imagine James ignoring the 
recommendations to go for a run and going to the couch 
instead. If the device keeps being insistent and keeps bug-
ging him (“Should I start the playlist to get you in the mood 
for running?'') it might feel hard to resist. If that is the case, 
James might surrender his autonomy to the machine.

Constraining the decisions of a user like that can result in 
changes of a user’s dispositions. In a number of experiments, 
Adomavicius et al. [1] show that the recommendations of 
a system primes the preferences of their users. Over time, 
they tend to take over the recommendations of a system in 
a way that they shape their disposition about what to do in 
the future. Priming creates habits and actions that might not 
be there with the decisional aids from the machine. Indi-
viduals might prefer not to have those habits and actions if 
given a more robust option or time to reflect. Given those 
considerations, users of recommendation systems are at risk 
of making a set of choices that are detached from their own 
preferences. Here, the AI became a decision maker that is 
their user’s preferences. To find a solution to this problem, 
it is crucial to present choices in a way that they are not con-
straining but enabling the user to perform actions by devel-
oping systems that have a limited capacity of autonomy.

For a system like the FRL–AR glasses to be less autono-
mous, it is crucial to redirect their capacity to create deci-
sion-making recommendations (i.e., the device suggests a 
new activity) into a capacity to give decision-aiding recom-
mendations (i.e., the device contributes to an already started 
activity). For instance, imagine a home of a user, where dirty 
clothing is lying on the floor. In this case, a decision-making 
recommendation that we are trying to avoid would consist in 
the system detecting the clothing on the floor and creating an 
action prompt based on that information (e.g., “Do you want 
help to do your laundry?”). Here, the problem consists in the 
system creating a new course of action that might not align 
with the user’s current preferences.5 To solve that problem, 
the system could instead offer a decision-aiding recommen-
dation. For instance, imagine that the user is in the process 
of loading the washer. The system might use this information 
of the currently performed action to automatically detect the 
settings that are usually preferred by the user (e.g., tempera-
ture, wash cycle) and generate an appropriate decision aiding 
recommendation (e.g., “Start the washer with the settings 

5 The only exceptions are action prompts that are intentionally set by 
the user as a reminder to start the respective activity or offering more 
autonomy-preserving choices. In the former case, the user would be 
the decision-maker by setting up appropriate alarms, or allowing the 
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you like?”). Here, the system is aiding the user in a deci-
sion, because that decision was already made by that user 
and the system’s support is not interfering with the user’s 
overall preferences. One way to implement this feature is 
to not solely focus on the ways in which algorithms could 
(potentially) promote the autonomy of human agents but 
also to rigorously constrain the autonomy of algorithms [31].

4.2  Hypothetical case scenario #2: a threat 
to adaptability

Adaptability is the second characteristic of agency and 
describes the capacity of agents to learn from new experi-
ences and to react to changes in the environment. Regarding 
the relation between agentive humans and agentive systems, 
adaptability is potentially limited if the agent is compro-
mised in comprehending and acting upon those perceived 
changes. Here is a hypothetical scenario in which a user 
gets recommendations from an AI facilitated system that 
is intended to increase their adaptability but fails to do so:

James enjoys running with his FRL-AR device. His 
favorite route is 3 miles long and leads through a 
narrow one-way street that eventually opens up to a 
secluded park. One day, however, his beloved secret 
park entrance is not accessible due to ongoing con-
structions blocking the entire street. James thinks 
about ways to get to this park on a different route, tries 
to visualize the neighboring streets, and starts running 
towards another park entrance he believes to be close. 
Shortly after he starts running, the FRL-AR glasses 
detect a deviation from his usual path and offer him 
another prompt: “Display the shortest route to your 
destination?”
Since James was nervous to explore a different route 
on his own, he is happy about the convenience the rec-
ommendation offers him. He accepts the prompt but is 
puzzled when the system urges him to turn around and 
take a completely different route. After a little while of 
deliberation, James shrugs with his shoulders, quietly 
mumbling towards his AI glasses “You probably know 
better than me.”, and starts running according to the 
recommended path.

When we are in different environments or are experienc-
ing a change on a previously known path, it can be helpful 

to rely on algorithms that help us out. Think about the ways 
in which the GPS on your phone helps you to find a new 
address or, if there is a sudden road blockage, quickly com-
putes an alternative path to your destination. The difficulty 
for all kinds of tasks that are taken over by an algorithm 
is that the computation of recommendations can happen 
in ways that obscure the user’s ability to adaptively react 
to changes in the environment themselves. To understand 
what happened to James in this second hypothetical sce-
nario, we can ask the question in what ways we can become 
over-reliant on algorithms for solving novel problems. The 
scenario depicted here is that the system is taking over the 
execution of a task.

To unravel the relationship between humans and machines 
in that scenario, it is important to think about the influence 
of algorithms on our capacity to make self-governed choices. 
Generally speaking, AI facilitated systems can be useful 
when they present us with a diverse set of choices to choose 
from. For predictive recommendation algorithms, the set of 
available options is tailored to the user based on informa-
tion collected about individual preferences, aspirations, and 
vulnerabilities [30]. However, the way that this information 
is used and computed to come to an algorithmic decision can 
be entirely obscure to the user. And yet, if the level of trust 
is high enough, it can influence a user’s capacity to engage 
in active decision making. In a recent study, Logg et al. [19] 
found that people adhere more to advice when they believe 
that it is coming from an algorithm and not from a person. 
In those scenarios, users often place a greater level of trust 
in the output of the artificial systems than in other people or 
even their own knowledge, belief, or skill.

In the literature, there are several factors discussed that 
play a role on how the reliance of a user on a system builds 
over time. Susser [30] notes that one of the major reasons is 
the power of habituation. Using a device on a regular basis 
integrates it in our everyday decision making. The more we 
are used to a device aiding our adaptive decision making, 
the less we notice the influence it has on us. Boddington 
[3] explains that this tight embeddedness of algorithms in 
our lives makes those devices invisible to us, which in turn 
affects our ability to reconsider our course of action or to 
think about alternative choices. If technology becomes invis-
ible like this, then the way that it structures and influences 
our decisions becomes invisible too, making us susceptible 
to manipulation [30]. Over time, this process can spiral into 
us “cognitively outsourcing” the task to the trusted machine, 
thereby limiting our own ability to be adaptive in new sce-
narios [29]. Independent of the concrete functional imple-
mentation, the danger consists in the user surrendering to 
algorithm-generated recommendations even if those recom-
mendations are inferior [2]. This outsourcing of cognitive 
skills creates new dependencies between the user and the 
system. Over time, this can result in the user relying more 

algorithm to be notified if certain criteria are met. In the latter case, 
in addition to a simple affirmation through clicking “yes”, action 
prompts could also be accompanied by other agency preserving 
prompts such as “no” or, if the system is constantly nagging, a “leave 
me alone” button).

Footnote 5 (continued)
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and more on the output of the system while existing skills 
to solve the original problem either wither or fail to develop 
in the first place. If a certain skill is always taken over by a 
machine, then that skill will erode over time.

A good example of skill erosion through AI is the way 
in which GPS is integrated into our lives for navigation. 
In modern day society, people use their own navigational 
skills mostly on rudimentary levels and instead rely on the 
AI system for computing and displaying their routes. In 
those cases, users often put too much trust into their devices. 
Johnson et al. [18] state that such an over confidence in the 
system results in users failing to notice the occurrence of 
faults and errors. They further show that blindly follow-
ing the recommendation of an AI system for navigation is 
a major cause for accidents, delays, and traffic. One spe-
cific example that shows the impact of following GPS 
routes without reflection is the way in which the majority of 
overpass accidents in the State of New York are caused by 
incorrectly working algorithms for navigation [27]. In those 
cases, the drivers put such a high amount of trust into their 
navigational system that they stop paying attention to their 
surrounding environment, such as road signs that indicate 
the height of bridges. Here, the algorithm interferes with 
the user’s senses to perceive and act upon changes in the 
environment.

GPS tracking and its integration into predictive rec-
ommendation algorithms is just one example that shows 
how users can overtrust AI in ways that their skills derode 
and their confidence in making informed decisions based 
on those skills in a changing environment gets negatively 
impacted. As another example, imagine driving safely 
through town while the weather suddenly shifts from sunny 
to snowy. An AI assisted driver might never learn how to 
adapt their driving to snowy conditions if the AI controls the 
vehicle through that transition.6 With the algorithms used 
in the AR–FRL system, there are numerous other ways in 
which users might blindly follow the system’s recommen-
dations due to their high trust and reliance on the system’s 
outputs.

One solution to the issue of over-reliance on tasks or 
skills that are taken over by predictive recommendation 
algorithms consists in making the algorithms more trans-
parent. For instance, if James is turning to the system to 
assist him by computing an alternative path, then he should 
get a summary of the criteria that were used to compute that 
alternative route. This allows him to take part in the skill 
of navigating, since he can help identify certain determi-
nants that are important to him, change them if needed, and 
engage in a more direct form of human machine interaction. 

The algorithms can also be designed in a way that allows 
the user to share their preferences about certain scenarios 
that may occur. For instance, James could define upfront 
that an alternative route should be computed according to 
set parameters, such as well-maintained roads, sidewalks, 
minimal hills, elevation gain, or scenic views. During the 
computation of a new route in a new environment, those cri-
teria can be fed back to him, thereby allowing him to make 
an informed decision based on the information transparently 
unfolding in front of him. Another option consists of giving 
James several alternative routes with openly communicated 
criteria. He can then choose among a variety of pre-selected 
routes and choose the one he sees fit the most. For all those 
different scenarios, his own skill of navigating through a 
new environment will be taken over by some degree. How-
ever, this sort of transparent interaction with the device does 
happen according to his terms and is likely to result in the 
development of a new skill on how to most effectively use 
the system to adaptively react to novel situations.

4.3  Hypothetical case scenario #3: a threat 
to interactivity

Interactivity is the third characteristic of agency and 
describes the capacity of agents to perceive and interact with 
others. Regarding the relation between agentive humans and 
agentive systems, interactivity is potentially limited if the 
relation to others is dictated or influenced by the system. 
Here is a hypothetical scenario in which a user gets recom-
mendations from an AI facilitated system that is intended to 
increase their interactivity but fails to do so:

James keeps running on a regular basis and makes a 
continued effort of doing exercises. However, he feels 
lonely on his daily runs, so he enlists the AR glasses 
to join a Facebook running group in his area. When he 
is going to their usual meeting place, he is welcomed 
by friendly strangers and starts exercising with them. 
During their mutual run, he starts chatting with Lydia 
who is around his age and also started running recently 
with FRL-AR glasses as a motivator. Over the next 
weeks, they continue to see each other in the group, 
often running next to each other. Recognizing their 
physical closeness over time, their respective FRL-AR 
systems recommend each other as friends, which they 
both accept.
In the days that follow, James would love to meet Lydia 
for a coffee but, at the same time, is not willing to put 
a lot of effort into taking their relationship to the next 
level. Due to his lack of engagement, he asks the FRL-
AR system for dating advice. In what follows, the algo-
rithm offers him real time tips about Lydia’s prefer-
ences. For instance, the system remembers what kinds 6 I want to thank my anonymous reviewer for suggesting this exam-

ple.
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of movies she likes when he has forgotten that they 
even had this conversation. Based on their recorded 
interaction data, the system recommends James to ask 
Lydia out for her favorite type of movie (“Ask Lydia to 
watch a horror movie?”). He accepts the prompt which 
results in an automated message sent to Lydia through 
the FRL-AR app (“Do you want to watch a horror 
movie together anytime soon?”). Lydia assumes that 
the message is genuine, feels understood, and accepts. 
In the conversations that follow, James does not want 
to put effort into remembering all that information and 
is relying more and more on the system’s recommen-
dations in order to find topics that keep Lydia engaged. 
She is not aware of that and believes that she found 
someone who truly gets her.

Predictive recommendation algorithms can influence how 
we form relationships with others. Recommendations about 
new friends or people we meet for the first time while being 
in an unfamiliar social setting can be helpful to keep track of 
new people and to enlarge the circle of acquaintances. How-
ever, there are also limits to what a recommendation system 
should be able to do. While the interaction with Lydia seems 
“successful” in some sense, the way how that conversation 
plays out might be seen as not genuine or even misleading to 
Lydia. Furthermore, it could be argued that she is robbed of 
her agency to make an informed decision about her interac-
tion with James. To understand how the algorithm went too 
far, we can ask the question how genuine our interactions 
with friends are if they are based on data suggested by an 
algorithm. The scenario depicted here is that the system is 
shaping how people interact, leading to the problem that 
the genuineness of their interaction can be questioned; and 
thereby their ability to make own decisions based on that 
perceived genuiness.

People are often seeking the help of algorithms to meet 
new people; for extending their professional network, seek-
ing other people to spend time with after work, or finding a 
potential partner through dating apps. With the rise of this 
technology, it is crucial to remember that it is not just two 
people who shape their relationship as equals but that there 
is also a software involved that encodes values and deci-
sions about what is deemed as important, leading to what 
Bucher [5]: 490f.) coined “programmed sociality.” Facebook 
is known to shape friendships within their platform by heav-
ily relying on algorithms. As Chambers [6] illustrates in her 
paper, this “algorithmically engineered friendship” can lead 
to changes in public intimacy, privacy, and trust.

While those are impactful ethical side-effects of 
technologies we already see today, in the future, those 
issues might get exacerbated when new forms of com-
munication arise that rely more on algorithms. In their 
recent work, Hancock et al. [15] coin the term “Artificial 

Intelligence-Mediated Communication” (AI-MC) which 
denotes not only the ways in which AI shapes the friend-
ships we acquire but how algorithms operate on behalf of 
the user to modify, augment, or generate messages people 
send to each other. The authors state that this is likely to 
influence both the sender on how to present themselves and 
the receiver on whether the communication is perceived 
as trustworthy or authentic. Hancock and colleagues add 
that this will also have consequences on how interpersonal 
dynamics are shaped through self-representation, impres-
sion formation, and trust.

The problem of getting real time recommendations is that 
it takes away a core value of creating and maintaining rela-
tionships: genuineness. In the hypothetical example depicted 
above, Lydia is not only continuing the conversation due 
to the mere fact that James wants to see horror movies, but 
because she is under the impression that he actually listened 
to her and genuinely cares about her interests. However, if 
AI recommendation systems are powerful enough to shape 
the communication of people in a way that the authentic-
ity of their messages can be questioned, then they are at 
risk of replacing a genuine exchange of love and care with 
probabilistic judgments about topics of interests that lack 
the sincere characteristics that are at the core of meaningful 
social interactions.

This potential risk in AI mediated social interactions is 
further exacerbated by the fact that AR is likely to generate 
new ways of communication that go far beyond sending and 
receiving text messages. For instance, AR glasses might be 
used to project other people into the individually perceived 
environment, such as a virtual image of a friend sitting on 
a chair at your kitchen table. While this change in format 
opens new forms of immersive communication that can be 
beneficial, Miller et al. [23] have already shown that it also 
negatively influences people’s task performance, nonver-
bal behavior, and social connectedness, especially in larger 
group gatherings, where only some but not all people have 
access to that technology.

As of now, it is not clear how much those novel social 
features that might be possible in the future are going to 
shape the interactivity of people. Apart from their overall 
feasibility, their impact also depends on what Chambers [6] 
calls the “scale of sociality”, i.e., what type of conversations 
are going to be typical with what kind of device. She illus-
trates that term by showing how social media apps are used 
for different purposes. For instance, WhatsApp has group 
limits for up to 20 people and is mostly used for private and 
intimate connections while the group scales on Facebook 
and Twitter reach thousands of people, thereby influencing 
the content shared and the type of conversations held. If the 
algorithms for AR are embedded with social media apps, 
then they have immense power to shape how people generate 
new friendships, maintain existing ones, and communicate 
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with each other—and what it means to be genuine in those 
interactions.

Overall, there are numerous ways in which algorithms 
affect the interactivity of people who are trying to get to 
know each other or engage in a conversation. Going back to 
the example of how Lydia and James met, there are several 
ways in which their agency is potentially impacted. Using a 
device as a means for interaction is not necessarily problem-
atic but having algorithms that drive the content of a conver-
sation might result in building unwarrented trust—like in the 
case of Lydia who is lead to believe that James is genuinely 
interested in her. There are many questions in this scenario 
alone that are in need of a more throrough examination: How 
do we design, build, and advertise this technology in a way 
that it preservers people’s interactive capacities and their 
agency? How can we support genuine interactions without 
becoming too intrusive on intimacy? It is crucial to actively 
pursue those and other follow-up questions while the tech-
nology is advancing to offer oversight that aims at protecting 
human agency as much as possible.

5  Conclusions

There is an overwhelming amount of research—a lot of it 
done in industry—that aims at developing future AI systems 
which are likely to impact the lives of hundreds of thou-
sands of individuals. Many advances those technologies are 
expected to bring have a reasonable chance of being sup-
portive and helpful for improving people’s lives. However, 
they can also have negative consequences that can diminish 
the agentive capabilities of their users.

This paper focused on the predictive recommenda-
tion algorithm of the “intelligent click” that is currently 
in development by Facebook Reality Labs for their future 
AR headset. The goal was to illustrate how the underlying 
algorithm might shape, influence, and redirect the agentive 
capacities of people using that device. To generate a con-
ceptual foundation of those agentive capacities, agency was 
defined by the three dimensions of autonomy (i.e., acting 
independently), adaptability (i.e., reacting to changes in the 
environment), and interactivity (i.e., interacting with oth-
ers). Hypothetical thought experiments were introduced that 
point at the ways in which the AI system could take over 
those agentive capacities in unwarranted ways. To redirect 
the design of such systems, a variety of relevant questions 
were asked that revealed what types of human machine inter-
actions should be avoided in the future.

For understanding autonomy, we can ask the question in 
what ways our own choices are constrained if a system struc-
tures our weekly routine. The scenario depicted here is a 
system that ends up making decisions for the user. For ensur-
ing human autonomy in future predictive recommendation 

systems, we must ask how we can offer decision-aiding rec-
ommendations without prompting decision-making recom-
mendations. For understanding adaptability, we can ask the 
question in what ways we can become over-reliant on algo-
rithms for solving novel problems. The scenario depicted 
here is a system that is taking over the execution of a task. 
For ensuring human adaptability in future predictive recom-
mendation systems, we must ask how we can provide rel-
evant information without presuming preferred adaptations 
or taking over a skill entirely. For understanding interactiv-
ity, we can ask how genuine our interactions with friends 
are if they are based on data suggested by an algorithm. 
The scenario depicted here is a system that is shaping how 
people interact. For ensuring human interactivity in future 
predictive recommendation systems, we must ask how to 
support genuine interactions without becoming too intrusive 
on intimacy.

To mitigate those ethical issues for future AR products, it 
is imperative to implement an analysis of the user’s agentive 
capacities alongside the early stages of the technology. This 
analysis can serve as a foundation for the ethical oversight 
during the design and development processes of emerging 
technologies in ways that human agency is protected at all 
times. Only if those issues are taken seriously and acted 
upon immediately, predictive recommendation algorithms 
such as the intelligent click can be developed in responsible 
ways—instead of being recognized too late when the tech-
nology is already on the market and widely used.
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