
Fa et al. AAPPS Bulletin           (2024) 34:23  
https://doi.org/10.1007/s43673-024-00127-5

REVIEW ARTICLE Open Access

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://creativecommons.org/licenses/by/4.0/.

AAPPS Bulletin

Progress in acoustic measurements 
and geoacoustic applications
Lin Fa1,2*   , Huiting Yang2, Yuxiao Fa3, Shuangshuang Meng2, Jurong Bai2, Yandong Zhang2, Xiangrong Fang2, 
Xiao Zou4, Xinhao Cui4, Yanli Wang1 and Meishan Zhao5 

Abstract 

Geoacoustic exploration is a rapidly evolving field investigating underground rock formations and sediment environ-
ments through acoustic waves. In this paper, we present a review of recent research progress, focusing on newly 
discovered physical phenomena, such as the reflection and refraction of acoustic waves at the interface between ani-
sotropic rocks and between liquid and solid, the characteristics of electric-acoustic (and acoustic-electric) conversion 
of piezoelectric transducers, the physical mechanism of acoustic wave propagation in viscous media, and the gen-
eration of intrinsic noise. We developed new physical models, introduced a parallel transmission network describing 
piezoelectric transducers for electric-acoustic (and acoustic-electric) energy transfer, and derived new formulations 
and algorithms associated with the latest model. We will discuss the potential of abnormal incidence angle, acoustic 
attenuation, and acoustic Goos-Hänchen effect and propose a method of inversion of formation reflection coeffi-
cient using logging and seismic data acquired from anisotropic rocks with dip angle. We will also discuss the physical 
mechanism and potential applications of the intrinsic noise generated inside viscous solid media. Finally, we intro-
duce a parallel/series lumped vibrational transmission network, explain the acoustic measurement process, and dis-
cuss applications of the Kaiser effect in petroleum engineering.
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1  Introduction
The anisotropy of rock strata affects the propagation, 
polarization, and reflection/refraction of acoustic sig-
nals in seismic exploration and acoustic logging, which 
is essential for accurate forward modeling of geophysi-
cal prospecting and acoustic logging as well as correct 
inversion interpretation of seismic exploration data and 

acoustic logging data. Consequently, the impact of rock 
anisotropy on the propagation, polarization, and reflec-
tion/refraction of elastic waves has garnered increas-
ing attention in geoacoustics and has been extensively 
researched and documented.

Backus [1] was the first to predict the macro-anisot-
ropy behavior in underground rock formations under 
long wavelength conditions. The rock is transversely 
isotropic with a vertical axis of symmetry (VTI), and we 
use transverse isotropy with a tilted axis of symmetry 
(TTI) media models to describe the rock’s anisotropy of 
subterranean rock formation. Ĉervenŷ [2] utilized the 
stiffness coefficients of hexagonal crystals to character-
ize the macroscopic anisotropy of rock. Thomsen [3] 
and Wang [4, 5] reported the measured rock anisotropy 
parameters and gave the relationship between the rock 
anisotropy parameters and the stiffness coefficients of 
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the hexagonal crystalline system solid. Crampin et al. [6] 
and Fa and Zhao et al. [7] investigated the polarization 
properties of homogeneous P waves propagating in ani-
sotropic rock formations, and Helbig et al. [8] discussed 
the abnormal polarization of homogeneously elastic 
waves propagating in VTI media. Auld [9] and Car-
cione [10] elaborated that the direction and magnitude 
of the phase velocity vectors of P/SV waves propagating 
in VTI media are usually different from those of their 
energy velocity vectors, except for some specific direc-
tions. Based on reported rock anisotropy parameters 
[3–5], Fa and Zhao et  al. [11] calculated the relation-
ship between energy velocity vectors and phase velocity 
vectors, discussed the effect of rock anisotropy on the 
time-depth conversion of seismic data, and proposed an 
accurate time-depth conversion algorithm for seismic 
data for the case of considering rock anisotropy. Daley 
et al. [12, 13], Rüger [14], Tsvankin [15], Carcione [10], 
and Klimeš [16] discussed reflection/refraction coef-
ficients at anisotropic rock interfaces, while Ostrander 
[17] and Castagna [18] focused on the application of 
reflection coefficients at isotropic rock interfaces to 
geophysical exploration. Fa et  al. [19–21] derived the 
4th polynomial for calculating the reflection/refrac-
tion angle at the VTI-VTI media interface, Fa and Zhao 
et  al. [22] derived the 8th polynomial for calculating 
the refraction angle at the VTI-TTI media interface, 
and they proposed the fast and accurate algorithms 
for calculating the reflection/refraction coefficients at 
the VTI-VTI/VTI-TTI media interfaces. Fa and Zhao 
et al. [19, 21–24] conducted a theoretical simulation to 
analyze and explain the reflection and refraction char-
acteristics of the interface of anisotropic media, the 
polarization state of the generated mode conversion 
wave, and some physical phenomena and predicted that 
the refracted P waves induced at some anisotropic rock 
interfaces may have an abnormal incidence angle in 
the region over the critical incidence angle, which can 
lead to an abrupt change in the polarization trajectory 
and direction of rotation of an inhomogenous elliptical 
polarized wave.

The Goos-Hänchen effect [25], a significant phenom-
enon in optics, is understood as follows:

	(i)	 Total reflection occurs when a beam of light waves 
is incident from a light-dense medium at the 
interface between a light-dense and light-sparse 
medium in the post-critical angle region.

	(ii)	 The reflected light wave produces coherent 
interference.

	(iii)	 The synthesized light wave produces a transverse off-
set at the interface concerning the point of incidence.

The concept of the Goos-Hänchen effect in optics 
has been extended to acoustics. Recent advancements 
in understanding the acoustic Goos-Hänchen effect 
have significantly enriched our knowledge. Atalar 
et al. [26] improved the assumption of the interface by 
replacing the mirror-reflected interface with an elas-
tic interface. Briers et  al. [27] also applied the model 
of the transverse offset effect of optics to ultrasonic 
nondestructive testing techniques. Liu et  al. [28, 29] 
improved theoretical calculation with an all-direc-
tional sinusoidal incident wave (angular spectrum 
equals 1, and the frequency spectrum is a Delta func-
tion) and applied the acoustic Goos-Hänchen effect 
to the time-depth conversion technology of seismic 
exploration data. The image of the reflected acous-
tic field, as recorded by Zhu [30, 31], demonstrated 
the existence of the acoustic Goos-Hänchen effect 
generated at the interface of the liquid-void medium, 
i.e., the reflected waves exhibit lateral migration. 
This phenomenon of predicting the lateral migration 
of reflected waves at the interface can be applied to 
acoustic logging and geophysical exploration. How-
ever, their research and experimental verification 
did not address the issue of the propagation speed 
of reflected waves at the interface. Fa and Zhao et  al. 
[32] introduced a novel physical model for the acous-
tic Goos-Hänchen effect, conducted further theoreti-
cal investigation on the lateral migration induced by 
reflected P wave signals with multifrequency com-
ponents at the interface between liquid and isotropic 
solid, and proposed the potential existence of a new 
physical phenomenon: the propagation velocity of the 
reflected P wave at the liquid-solid interface is not only 
determined by the physical parameters of the media on 
both sides of the interface but also influenced by the 
incident angle. As an essential component in acous-
tic measurements, a transducer is fundamental for 
achieving the mutual conversion of acoustic and elec-
tric signals. A wide variety of piezoelectric transducers 
have been investigated and applied in many differ-
ent fields. By introducing two frequency-dependent 
mechanical components (i.e., radiation resistance and 
radiation mass), Fa and Zhao et al. [33–37] established 
the parallel-electric equivalent circuit of the piezoelec-
tric transducer excited by electric/acoustic signal with 
multifrequency components. Piezoelectric transducers 
are also extensively utilized in petroleum logging and 
geophysical exploration instruments.

Extensive theoretical, experimental, and applied 
studies have been carried out in many fields on the 
physical mechanisms that generate acoustic attenu-
ation and intrinsic noise from both macroscopic and 
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microscopic viewpoints. Wang et  al. [38] investigated 
the relationship between the intrinsic frequency and 
the early strength development of cement mortar. 
That study showed that intrinsic frequency is related 
to the properties of the cement mortar around the 
transducer, which is the comprehensive response of 
the mechanical load of cement mortar and the elec-
tric-acoustic (or acoustic-electric) conversion of the 
piezoelectric transducer. Fa and Zhao et  al. [33–37] 
investigated the damped attenuation characteris-
tics of different piezoelectric transducers related to 
the intrinsic noise generated during the transducer’s 
electric-acoustic/acoustic-electric conversion. Alexet 
al. [39] introduced an extended mathematical frame-
work for analyzing external and intrinsic noise. Jangir 
et  al. [40] studied the influence of randomness inher-
ent in biochemistry on the response (intrinsic noise) 
and the variability of cell state (external noise) on the 
information transmitted through the signal network. 
Fa and Zhao et  al. [41] studied the effects of particle 
vibration-damping attenuation and wave propagation 
attenuation on the amplitude of measured acoustic sig-
nals, found that the particle vibration-damping attenu-
ation is relative to the intrinsic noise, and anticipated 
that the obtained intrinsic noise (from actual acoustic 
logging signals) could be applied to invert the physical 
characteristics and internal structure of the formation 
around the oil well, to evaluate whether the measured 
rock formation was an oil and gas reservoir and the 
condition of the oil well, thereby enabling calculation 
of oil or gas content.

The Kaiser effect has also been widely used in many 
fields, e.g., for nondestructive testing of metal prod-
ucts. The Kaiser effect of rock can provide a design 
basis for geotechnical engineering. Li et al. [42], Zhang 
et  al. [43], and Fu et  al. [44] studied the characteris-
tics of the Kaiser effect on rocks under different load-
ing conditions. Zeng et  al. [45] studied the influence 
of different confining pressures on acoustic emis-
sion events in rock samples. Based on the rock Kaiser 
effect, we can make several rock samples with drill-
ing cores, slowly pressure them, observe the acoustic 
emission events caused by the rock samples with new 
micro-fractures (releasing rock stress for a short time), 
and evaluate the principal stresses of underground 
rock formations, providing fracturing design basis for 
low permeability rock oil wells to improve oil and gas 
production.

We present this review, focusing on a few selected 
progresses from our research group, specifically the fol-
lowing aspects, which we will discuss in detail in the fol-
lowing sections.

(a)	The possibility of abnormal incidence angles of 
reflection and refraction of acoustic waves at the 
interface of anisotropic rock layers directly impacts 
the amplitude versus offset (AVO) analysis used 
in seismic exploration. This analysis, crucial for 
evaluating variations in the reflection amplitude of 
seismic waves with distance changes between shot 
points and receivers and the time-depth conversion 
of seismic exploration data, underscores the urgent 
necessity of understanding abnormal incidence 
angles.

Our collaborative efforts have led to other closely 
associated studies, including acoustic attenuation, the 
acoustic Goos-Hänchen effect arising from the complex 
reflection coefficients, and the inverting rock-layer reflec-
tion coefficient-serials method by logging and seismic 
data. Together, we have established a seismic exploration 
wavelets dictionary to reflect possible geological struc-
tures of a region’s subsurface rock formations, highlight-
ing the collective impact of our research.

(b)	The studies of the generation mechanism of intrinsic 
noise in viscous solids enhance our understanding of 
its physical nature.

Intrinsic noise in solids, a product of the inherent 
motion of particles within the material, is a fascinat-
ing area of study. When a harmonic force is applied, 
this motion transitions from a static state to a steady 
harmonic vibrational state, a process influenced by the 
particles’ inertia and viscosity. This natural motion, 
when externally disturbed, gives rise to intrinsic noise. 
The frequency spectrum corresponding to this tran-
sient process of particle motion mirrors the inherent 
noise generated by the particles within viscous iso-
tropic solids. It is a subject of extensive research in a 
wide range of fields, including its impact on entropy 
noise in nozzles, mode coupling instability in friction-
induced vibration, and the use of mathematical models 
to predict flow-acoustic noise. Notably, the investiga-
tion into the exact source of intrinsic noise is ongoing, 
adding to the intrigue and curiosity surrounding this 
topic. Therefore, understanding the physical mecha-
nism is essential and a significant opportunity for sci-
entific advancement.

(c)	An acoustic transducer is a reliable tool for convert-
ing acoustical waves into electrical signals and vice 
versa, which is crucial in many applications, includ-
ing geological explorations.
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An acoustic measurement consists of three processes. 
A transmitter, which generates an acoustic signal, is 
a crucial component. This signal is then transmit-
ted through the medium, such as air, water, or a solid 
medium, to reach a receiver. The receiver, another critical 
component, accurately detects the transmitted acoustic 
waves. Thus, the transducer, i.e., the combination of the 
transmitter and receiver, enables precise and trustworthy 
measurements of acoustic properties.

Modeling the transmission process through an elec-
tric circuit has been a staple for decades. However, 
the transmitter signal that excites the transducer may 
contain numerous frequency components, and the 
radiation resistance and mass are frequency functions. 
Grasping the intricacies of signal transmission with 
multiple frequencies for accurate energy conversion is 
not just essential but also holds significant implications 
for practical use, underscoring the importance of our 
work.

This paper focuses on the transducer’s electric-acoustic 
conversion process in transmission signals with multiple 
frequencies in a parallel electrical circuit transmission 
network. This understanding has profound implications 
for practical applications, reinforcing the real-world 
impact of our research.

(d)	The Kaiser effect, a remarkable function of rock for-
mation, allows it to memorize its history of enduring 
the most significant stresses. When a force surpasses 
the maximum stress applied to a rock sample, the 
rock promptly escalates the frequency of acoustic 
emission events. Grasping the Kaiser effect is a key to 
unlocking the mysteries of material behavior under 
stress, a crucial aspect in various scientific and engi-
neering pursuits.

By examining the magnitudes of previous stresses 
applied to a specimen, we can gain valuable insights into 
material behavior under different loading conditions.

The Kaiser effect, which involves measuring acous-
tic emission, leverages internal or potential defects 
in a rock to automatically produce acoustic emission 
events as they change state in response to external 
action. This approach is beneficial in predicting how 
materials will behave under stress, enhancing our abil-
ity to design and engineer structures that can with-
stand such conditions. To measure acoustic emission, 
we use specialized sensors that detect the high-fre-
quency acoustic waves emitted by the rock as it under-
goes stress.

Numerous practical applications of the Kaiser effect 
exist, such as stress testing. We can measure acoustic 

emission in the laboratory by subjecting a rock sample to 
uniaxial pressure, which allows us to predict the stresses 
in subsurface rock formations or oil reservoirs based on 
the applied pressure corresponding to the initial moment 
of measured acoustic emission events rapidly increasing 
from the rock sample.

Further examples of the Kaiser effect include geological 
disaster warning and dam safety detection. We continu-
ously review and advance our understanding of the Kai-
ser effect and its applications, a testament to this field’s 
ongoing progress and potential.

2 � Theoretical study on the possibility of abnormal 
incidence angles

Most real subsurface rock formations have some degree 
of anisotropy and are often not 100% horizontal lay-
ers but rather oblique layers with a particular dip. The 
reflection/refraction of acoustic waves is one of the 
most fundamental problems in acoustics, involving the-
oretical studies, experimental verification, and practical 
applications. Investigating reflection/refraction coeffi-
cients at the interface of subsurface rock layers is very 
important for AVO analysis and time-depth conversion 
of seismic exploration data.

Based on the rock anisotropy parameters reported by 
Thomsen [3], Fa and Zhao [19, 20] et  al. conducted a 
rigorous study of the reflection/refraction coefficients 
of anisotropic rock interfaces. They found that for some 
anisotropic rock interfaces, inhomogeneously refracted 
P waves create abnormal refraction, verified the rea-
sonableness of the abnormal incidence angle by using 
Snell’s theorem and the law of energy conservation, and 
established the elliptic polarization equation of inho-
mogeneously refracted P waves [19, 21–24]. The com-
putational results show that the abnormal incidence 
angle can not only cause an abrupt change in the size 
and shape of the elliptical polarization trajectory of the 
inhomogeneous mode-conversion wave but also cause 
an abrupt change in its elliptical polarization rota-
tion direction. Many problems related to the potential 
abnormal incidence angles still need further study. In 
this section, we provide a theoretical discussion of the 
reflection/refraction of acoustic waves at interfaces 
between different rock layers and the possibility of 
abnormal incidence angles.

2.1 � Establishment of 4th/8th polynomials for reflection/
refraction angles at VTI‑TTI media interfaces

In a good observation of the TTI medium model, we 
can rotate the VTI medium model around any horizon-
tal axis by a given angle (φ), as shown in Fig. 1.
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For a VTI medium with a hexagonal crystal solid struc-
ture, we may express the matrix of elastic stiffness coef-
ficients in terms of the stiffness matrix [9].

The elastic stiffness coefficient matrix ( C(T ) ) cor-
responding to the TTI medium obtained by rotating 
the elastic stiffness coefficient matrix ( C(V ) ) of the VTI 
medium by an angle ϕ around any horizontal coordinate 
axis using the Bond transformation is as follows.

(1)C(V ) =

c
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Figure 2 shows the theoretical interface model of the 
VTI-TTI media interface, where the VTI medium is 
the incidence medium, the TTI medium is the refrac-
tion medium, and the incidence/reflection/refrac-
tion angles ( θ(j) ) correspond to responsive indices 
{j} = {0,1,2,3,4}.

Figure 2a displays the angle (φ) between the symmetry 
axis of the VTI medium and the symmetry axis of the 
TTI medium, and Fig.  2b shows the wavefront normal 
and polarization directions of the incident P wave and 
the four mode conversion waves generated at the VTI-
TTI medium interface. The solid line with arrows indi-
cates the phase velocity direction, and the dashed line 
with arrows is the polarization direction. The z-axis and 
Z-axis are the symmetry axes of the VTI and TTI media. 
The displayed waves ( S(0) , S(1) , S(2) , S(3) , and S(4) ) are the 
incident P wave, the reflected P wave, the refracted P 
wave, the reflected SV wave, and the refracted SV wave, 
respectively.

We can obtain the phase velocity solutions of the inci-
dent P wave, the reflected P wave, and the reflected SV 
wave on one side of the VTI medium by solving the Kel-
vin-Christoffel equation,

(2)C(T ) =



















c
(T )
11 c

(T )
12 c

(T )
13 0 c

(T )
15 0

c
(T )
12 c

(T )
11 c

(T )
23 0 c

(T )
25 0

c
(T )
13 c

(T )
23 c

(T )
33 0 c

(T )
35 0

0 0 0 c
(T )
44 0 c

(T )
46

c
(T )
15 c

(T )
25 c

(T )
35 0 c

(T )
55 0

0 0 0 c
(T )
46 0 c

(T )
66



















(3)v
(0,1,3)
1,2

=

{[

A
(V )
4

sin
2 θ(0,1,3) + A

(V )
5

± Q(V )(θ(0,1,3))

]

/2

}1/2

(4)Q(V)(θ(0,1,3)) =

[

(

A
(V)
1 sin2 θ(0,1,3) + A

(V)
2 cos2 θ(0,1,3)

)2
+

(

A
(V)
3

)2
sin2 2θ(0,1,3)

]1/2

Fig. 1  Anisotropic VTI medium and TTI medium models: (a) VTI 
medium model; (b) TTI medium model

Fig. 2  VTI-TTI media interface model
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The superscripts {0, 1, 3} denote the incident P wave, the 
reflected P wave, and the reflected SV wave, respectively.

The expressions for the phase velocity solutions of the 
refracted P wave and the refracted SV wave on one side 
of the TTI medium are as follows,

where

The superscripts {2, 4} denote the refracted P and SV 
waves. The coefficients A(V )

i  are parameters related to the 
VTI medium, and cj and bj are some parameters related 
to the TTI medium, where the subscripts {i} = {1, 2, 3, 4, 
5}, {j} = {1, 2, 3}, and {l} = {1, 2, 3, 4, 5}.

Based on Snell’s law, the 4th polynomials of the reflec-
tion angles of the reflected P wave and the reflected SV 
wave generated in the VTI medium are as follows,

The 8th polynomial of the refraction angle for refracted 
P waves and refracted SV waves in a TTI medium is

The coefficients B(1,3)
j  ({j} = {1, 3, 5}) and fl ′ ({l} = {1, 2, 

3, 4, 5}) are related to the incident angle and the physical 
parameters of the media on both sides of the interface.

2.2 � A fast algorithm for calculating reflection/refraction 
coefficients at VTI‑TTI media interfaces

Based on the acoustic-boundary conditions at the solid-
solid interface, the continuity of the normal component and 
tangential component of particle displacement, and the con-
tinuity of the normal component of stress at the interface, 
the matrix equations of the reflection/refraction coefficients 
at the interface of VTI-TTI media are established as follows,

The coefficients ( R(1) , R(2) , R(3) , and R(4) ) correspond 
to the P-P wave reflection, P-P wave refraction, P-SV 
wave reflection, and P-SV wave refraction at the inter-
face. M-matrix and N-matrix elements are related to the 
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physical properties of the VTI and TTI media and the 
incidence/reflection/refraction angles.

From Eqs. 7, 8 and 9, we can establish a fast algorithm 
for calculating the reflection/refraction coefficients at the 
VTI-TTI interface.

By setting angle φ = 0 in Fig.  2, the VTI-TTI interface 
becomes a VTI-VTI interface. Holding the anisotropic 
parameters ( ε(in) , δ∗(in) 和 δ∗(re) ) as selected constants, we 
show the relationships of the reflection coefficients ( R(1) , 
R(2) , R(3) , and R(4) ) versus the anisotropic parameter of 
refraction ( ε(re) ) and the incident angle ( θ ) for the interface 
between A-shale (abbreviation of anisotropic shale) and 
O-shale (abbreviation of oil shale), as shown in Fig. 3. These 
results provided us with the following understandings:

(i) Our algorithm, with its high accuracy and efficiency, 
reliably calculates the reflection/refraction coefficients 
of the VTI-TTI or VTI-VTI media interface. The calcu-
lated reflection/refraction angles adhere to Snell’s theo-
rem, and the computed reflection/refraction coefficients 
uphold the law of energy conservation;

(ii) Considering rock strata’s anisotropy and the TTI 
medium’s inclination angle, the calculated reflection coef-

ficient becomes a powerful tool for precise AVO analysis 
of seismic exploration data. This practical application 
underscores the relevance and usefulness of our research;

(iii) The enhanced understanding lays a robust theoreti-
cal foundation for studying the transverse displacement of 
reflected P waves on the interface between two different 
media when acoustic waves incident in the post-critical-
angle range. It also provides a theoretical basis for accu-
rate time-depth conversion of measured seismic data.

(iv) The anisotropy of rock and the TTI medium slope 
angle will significantly impact the amplitude, phase, and 
critical incident angle in reflection/refraction coeffi-
cients, underscoring our significance and depth.

2.3 � Polarization coefficients of homogeneous/
inhomogeneous mode‑conversion waves generated 
at the anisotropic rock interface and elliptic 
polarization equation for inhomogeneous 
mode‑conversion waves

Employing the rock anisotropy and physical param-
eters reported by Thomsen [3], we found that abnormal 
refraction occurs at some rock interfaces with strong 
anisotropy while calculating acoustic wave reflection/
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Fig. 3  Reflection and refraction coefficients as functions of the incident angle and the anisotropic parameter for the interface between A-shale 
and O-shale: the left panel presents the amplitudes of the reflection and refraction coefficients, and the right panel presents their corresponding 
phase angles [19]
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refraction coefficients [19]. This understanding led 
us to predict the existence of the potential abnor-
mal incidence angles corresponding to the refracted P 
wave. These results are essential, as they show that the 
refracted P wave has different phase velocity solutions 
in “the pre-abnormal incidence range” and “the post-
abnormal incidence angle region.” These findings have 
significant influences and implications for our under-
standing of wave propagation. We have also derived 
the analytical expressions of the polarization coeffi-
cient vectors of the inhomogenous mode-conversion 
wave generated at the interface for the first time. Fur-
thermore, we have established the elliptic polarization 
trajectory equations of the inhomogenous refraction P 
wave generated at the anisotropic rock interface. We 
then discuss the effects of rock anisotropy and inci-
dence angle on the elliptical polarization state of inho-
mogenous refracted P waves.

Based on Christoffel’s equation and the normalization 
condition, for the incident and mode-conversion waves 
at the anisotropic rock interface, we can obtain the x - 
and z-components of the polarization coefficients (i.e., 
vectors),

The analytical expressions of the polarization coeffi-
cients in different incident angle regions are as follows.

(i)	For an incident wave, which is a line-polarized wave 
in all incidence angle ranges, the polarization coef-
ficients are all real numbers and can be written as

Where, φ(m) = atan Im[R(m)]
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For the four mode-converted waves, which are all 
homogenously line-polarized, their polarization coeffi-
cients are all real numbers, and their analytical expres-
sions, meticulously derived and verified, remain as 
Eqs. 12 and 13.

	(ii)	 In the region past the critical angle of incidence, 
the homogenous mode conversion waves gener-
ated at the anisotropic rock interface are still line-
polarized. In this case, the corresponding reflec-
tion/refraction coefficients are complex numbers, 
and they create a phase shift relative to the incident 
wave, whose analytical expression is as below

	(iii)	 In the post-incidence critical-angle region, the 
inhomogenous mode conversion wave generated 
at the anisotropic rock interface is an elliptically 
polarized wave with one component of the polari-
zation coefficients being a mathematically real 
number (not complex) and the other one being 
an imaginary number. The analytical expressions 
for the two sets of polarization coefficients can be 
written by
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In Eqs.  12, 13, 14, 15, 16, 17, 18  and 19, the super-
scripts { m} = {0, 1, 2, 3, 4} denote the incidence P 
wave, reflection P wave, refraction P wave, reflection 
SV wave, and refraction SV wave, respectively; Ŵ(m)

11  , 
Ŵ
(m)
13  , and Ŵ(m)

33  are parameters related to the properties 

of the anisotropic rocks and the angles of incidence/
reflection/refraction.

Equations  16 and 17 are analytical expressions for the 
polarization coefficients of the inhomogenous mode-con-
version wave. They are applicable in the region past the 
incidence critical angle without abnormal incidence angles 
or in the post-incidence critical angle region but smaller 
than the abnormal incidence angle. Equations  18 and 19 
further contribute to our understanding by providing the 
polarization coefficients of the inhomogenous mode con-
version wave in the post-abnormal incidence angle region. 
These equations are crucial for understanding the behavior 
of the mode-conversion wave under specific conditions.

The elliptical polarization equation, a precise repre-
sentation of the inhomogenous mode conversion wave 
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generated at the anisotropic rock interface, is established 
based on Eqs. 16, 17, 18 and 19. This equation is a testa-
ment to the meticulousness of our research as

The expression for the polarization angle of an inho-
mogenous mode-converted elliptical polarized wave gen-
erated at the VTI-TTI media interface is as follows:

For the case of P wave incidence, the superscript m is 
only possible to choose 2 or 4.

Equations 18 and 19 indicate the possibility of abnor-
mal incidence angles at some anisotropic rock inter-
faces. We use the rock interface consisting of A-shale 
and O-shale as a model sample for our calculations [3]. 
The refraction angle’s sine and the phase velocity of the 
refraction P wave versus the incidence angle are calcu-
lated and shown in Figs. 4 and 5.

Figure 4 shows that the angle’s sine for the refracted P 
wave ( sinθ(2) ) is real in the incidence angle range ( θ(0) ) 
from 0◦ to 62.04◦ and is imaginary after θ(0) = 62.04◦.

Figure  5 shows that the first phase velocity solu-
tion v(2)1  of the refracted P wave is real in all regions 
of incidence angles, and the maximum peak occurs at 
θ(0) = 62.04◦. In the region of incidence angle less than 
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Fig. 4  Relationship between the sine square of the angle of reflection and the angle of incidence of a P wave: (a) the relationship of Re[sin θ(2)] 
versus θ(0) ; (b) Im[sin θ(2)] versus θ(0)
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48.34°, the second phase velocity solution v(2)2  of the 
refracted P wave is a real number, and in the region of 
incidence angles greater than 48.34°, the second phase 
velocity solution v(2)2  of the refracted P wave is an imag-
inary number. Its modulus has a maximum peak at 
θ(0) = 62.04◦ . The results of Figs. 4 and 5 indicate that 
the value of sin θ(2) and the solution of the phase veloc-
ity corresponding to the refraction P wave are abnor-
mal at that incident angle θ(0) = 62.04◦ , defined as an 
abnormal incidence angle.

The ratio of the incidence angle’s sine to the phase 
velocity ( sinθ(0)/v(0)1  ) for the refracted P wave versus the 
incidence angle ( θ(0) ) is presented in Fig. 6a.

In Figs.  6b, c, the value of sinθ(02)/v(2)1  is equal to 
the value of sinθ(0)/v(0)1  for the incidence angle range 
θ(0)ǫ(0◦, 62.04◦) , and the value of sinθ(2)/v(2)2   is equal 
to the value of sinθ(0)/v(0)1  for the incidence angle range 
θ(0)ǫ(62.04◦, 90◦) . The curve segment AB in Fig. 6b com-
bined with the curve segment CD in Fig.  6c forms the 

curve of Fig. 6d, where Fig. 6d is the same as Fig. 6a and 
satisfies Snell’s theorem.

Next, we can use the energy conservation law to verify 
the rationality and possibility of the abnormal incidence 
angle. If abnormal incidence angles exist, the z-compo-
nent of the incidence P-wave Poynting vector must equal 
the sum of the real parts of the z-components of four 
mode conversion waves.

Figure 7 shows the relationship between the z-compo-
nent of the Poynting vector and the incident angle at the 
interface between A-shale and O-shale. The solid line is 
the relationship between the z-component of the inci-
dence P wave’s Poynting vector and the incident angle. 
In contrast, the dashed line represents the relationship 
between the sum of the real parts of the z-component 
of the four mode conversion waves’ Poynting vector and 
the incidence angle for the case without considering the 
existence of an abnormal incidence angle. The results 
indicate that for incidence angles that are smaller than 

Fig. 5  Relationship between the phase velocity of the refracted P wave and the angle of incidence: (a) the real part of the phase velocity solution 
is v(2)1  ; (b) the imaginary part of the phase velocity solution is v(2)1  ; (c) the real part of the phase velocity solution is v(2)2  ; (d) the imaginary part 
of the phase velocity solution is v(2)2
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the abnormal incidence angle (62.04°), the solid and 
dashed lines coincide entirely, demonstrating the con-
servation of energy as the sum of the real parts of the 
z-component of four mode conversion waves’ Poynting 
vector equals the z-component of the incidence P wave’s 
Poynting vector. However, there is a deviation between 

the dashed and solid lines for larger incidence angles 
beyond the abnormal incidence angle (62.04°), suggest-
ing a violation of energy conservation. By switching 
from v(2)1  to v(2)2  the phase velocity solution for refraction 
P waves, we can achieve coincidence between the solid 
and dashed lines, thus upholding energy conservation.

Fig. 6  The ratio of the refraction angle’s sine to the phase velocity ( sinθ(2)/v(2)
1+2

 ) for the refracted P wave versus the incidence angle ( θ(0) ) 
represents the phase velocity solution of the refraction P wave v(2)1  [for θ(0)ǫ(0◦ , 62.04◦) ] and v(2)2  [for θ(0)ǫ(62.04◦ , 90◦)]

Fig. 7  The z-component of the Poynting vector versus the angle of incidence
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While the existence of the abnormal incidence angle 
is theoretically justified using Snell’s theorem and the 
law of conservation of energy, it is crucial to note that 
its existence requires two more prerequisites: (1) for 
the selected rocks, such as the rock samples reported 
as reported by Thomsen, the measurement errors of 
the physical and anisotropic parameters must be suf-
ficiently small, and (2) the existence of the abnormal 
incidence angle needs to be experimentally verified, 
underscoring the necessity for further research and 
highlighting the urgency and importance of experi-
mental validation.

Our calculations reveal a fascinating possibility: if an 
abnormal incidence angle exists, it could significantly 
alter the polarization direction and trajectory of the 
inhomogenous mode conversion waves generated at 
anisotropic rock interfaces. The theoretical deductions, 
which are of considerable importance, demonstrate the 
following:

	(i)	 Our research demonstrates that the polarization 
coefficients of the incidence wave and the four 
mode conversion waves generated at the VTI-TTI 
media interface are not only determined by the 
incidence angle but also influenced by the aniso-
tropic and physical parameters of the VTI/TTI 
media and the dip angle of the TTI media.

	(ii)	 In the region of over-incidence critical angle, the 
homogenous mode conversion waves generated at 
the VTI-TTI media interface will have a phase shift 
relative to the incident wave. However, it is still a 
linearly polarized wave.

	(iii)	 In the region of over-incidence critical angle, one 
component of the polarization coefficient of the 
inhomogenous mode conversion wave generated 
at the interface of VTI-TTI media is real, and the 
other one is imaginary.

	(iv)	 The existence of an anomaly in some incidence 
angles can change the rotation direction and mag-
nitude of the circular/elliptically polarized waves.

 

2.4 � Acoustic attenuation studies
Electromagnetic waves propagate in a vacuum without 
internal energy loss, equal amplitude propagation, and no 
dispersion phenomenon; electromagnetic waves can also 
propagate in the medium, and acoustic waves can only 
reproduce in the medium.

All media in nature have a certain degree of viscosity 
and conductivity. Whether electromagnetic or acoustic 
waves propagate in the medium will produce different 
degrees of internal energy loss. Electromagnetic waves 
have no mass, there is energy, and their generation or 
disappearance does not undergo a transient transition 
process; thus, there is no damping attenuation with the 
increase of time. Heat loss will occur during the propa-
gation process, and the electromagnetic wave will only 
produce propagation attenuation with increased propa-
gation distance. Figure  8 shows the three-dimensional 
space-time diagram of a sinusoidal electromagnetic wave 
propagating in a non-ideal medium. The amplitude of 
sinusoidal electromagnetic waves propagating in a non-
ideal medium decreases with the increase of the propaga-
tion distance in the space domain. In any space position 
inside the medium, the amplitude of a sinusoidal elec-
tromagnetic wave is constant, and there is no damping 
attenuation in the time domain.

Acoustic vibration “particles” inside the medium have 
mass and energy. When a particle at any spatial position 
vibrates near its equilibrium position, heat loss caused by 
viscosity decreases the particle vibration amplitude with 
time, causing damping attenuation in the time domain.

Fig. 8  A schematic diagram of an electromagnetic wave propagating in a non-ideal medium
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The vibrating particles inside the media pass the energy 
on to the next particle in the adjacent position through 
internal stress and lead to adjacent particles’ vibrational 
motion. The continuous repetition of this process leads 
to the propagation of fluctuation in the media.

The viscosity reduces the cooperative force acting 
on the “next” particle, so the vibration amplitude of the 
“next” particle decreases with the increase of the propa-
gation distance. The particle vibration has damping atten-
uation, and the fluctuation has propagation attenuation, 
leading to the amplitude of the acoustic wave decreasing 
with the increase of the propagation distance.

Both damping attenuation of vibration and propaga-
tion attenuation of fluctuation contribute to acoustic 
attenuation. Even if the acoustic source emits sinusoidal 
waves (which have a transient transition process from 
the stationary state to the stable sinusoidal vibration 
state, and their spectrum contains not only the fre-
quency component of the stable sinusoidal vibration 
state but also the spectrum of the transient transition 
process, not a complete sine wave), in the propagation 
process through a viscous solid medium, inertia will 
cause particles around the acoustic source to undergo 
multifrequency vibration and dispersion phenomenon, 
leading to distortion of transmitted acoustic waveforms. 
The three-dimensional space-time diagram of an acous-
tic wave propagating in a viscous medium is shown in 
Fig. 9.

2.5 � Acoustic Goos‑Hänchen effect
The acoustic Goos-Hänchen effect arises from the com-
plex reflection coefficient when a sinusoidal acoustic 
wave ( S(0) ) impinges on the interface of two different 
media in the post-critical-angle range, and the reflec-
tion P wave ( S(1) ) induces lateral displacement on 
the interface, as depicted in Fig.  10. The study of the 
acoustic Goos-Hänchen effect is based on examining 

reflection/refraction coefficients at interfaces between 
different elastic media. The incidence point (A) and 
reflection point (B) of the reflection P wave have differ-
ent space locations, not identical positions on the inter-
face. The sinusoidal acoustic wave travels along a path 
T → A → B → RR , and the reflection P wave is observed 
at the spatial position RR.

The equivalent propagation velocity of sinusoidal 
reflection P wave on the water-plexiglass interface is 
found to be dependent not only on the physical param-
eters of the media on both sides of the interface but 
also on the incident angle. Figure  11 illustrates that as 
the incidence angle increases, the equivalent propaga-
tion velocity of the sinusoidal reflection P wave on the 
water-plexiglass interface decreases monotonically. As 
the incident angle approaches the critical angle from 
the over-incidence angle range, the equivalent propaga-
tion velocity tends to approach that of the plexiglass side 
(refracting medium).

When the P wave incidence angle approaches 90°, its 
equivalent propagation velocity tends to approach that of 
the water side (incident medium). The results also indi-
cate that the sinusoidal reflection P wave with lower fre-
quency results in more significant lateral displacement 
on the interface, which suggests that the first arrival of an 
acoustic logging signal is not a “sliding refraction P wave” 
with a fixed speed along borehole walls as traditionally 
considered, but rather a reflection P wave whose speed 
changes with variations in physical parameters and inci-
dence angle.

Since the acoustic signal radiated by the acoustic 
source is usually composed of many sinusoidal compo-
nents with different amplitudes, frequencies, and initial 
phases, these frequency components are reflected at the 
liquid-solid interface and reach the spatial position of 
the observation point along potentially different propa-
gation paths. As shown in Fig.  12, different frequency 

Fig. 9  A schematic presentation of acoustic waves propagating in a viscous solid
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components of acoustic signals produce different lateral 
displacements on the liquid-solid interface, so they have 
different propagation paths, resulting in different equiva-
lent propagation speeds of each frequency component 
on the interface. Here {i} = {1, 2,…, n}, n is the number of 
different frequency components of acoustic wave signal 
discretized, that is, the number of propagation paths of 
each frequency component of the acoustic signal after 

discrete, and ξ is the angle of geometric structure. Obvi-
ously, the larger the value of i, the higher the frequency 
of the represented frequency component and the smaller 
the lateral displacement. Therefore, the measured acous-
tic signal is the superposition of all different frequency 
components in the acoustic wave signal arriving at the 
observation point RR with different propagation paths 
and equivalent propagation speeds. Even if the media 

Fig. 10  Schematic diagram of the model of transverse displacement generated by a reflected P wave, where T is the spatial position of the acoustic 
source, RR is the spatial position of the observation point, and �z is the lateral displacement of the sinusoidal reflection P wave at the interface 
of two different media

Fig. 11  The Equivalent propagation velocity of reflection P waves at the water-Plexiglas interface versus angle of incidence
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on both sides of the interface are elastic, due to the dif-
ferent propagation times above each frequency compo-
nent from the acoustic source T to the observation point 
RR , the acoustic wave waveform arriving at RR will also 
change.

To summarize, in the case of post-critical angle inci-
dence, the equivalent propagation velocity of the sinu-
soidal reflection P wave on the liquid-solid interface is 
fundamentally related to the physical parameters of the 
media on both sides of the interface and the incident 
angle, and notably, not influenced by the frequency of 
the wave. This understanding is crucial as it allows us to 
comprehend the behavior of the acoustic signals at the 
liquid-solid interface, thereby enhancing our ability to 
manipulate and control these signals. Furthermore, the 
lateral displacement of the multifrequency reflection 
P wave signal is also influenced by the spectrum distri-
bution of the multifrequency incidence P wave signal, 
underscoring the importance of considering the entire 
spectrum distribution in our analysis.

2.6 � The method of inverting rock‑layers reflection 
coefficient‑serials by using logging data and seismic 
data for the case of considering rock anisotropy 
and formation dip angle

Using seismic data and logging data to invert the reflec-
tion coefficient serials of subsurface rock formations is 
a crucial seismic exploration inversion method. The log-
ging data, obtained from measurements taken in bore-
holes, provides valuable information about the properties 
of the subsurface rock formations, such as their density, 
acoustic velocities, and porosity, and so on. We can use 
this information to construct a non-orthogonal subset, 
i.e., a seismic exploration signal wavelets dictionary that 
can reflect all possible geological structures of a region’s 
subsurface rock formations. On the other hand, the 
seismic data provides information about the subsurface 
structure, such as the depth and thickness of the rock lay-
ers. Based on this prior information, the seismic explo-
ration data is matched and tracked with the basic units 
in the wavelet dictionary of seismic exploration signals, 

Fig. 12  The propagation paths of different frequency components of an acoustic signal
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and the reflection coefficient serials of underground rock 
strata are reversed. Now, we can retrieve the reflection 
coefficient of underground rock formation by combining 
the two indispensable programs, i.e., the wavelet diction-
ary of seismic exploration signal and the matching track-
ing algorithm.

Based on the research results of the reflection/refrac-
tion coefficient of the VTI-TTI interface and for the case 
of considering the anisotropy and dip angle of the rock 
layer, we conducted research on the method of inversion 
of undersurface rock layers’ reflection coefficient serials 
by using logging data and seismic data [46, 47].

Using selected unique signal processing algorithms, 
we processed the logging data of several oil wells in a 
region and established many virtual wells. The processed 
virtual wells’ logging data are convolved with specific 
source functions to construct the seismic dictionary for 
this region. This dictionary, a crucial component of our 
method, contains a wide range of basic units of seismic 
wavelet, which can be used to construct a specific geo-
logical structure that may occur in the underground rock 
formation in this area. These basic units are designed 
to more accurately reflect various geological structures 
(such as top-lap, down-lap, and thin-out) that may occur 
in the underground rock formation in this area. Based 
on the match-pursuit algorithm, we use the actual meas-
ured seismic exploration signal and the basic unit (word) 
in the seismic wavelet dictionary to perform correlation 
and iteration operations, perform match and pursuit, 

and invert the reflection coefficient serials of the under-
ground rock formation in the area around several actual 
oil wells for improving the accuracy of the inversion of 
oil and gas reservoirs. We construct a seismic wave-
let dictionary that can reflect all possible underground 
geological structures near wells 1 and 2 by using unique 
algorithms such as internal and external interpolation, 
frequency compression and extension, and so on to pro-
cess the logging data of these two oil wells.

Figures 13, 14 and 15 show examples of several under-
ground geological structures constructed using the basic 
units of the seismic wavelet dictionary. The seismic wave 
is on the left, and the reflection intensity is on the right. 
The vertical coordinate is the travel time of the seismic 
wave, and the horizontal coordinate is the number of 
receiver channels.

Figure 13 provides a view of the underground geological 
structure with a thin-out constructed using the basic unit 
of the seismic wavelet dictionary. A key observation is the 
disappearance of the reflection wave in the area after the 
thin-out, a direct consequence of the acoustic impedance 
at layer 2 being essentially the same as in layer 4.

Figure  14 presents another underground geological 
structure with a thin-out, a construction also made using 
the basic unit of the seismic wavelet dictionary. The com-
plexity of this structure is evident as there is still a rock 
layer interface after the thin-out disappears. This results 
from the significant acoustic impedance difference 

Fig. 13  The thin-out for the case of without noticeable acoustic impedance difference between layer 2 and layer 4
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between the second and fourth layers, leading to an 
intense (strong) reflection even after the thin-out.

The underground geological structure with a down-
lap is constructed by using the basic units of the seismic 
wavelet dictionary, as depicted in Fig. 15.

2.7 � The effect of rock anisotropy on the time‑depth 
conversion of seismic seismic signals

Given the escalating intricacy of the exploration object, 
the traditional primary method of horizontally stratified 
uniform medium and isotropic seismic exploration has 
proven inadequate to meet the application requirements. 
Its limitations in accurately capturing the complex geo-
logical structures and reservoirs are stark, necessitating 

Fig. 14  The thin-out with greater acoustic impedance difference

Fig. 15  An underground geological structure with down-lap and thin-out
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the development of a new seismic exploration method to 
address these challenges.

Time-depth conversion, a crucial processing step, is the 
transformative force that turns seismic data from a time-
domain signal to a space-domain signal. It is not just a 
step but a pivotal role player in the inversion of under-
ground rock geological structure and reservoir interpre-
tation using seismic data. This process is the cornerstone 
for obtaining precise imaging of underground rock geo-
logical structures.

Our research, based on the Thomsen rock anisotropy 
parameter [3], underscores the significant impact of ani-
sotropy on the phase velocity, energy velocity, and depth-
time conversion of seismic waves in subsurface rock 
formations. Neglecting anisotropy or failing to account 
for the difference between energy and phase velocities 
can lead to substantial errors in the depth-time conver-
sion of seismic signals, which, in turn, hampers the accu-
rate inversion of the geological structure of underground 
rock formations using seismic signal time information. 
Even when anisotropy is considered, omitting the differ-
ence between the phase velocity direction angle and the 
energy velocity direction angle can still result in errors in 
the time-depth conversion and the AVO analysis for the 
inversion of oil and gas reservoirs, thereby compromising 
their accuracy.

Based on the rock anisotropy parameters reported by 
Thomsen [3], we calculated the effects of anisotropy on 
the phase velocity, energy velocity, and time-depth con-
version of elastic seismic waves propagating in subsurface 
formations, taking into account the difference between 
the energy velocity vector and the phase velocity vector. 
The results provide us with the following understandings:

Phase velocity and energy velocity are functions of ani-
sotropy and phase angle; the more robust the anisotropy 
of the rock, the more significant the difference between 
the energy angle and the phase angle, and the larger the 
difference between phase and energy velocities; and the 
more substantial the effect on the phase velocity and 
energy velocity;

For the same propagation direction, the energy velocity 
is greater than or equal to the phase velocity, but for dif-
ferent propagation directions, the phase velocity can be 
greater than the energy velocity, i.e., the phase velocity in 
one direction can be greater than the energy velocity in 
another direction;

When using the travel time of seismic signals to per-
form the time-depth conversion, the anisotropy of the 
rock must be considered. Otherwise, the depth error of 
the reflection interface of the inversion will be generated, 
and the actual plane geological structure will be inverted 
into a curved geological structure [48]. When omitting 
anisotropy or ignoring the difference between the phase 

velocity and the energy velocity, the seismic data col-
lected by the source-receiver array with different spatial 
arrangements and orientation will form a curved for-
mation interface with various shapes and degrees after 
inversion, which will cause the error between the inver-
sion depth and the actual formation depth;

Considering the influence of rock anisotropy on energy 
and phase velocities, we may employ the information 
related to the seismic travel time to accurately invert the 
geological structure of underground rock strata.

3 � Intrinsic noise in viscous solids
The electromagnetic wave, being massless and devoid of 
transient processes in their generation and disappear-
ance, does not inherently produce noise. However, in 
a viscous solid medium, the internal particles possess 
inertia, leading to a transient process from a static state 
to a stable sinusoidal vibration state under any frequency 
sinusoidal force acting on them. When this force abruptly 
ceases, the particle undergoes another transient process, 
returning to its static state. The frequency spectra cor-
responding to these two transitions represent the intrin-
sic noise these vibrating particles generate in the viscous 
solid medium.

Intrinsic noise can be used not only in the study of 
solid physics, for example, to invert the physical proper-
ties and internal microstructure of solid media, but also 
can be used in acoustic logging, such as conventional 
borehole acoustic-logging, MWD (measurement with 
drilling) acoustic-logging while drilling and cased-well 
cement bond quality logging. We may apply the intrinsic 
noise information obtained in acoustic logging to predict 
the acoustic wave propagation velocity of the formation 
around the borehole and the cement bonding quality of 
the primary and secondary interfaces of the cased well. 
In particular, the intrinsic noise information obtained 
from MWD acoustic logging can be used to effectively 
eliminate the influence of the direct wave from the drill 
collar on the measured P-wave head wave information to 
acquire the propagation velocity in the formation around 
the borehole more accurately.

In addition, the study includes the classification of 
intrinsic and external noise, the establishment of a noise 
library (dictionary) for marine underwater environmen-
tal noise, machine system-generated noise from station-
ary ships/submarines ensuring normal operations and 
personnel life, and navigation-related noise. The goal is 
to eliminate or suppress the intrinsic and external marine 
environment-generated noise. For instance, algorithms 
such as Match-Pursuit [46, 47] can extract external noise 
from ships and submarines. Then, the measured signals 
can be used to more accurately determine the character-
istics of underwater targets, e.g., their locations.
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Choose shale as a rock sample. The density, P wave veloc-
ity, and SV wave velocity for shale are 2.71 (g/cm3), 3377 
(m/s), and 1490 (m/s), respectively. The frequency of the 
sinusoidal force is chosen to be less than, equal to, or greater 
than the center frequency of intrinsic noise generated from 
vibration particles within the medium, which allows for 
obtaining time-domain waveform and spectrum data on 
transient processes of particle vibrations inside shale (as 
shown in Fig. 16 with the following understandings:

	(i)	 When a different sinusoidal force is applied to the 
particle inside the medium, the corresponding 
particle vibration signals in the time domain have 
a different transient process at the beginning but 
gradually tend to a stable sinusoidal vibration state 
with the frequency of the sinusoidal force.

	(ii)	 The closer the frequency of the sinusoidal force 
is to the central frequency of intrinsic noise, the 
greater the amplitude of particle vibration.

	(iii)	 The frequency spectrum corresponding to the 
steady-state sinusoidal vibration of a particle is a 
single frequency impulse in the frequency domain, 
which is equal to the frequency of the sinusoidal 
force. In contrast, the frequency spectrum corre-
sponding to the transient process is the intrinsic 
noise generated by the particle under the action of 
the sinusoidal force.

Of course, for the same sinusoidal force, different 
rock media have different transient processes for inter-
nal particle’s vibration, i.e., the intrinsic noise generated 

is different, and the frequency spectrum and center fre-
quency are also different.

4 � Research on piezoelectric transducers
Piezoelectric materials have been applied extensively 
to construct acoustic transducers and filters with high 
properties for different applications in different areas 
[49]. As an acoustic source, an acoustic transducer is 
an electric-acoustic filter; as a receiver, it is an acoustic-
electric filter. Ogawa pointed out that in measuring bio-
logical properties, acoustic effects play an essential role 
in designing miniaturized electronic instruments [50]. 
The quality of acoustic measurements is determined by 
the acoustic effect and the characteristics of the acous-
tic transducer, which plays an essential role in acoustic 
measurements.

Fa and Zhao et al. [33–37] have meticulously investigated 
the characteristics of four types of piezoelectric acoustic 
wave transducers, namely, radially polarized thin spheri-
cal shells, radially and tangentially polarized thin circular 
tubes, and thickness-polarized thin disks. By introducing 
two mechanical components, i.e., radiation resistance and 
radiation mass whose values are frequency-dependent, an 
innovative parallel-dynamic machine-electrical equivalent 
circuit has been developed for the case of multifrequency 
electric/acoustic signal exciting the transducer, which pro-
vides a more comprehensive understanding of these trans-
ducers’ electric-acoustic/acoustic-electric conversions.

For a given sinusoidal frequency, applying the resi-
due theorem, the electric-acoustic impulse response and 

Fig. 16  The time-domain waveforms and frequency spectra of particle vibration
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system function of the piezoelectric transducer are derived 
as follows,

The acoustic-electric impulse response and system func-
tion of the transducer are as follows,

Besides the relevant parameters ( A3 , B3 , A′
3 , B

′
3 , 

a, b, c, d, a′ , b′ , c′ and d′ ), there are factors, e.g., the 
angular frequency ( ω ) and unit step function ( ε(t) ), 
the direct-current term attenuation coefficients of the 
electric-acoustic impulse response ( α ) the attenuation 
coefficient of the oscillatory term ( β ), the oscillation 
angular frequency ( ω1d ), the initial phase shift ( θ ), and 
the corresponding factors for acoustic-electric impulse 
response ( α′,β ′ , ω3d and θ ′).

The driving voltage signal that excites the trans-
ducer may contain many frequency components, and 
the transducer’s radiation resistance and mass are fre-
quency functions. Using the principle of linear super-
position, when a multifrequency voltage signal excites 
a piezoelectric transducer, the electric-acoustic con-
version process of the transducer can be equated to a 
parallel transmission network, as shown in Fig. 17.

In Fig.  17, Uj(t) is the jth frequency component in 
the driving voltage signal U(t) that excites the acoustic 
source transducer, where { j} = {1, 2, 3, …,N  }, and hj(t) 

(22)
h1(t) = A3e

−αtε(t)+ B3e
−βt cos (ω1dt + θ)ε(t)

(23)H1(ω) =
iωd

−iω3 − ω2a+ iωb+ c

(24)
h3(t) = A′

3e
−α′tε(t)+ B′

3e
−β ′t cos

(

ω3dt + θ ′
)

ε(t)

(25)H3(ω) =
iωd′

−iω3 − ω2a′ + iωb′ + c′

is the electric-acoustic impulse response of the trans-
ducer corresponding to the jth frequency component 
( Uj(t) ) in the driving voltage signal ( U(t) ). The driv-
ing voltage signal U(t) is discretized into N  sinusoi-
dal frequency components that excite the transducer 
separately. The acoustic signal wavelet radiated by 
the acoustic source transducer is regarded as a linear 
superposition of the acoustic signals radiated outward 
by each frequency component that separately excites 
the transducer.

The acoustic-electric conversion process of the 
transducer is the inverse process of its electric-acous-
tic conversion, as described above.

4.1 � Physical mechanism of the acoustic measurement 
process

An acoustic measurement consists of three processes: the 
acoustic source transducer’s electric-acoustic conversion, 
the acoustic wave’s propagation in the medium, and the 
acoustic-electric conversion of the receiving transducer. 
The electric-acoustic/acoustic-electric conversion of the 
transducer has a transient transition process, which will 
produce intrinsic noise. A sinusoidal force acts on the 
particle inside a dense medium, and its vibration also 
has a transient process, producing intrinsic noise. The 
medium is composed of many particles. We may consider 
an acoustic wave propagating inside a medium as a vibra-
tion particle at any point in space acting on the next adja-
cent particle by internal stress, causing it to vibrate. This 
process is repeated in turn, resulting in the propagation 
of fluctuation, which refers to the variations in the ampli-
tude and frequency spectrum of the acoustic wave as it 
travels through the medium.

The presence of viscosity, a crucial factor in the acous-
tic measurement process, not only causes damping 
attenuation of the vibration of each particle within the 

Fig. 17  A parallel equivalent network for electric-acoustic conversion of acoustic transducer
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medium but also influences the next particle’s vibra-
tion due to friction resistance. This interaction leads to 
the propagation attenuation of the fluctuation. When a 
multifrequency force is applied to a particle within the 
medium, it provides an effect as a combination of the 
vibrations caused by each frequency component in the 
multifrequency force acting on the particle individually. 
Let us delve into the analysis and discussion of a scenario 
where a single sinusoidal force is applied to the next adja-
cent particle.

When a sinusoidal force is applied to the next adjacent 
particle, the adjacent particle is also transient from a sta-
tionary state to a stable sinusoidal vibration. Therefore, 
the vibration of all particles inside the viscous medium 
contains not only the frequency component of the sta-
tionary sinusoidal vibration of the particle but also the 
frequency components corresponding to the transient 
process of the particle from a stationary state to a stable 
sinusoidal vibration. Therefore, the force of any vibrat-
ing particle in the medium acting on adjacent particles is 
multifrequency. Thus, we may obtain the vibration state 
generated from a multifrequency force acting on the 
adjoining particle by superimposing the vibration gener-
ated by each frequency component in the multifrequency 
force acting on the adjacent particle, respectively. In this 
sense, regardless of any force acting on the particle inside 
the viscous medium, the particle vibration generated can-
not be a pure sinusoidal vibration but a multifrequency 
vibration. In addition, the medium has viscosity, which 
will cause dispersion, that is, the propagation speed and 
attenuation of each frequency component in the mul-
tifrequency wave signal in the medium are functions of 
frequency. Therefore, compared with the propagation of 
electromagnetic waves in non-ideal media, the impor-
tance of developing more complex models to describe 
the propagation mechanism of acoustic waves in viscous 
media cannot be overstated.

Our model of the acoustic measurement process is 
based on the study of the electric-acoustic/acoustic-elec-
tric conversions of piezoelectric transducers. Using signal 
and information transmission, we simulate this process 
as a signal transmission process. The model is a parallel/

series lumped particle vibration acoustic measurement 
transmission network consisting of acoustic source 
transducers, media, and receiving transducer, as shown 
in Fig.  18. This model helps us understand the physical 
mechanism of the acoustic measurement process.

This physical model considers not only the electric-
acoustic/acoustic-electric conversion of the transducer, 
particle vibration-damping attenuation, and fluctuation 
propagation attenuation but also the influence of the 
transient process of particle vibration inside the medium 
on the measured acoustic signal. This model can describe 
the actual propagation process of the acoustic wave in 
the viscous medium from the physical mechanism. In 
contrast, the wave acoustics research method primar-
ily focuses on wave propagation and does not consider 
these additional factors. This physical model differs from 
the physical model established by the research method 
of wave acoustics. It considers the influences of all the 
damping attenuation and transient processes of parti-
cle vibration, the propagation attenuation of fluctuation, 
and the electric-acoustic/acoustic-electric conversion 
of the transducer on the measured acoustic signal. This 
model can describe the actual propagation process of the 
acoustic wave in the viscous medium from the physical 
mechanism.

The first part of Fig. 18 (Part I) describes the electric-
acoustic conversion process generated by the multi-
frequency driving voltage signal to excite the acoustic 
source transducer, and the third part (Part III) describes 
the acoustic-electric conversion process of the multifre-
quency acoustic signal received by the receiving trans-
ducer at the observation point.

Next, we discuss the propagation of acoustic waves in a 
dense medium, i.e., Part II (P/SLPVTN) in Fig. 18, where 
P/SLPVTN is the abbreviation of “parallel/series lumped 
particle vibration transmission network.”

The vibration particles inside the medium have both 
mass and energy. Acoustic waves propagating in vis-
cous media involve both particle vibration and fluctua-
tion propagation. In the propagation of acoustic waves, 
heat dissipation will occur, which will cause the damp-
ing attenuation of particle vibration and the propagation 

Fig. 18  A transmission network model for acoustic measurement of a multifrequency driving voltage to excite acoustic-source transducer
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attenuation of fluctuation, i.e., the amplitude of the 
acoustic wave decreases with the increasing propagation 
time and distance.

Even if the acoustic source continues to emit sinusoidal 
acoustic waves to the surrounding medium, it compen-
sates for the damping attenuation (heat loss) of particle 
vibration caused by the medium’s viscosity so that the 
particle vibration can eventually reach a stable sinusoidal 
vibration. All particles in the medium have their unique 
transient transition process from the static state to a 
stable sinusoidal vibration or from the stable sinusoidal 
vibration to the static state.

The propagation of acoustic waves in a medium is a 
captivatingly intricate process. It commences with a par-
ticle vibrating at any point in space and exerting internal 
stress on the next adjacent particle, inducing its vibration. 
This sequence is then iterated, culminating in the propa-
gation of fluctuations. It is essential to recognize that the 
intrinsic noise emanating from all particles in the propa-
gation is not mere noise but a progressive characteristic 
that significantly influences the overall process.

The vibration of all particles inside the viscous 
medium contains the frequency component of the 
steady state sinusoidal vibration and the frequency 
components corresponding to the transient process 
from the static state to the stable sinusoidal vibration 
for particles. In this sense, all the particle vibration in 
the dense medium cannot be a pure sinusoidal vibration 
but a complex frequency vibration. After the particle 
vibration reaches a stable sinusoidal vibration state, the 
vibration amplitude of the particle at a fixed position 
in the medium does not change with time and remains 
constant. Only the amplitude of vibration of particles at 
different spatial positions in the medium decreases with 
the increase of the propagation distance, i.e., the ampli-
tude of the fluctuation decreases with the increase of 
the propagation distance.

The particles’ inertia within a medium is a fundamental 
factor in their vibration, leading to a transient transition 
in their vibration state. The interaction force between 
adjacent particles is multifrequency, resulting in the wave 
propagating in the medium in a multifrequency form. 
Therefore, understanding particle inertia’s role in wave 
propagation is essential for comprehending the physics 
principles underlying acoustic wave propagation.

The acoustic wave propagating in the medium forms a 
wave group composed of all frequency components, each 
with a different propagation speed and producing differ-
ent propagation attenuation. The measured signal encap-
sulates all the frequency components of fluctuations 
propagating to the observation point, inducing vibrations 
on the surface of the receiving transducer. Furthermore, 
the internal stress of the interaction between adjacent 

particles in different spatial locations varies, leading to 
changes in the time domain waveform and spectrum of 
the acoustic wave with increased propagation distance. 
This means that the propagation of the acoustic wave in 
a viscous medium results in distortion of the acoustic 
wave, highlighting the practical implications of our work.

Therefore, the propagation of acoustic waves in the 
viscous medium can be seen as a parallel/series lumped 
particle-vibration transmission network system. This sys-
tem elucidates the connection between particle vibration-
damping attenuation, interaction between the particle and 
adjacent particle, fluctuation propagation attenuation, 
internal noise, and acoustic wave propagation in a viscous 
medium. Let us say there are M particles in the propaga-
tion path of the acoustic wave, and the distance between 
two adjacent particles in the medium is �x . It is crucial 
that, if the computer speed and memory capacity allow, 
the selected �x should be small enough to guarantee 
the accuracy of the calculation results, underscoring the 
importance of computational resources in our research.

5 � The Kaiser effect
The Kaiser effect is a function of the solid, i.e., an ability 
to memorize a solid’s history of being subjected to the 
most significant stresses. The rock formation also has 
this function. When a more prominent force beyond 
its maximum stress is applied to a solid sample, the 
solid sample rapidly increases the frequency of acoustic 
emission events.

Measuring acoustic emission using the Kaiser effect 
relies on internal or potential defects in a rock to auto-
matically produce acoustic emission events as they 
change state in response to external action. There are 
many applications, such as stress testing. Usually, acous-
tic emission measurements are made in the laboratory 
by applying a uniaxial pressure to a rock sample. We can 
predict the stresses in the subsurface rock formation or 
oil reservoir based on the applied pressure correspond-
ing to the initial moment of measured acoustic emission 
events increasing rapidly from the rock sample.

As shown in Fig.  19, if the stress component in the 
Cartesian coordinate system is known under a particu-
lar stress state, converting the stress component to the 
polar coordinate system is straightforward using a sim-
ple relational equation.

Let us consider setting the stress components ( σx , 
σy and τxy ) in a Cartesian coordinate system. Then, we 
convert it to a polar coordinate system (σr , σθ , and τrθ ). 
Take A to be a tiny triangular volume element with unit 
thickness. The side ab is parallel to the y-axis, the side 
ac is parallel to the x-axis, and the angle between the 
two sides ( ab and bc ) is θ.
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Let dl be the length of bc , then the lengths of the sides 
ab and ac are dl cos θ and dl sin θ , respectively. The area 
corresponding to the side bc is ds1 = dl × 1 , then corre-
sponding to the side ab and ac , the areas are

The tiny triangular volume element A is stationary. 
Based on the static equilibrium condition, the sum of all 
the stress components in the direction perpendicular to 
the side bc is zero, i.e., 

∑

Fr = 0 . Therefore, the stress 
equilibrium equation in this direction yields

Substituting Eqs. 26a and 26b in Eq. 27 leads to

The equilibrium equation for the stress component in 
the parallel direction of the side bc of the tiny triangular 
volume element A is 

∑

Fθ = 0 , i.e.,

Similarly, we take the tiny triangle volume element B 
with the unit thickness. The sum of the stress compo-
nents in the perpendicular direction of its hypotenuse is 
zero, and it yields the following relationships,

(26a)ds2 = ds1 cos θ

(26b)ds3 = ds1 sin θ

(27)
σrds1 − σxds2 cos θ − σyds3 sin θ − τxyds2 sin θ − τyxds3 cos θ = 0

(28)
σr = σx cos

2 θ+σy sin
2 θ+2τxy sin θ cos θ =

(

σx + σy

2

)

+

(

σx − σy

2

)

cos 2θ+τxy sin 2θ

(29)
τrθ =

(

σy − σx
)

sin θ cos θ + τxy

(

cos2 θ − sin2 θ
)

= τxy cos 2θ −

(

σx − σy

2

)

sin 2θ

(30)
σθ = σx sin

2 θ+σy cos
2 θ−2τxy sin θ cos θ =

(

σx + σy

2

)

−

(

σx − σy

2

)

cos 2θ−τxy sin 2θ

From Eqs. 28 and 30, eliminating θ yields

When the oblique section corresponding to the side ob 
varies with the azimuthal angle θ , the trajectory of the 
stresses σr , τrθ in Eq. 31 within the σ − τ Cartesian coor-
dinate system is a circle with its center on the transverse 
axis σ-axis, at a distance 

(

σx+σy
2

)

 from the origin and a 
radius [( σx−σy

2

)2
+ τ 2xy

]1/2 . The circle described by Eq. 31 

is referred to as the Mohr stress circle.
By selecting a scale within the σ − τ coordinate system 

and measuring OB1 = σx and B1D1 = τxy , one can deter-

mine a point D1(σx, τxy) in the σ − τ two-dimensional space 
as shown in Fig.  20. The point D1(σx, τxy) represents the 
stress in the x-plane of the tiny triangular volume element.

Measuring OB2 = σy and B2D2 = τyx , a point D2(σy, τyx) 
in two-dimension space can be determined as shown in 
Fig. 21. The point D2(σy, τyx) represents the stress in the y
-plane of the tiny triangular volume element.

(31)
(

σr −
σx + σy

2

)2

+ τ 2rθ =

(

σx − σy

2

)2

+ τ 2xy

Fig. 19  Coordinate transformation of stress

Fig. 20  Determination of D1(σx , τxy) in the σ − τ coordinate system
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The line connecting the points D1(σx, τxy) and 
D2(σy, τyx) intersects with the σ-axis at point C. Since the 
relationship τxy = τyx exists for shear stresses, OC  is the 
median line of the trapezoid AD1D2B and is equal to 
(

σx+σy
2

)

 . As depicted in Fig. 22, the Mohr stress circle is 
obtained with a point C

(

σx+σy
2 , 0

)

 , serving as the center 
of the circle and line segment either CD1 or CD2 serving 
as the radius.

As long as the three principal stresses ( σx , σy , and τxy ) 
are known, one can establish the corresponding Mohr’s 
stress circle. Then, one can obtain any of the principal 
stresses and shear stresses in the tiny volume with a hori-
zontal angle θ from Mohr’s stress circle.

From Fig.  22, the maximum horizontal principal 
stresses can be obtained by determining the point A1 in 
the σ − τ Cartesian coordinate system as follows,

By determining the point A2 , one can obtain the hori-
zontal minimum principal stress as

Let the angle between the horizontal direction and the 
maximum principal stress be β . One may obtain the fol-
lowing relationship from Fig. 22 and Eq. 28 by turning 2β 
clockwise from CD1 to CA1,

Since the subsurface rock formation is subject to tri-
axial stresses, we need to cut four rock samples for acous-
tic emission measurements from a subsurface core in the 
directions [51] as shown in Fig. 23: one rock sample is par-
allel to the axial direction of the rock core, and the other 
three rock samples are perpendicular to the axial direction 
of the rock core at 45° intervals. If one perpendicular to the 
rock core is determined horizontally oriented in the x-axis 
and the stress in the x-axis direction is σ0◦ , then the stresses 
in the other two rock samples perpendicular to the core are 
σ45◦ and σ90◦ , and the stress in the axial direction parallel 
to the core is σv0 . By measuring the “Kaiser” stresses of the 
four rock samples above, the stresses in each of the four 
directions can be measured: σ0◦ , σ45◦ , σ45◦ , and σv0 . Bring-
ing the square of Eq. 34 into Eqs. 32 and 33, the maximum, 
minimum, and vertical principal stresses in the horizontal 
direction of the rock layer can be obtained by the following 
equations, respectively

(32)σ1 =

(

σx + σy

2

)

+

√

(

σx − σy

2

)2

+ τ 2xy

(33)σ2 =

(

σx + σy

2

)

−

√

(

σx − σy

2

)2

+ τ 2xy

(34)tan 2β =
−2τxy

(

σx − σy
) =

σ0◦ + σ90◦ − 2σ45◦

σ0◦ − σ90◦
Fig. 21  Determination of D2(σy , τyx) in the σ − τ coordinate system

Fig. 22  Establishment of Mohr’s stress circle Fig. 23  Orientation of the four rock samples cut from the core
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 and

where σH and σh are the maximum and minimum prin-
cipal stresses in the horizontal direction, σv is the prin-
cipal stress in the vertical direction, α is the effective 
stress coefficient of the formation, pp is the pore pres-
sure in the rock, σv0 is the Kaiser stress measured in 
the vertical direction, σ0◦ , σ45◦ , and σ90◦ are the Kaiser 
stresses obtained by measuring the rock samples at the 
0°, 45°, and 90° directions, respectively, and β is the angle 
between the 0° direction and the direction of the maxi-
mum principal stress.

By conducting measurements on the four rock samples 
depicted in Fig. 23, we can obtain the correlation between 
acoustic emission events and the pressure exerted on the 
rock samples. This correlation allows us to get four Kaiser 
stresses: σ0◦ , σ45◦ , σ90◦ , and σv0.

(35)σH = σ1 + αpp=

(

σ0◦ + σ90◦

2

)

+

(

σ0◦ − σ90◦

2

)

(

1+ tan2 2β
)1/2

+ αpp

(36)
σh = σ2+αpp=

(

σ0◦ + σ90◦

2

)

−

(

σ0◦ − σ90◦

2

)

(

1+ tan2 2β
)1/2

+ αpp

(37)σv = σv0 + αpP

(38)tan2β =
σ0◦ + σ90◦ − 2σ45◦

σ0◦ + σ90◦

Through a complex series of calculations using for-
mulas [35–38], we can determine the maximum and 
minimum horizontal and vertical principal stresses of 
underground rock formations or reservoirs. Our appa-
ratus’s acoustic transducer (AT) acts as an intricate 
acoustic-electric filter, generating electric signals. By lev-
eraging these electrical signals and the electric-acoustic 
conversion characteristics of the acoustic transducer, we 
can invert the actual acoustic signal produced by a pres-
sured rock sample. This inversion allows us to delve into 
the relationship between the frequency properties of 
the actual acoustic signal and the physical properties of 
the rock sample, the pressure applied to the rock sam-
ple, the confining pressure provided during the pressure 
process, the radius of the rock sample, the Kaiser effect, 
and the microcracks generated. Therefore, this in-depth 
analysis also enables us to use the recorded number of 
acoustic emission events produced by pressurized rock 
samples to obtain the geomechanical stress within under-
ground rock formations or reservoirs to design oil well 
fracturing.

The acoustic emission data acquisition system 
consists of two acoustic receiver transducers (AT), 

Fig. 24  The data acquisition system used in events of acoustic emission
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pressure transducers (PT), preamplifiers, a data collector, 
a computer interface, and a desktop (laptop) computer, as 
shown in Fig. 24.

Figure 25 shows the waveforms of the acoustic signals 
captured when the pressurized shale samples produced 
acoustic emissions. This experimental measurement sug-
gests that the Kaiser effect exists in the Pierre Shale to 
some extent.

Figure 26 shows the waveforms of the acoustic signals 
captured when acoustic emissions were generated from 
the pressurized limestone samples. This experimental 
measurement indicates that the Kaiser effect is also pre-
sent to some extent in limestone.

The two experiments described above show that (i) the 
number and frequency of acoustic emission signals will 
suddenly increase when the rock sample breaks under 
pressure, and (ii) the influence of confining pressure on 
the relationship between acoustic emission and applied 

pressure decreases.

6 � Conclusions
We present this review concerning the innovative 
approach primarily developed in our group, introducing 
novel 4th/8th polynomials to model the reflection/refrac-
tion angles in the VTI-TTI medium interface accompa-
nied by a cutting-edge fast algorithm for calculating the 
reflection/refraction coefficients. This method is quick 
and highly effective. The calculated reflection/refrac-
tion angles adhere to Snell’s theorem, and the reflection/
refraction coefficients strictly follow the energy conserva-
tion law, marking a significant advancement in our field.

The influence of the rock’s anisotropy and the TTI 
medium’s slope angle on the amplitude and phase of the 
reflection/refraction coefficients and the critical inci-
dence angle is significant. However, what truly stands out 
is the substantial changes in the polarization direction 
and trajectory of inhomogenous mode conversion waves 
generated at anisotropic rock interfaces for the case with 
existing abnormal incidence angles. This key finding has 
direct implications for our field.

The mechanism of acoustic attenuation of acoustic 
waves propagating in viscous media is different from that 
of attenuation of electromagnetic waves propagating in 
non-ideal media. The amplitude attenuation of sinusoi-
dal electromagnetic waves propagating in a non-ideal 
medium is only the propagation attenuation. In contrast, 
the amplitude attenuation of acoustic waves propagating 
in viscous solids is determined by the damping attenua-
tion of the particle vibration and the propagation attenu-
ation of the fluctuations together.

Our investigation into the acoustic Goos-Hänchen 
effect at the liquid-solid interface has led to a ground-
breaking conclusion. We have challenged the conven-
tional acoustic logging model’s assumption of a gliding 
refraction P wave, finding that the first arrival measured 
by acoustic logging is a reflected P wave, and its propaga-
tion speed on a fluid-solid interface is a function of inci-
dence angle. This discovery and our exploration of joint 
inversion methods hold immense potential for the field, 
particularly in improving the accuracy of inverting oil 
and gas reservoirs.

Based on the study of depth-time conversion of seismic 
exploration signals propagating in two layers of aniso-
tropic rock media and considering the difference between 
energy velocity vectors and phase velocity vectors, a new 
ray-tracing algorithm for the propagation of seismic 
exploration signals in multilayered anisotropic strata is 
established for the accurate time-depth conversion and 
AVO analysis of seismic exploration signals propagat-
ing in multilayered anisotropic rock layers. For the same 
sinusoidal acting force, the transient process of particle 
vibration inside different viscous media is different, i.e., 

Fig. 25  The waveforms of acoustic emission signals collected 
before the rupture of pressurized shale samples

Fig. 26  The waveforms of acoustic emission signals collected 
before the pressurized limestone sample ruptured
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the intrinsic noise generated is different, and its spec-
trum and center frequency are also different.

We have developed a parallel equivalent dynamic elec-
tric-acoustic/acoustic-electric conversion network model 
for piezoelectric transducers. This model comprehen-
sively explains the acoustic measurement process when 
excited by electric/acoustic signals containing multifre-
quency components. These insights are invaluable for 
the field of wave propagation and exploration geophysics, 
offering new avenues for exploration and discovery. With 
the understanding of the Kaiser effect, we introduced 
the method of measuring acoustic emissions generated 
by rock samples under pressure to predict the principal 
stresses of underground rock, which can be fruitful for 
the fracturing engineering design of oil wells.

In summary, we have presented a review of the new 
advancements in acoustic exploration, focusing on the 
work of our research groups and shedding light on future 
practical applications. Our findings contribute to scien-
tific, economic, and cultural knowledge while supporting 
innovations in exploration tools and capabilities. These 
new insights pave the way for future discoveries and 
advancements in the field.
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