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Abstract
Orthopaedics as a surgical discipline requires a combination of good clinical acumen, good surgical skill, a reasonable 
physical strength and most of all, good understanding of technology. The last few decades have seen rapid adoption of new 
technologies into orthopaedic practice, power tools, new implants, CAD–CAM design, 3-D printing, additive manufactur-
ing just to name a few. The new disruption in orthopaedics in the current time and era is undoubtedly the advent of artificial 
intelligence and robotics. As these technologies take root and innovative applications continue to be incorporated into the 
main-stream orthopedics, as we know it today, it is imperative to look at and understand the basics of artificial intelligence 
and what work is being done in the field today. This article takes the form of a loosely structured narrative review and will 
introduce the reader to key concepts in the field of artificial intelligence as well as some of the directions in application of 
the same in orthopaedics. Some of the recent work has been summarised and we present our viewpoint at the conclusion as 
to why we must consider artificial intelligence as a disrupting positive influence on orthopaedic surgery.
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Abbreviations
AI  Artificial intelligence
DL  Deep learning
ML  Machine learning
CNN  Convolutional neural network

ANN  Artificial neural network
RNN  Recurrent neural network

Introduction

“Ultimately humans and computers will work together-
not against one another”—Satya Nadella CEO Micro-
soft corporation [1].

“We can only see a short distance ahead, but we can 
see plenty there that needs to be done.” Alan Turing 
[2].

“You could say the God of Genesis himself is a pro-
grammer: language not manipulation is his tool of 
creation. Words become worlds. Today, sitting on the 
couch with your laptop, you too can be a god. Imagine 
a universe and make it real. The laws of Physics are 
optional.” Pedro Domingo, The Master Algorithm [3].

Artificial intelligence, which was once a subject of sci-
ence fiction, is now invading every part of our lives, and 
changing it. This is quite clear from the intelligent sugges-
tions you receive on your phone from Amazon or Flipkart, 
the way your Netflix page opens up and the way your Kindle 
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reading syncs across devices. Algorithms and artificial intel-
ligence drive the analytics behind your health applications 
on the phone, the food suggestions you get on Swiggy or 
Zomato and even the way your Gmail inbox organises itself 
into different categories. Natural language processing pow-
ered face recognition and fingerprint recognition has slowly 
and steadily enhanced our requirements of security on our 
personal devices. Artificial Intelligence powers our flight 
choices and the seamless connections across continents and 
cities. The growth of the mobile phone and mobile comput-
ing industry, availability of internet services at reasonable 
costs, wide acceptance of smart wearables such as watches 
and fitness bands and the huge market for mobile applica-
tions has spurred the need for smarter analytics to enhance 
the customer experiences as well as business directions and 
insights.

In comparison with the other industries, healthcare has 
been relatively slow in adopting artificial intelligence. 
Delivery of healthcare is dependent on a large number 
of factors, of which the most difficult to reproduce is the 
physician’s experience and intuition and logical interpreta-
tion of the patient’s condition by correlating the available 
clinical examination with radiology and other investiga-
tion reports. The diagnostic process is so complex we never 
hope to reproduce it in a machine. The incredible complexity 
of healthcare delivery is, strangely, what makes it a very 
fertile ground for application of artificial intelligence. But 
now, technology is changing how doctors interact with their 
implements, of how the instruments deliver information to 
the doctors and how the resultant interpretation is used in 
aiding the physician and the patient make an appropriate 
choice of treatment. Much like the aviation industry, where 
pilots have increased their efficiencies and accuracy and 
safety by flying with the help of instruments, it is time for 
doctors too to do the same [4].

In this realm of enhanced technology and digital inno-
vation, orthopaedic surgery holds its own special place. 
Orthopaedic surgeons have been quick to adapt and refine 
new technologies and integrate them with their practice. The 
last half century has seen the exponential growth of the joint 
replacement industry, amazing refinements in trauma care, 
rapid strides in imaging technology, integration of naviga-
tion and three dimensional imaging into the operating room 
and scores of instrument and implant innovations which 
have made surgery safer, predictable and efficient. The cur-
rent trends in orthopaedic surgery are about digitisation, 
artificial intelligence and smart robotics. There has been 
considerable interest in the literature and scientific forums 
about the utilisation of machine learning in various domains 
in orthopaedic surgery. This narrative review takes a brief 
look at the basics and defining principles of Artificial Intel-
ligence (AI) and Machine learning (ML), starting from the 
roots, and explores some of the areas, where it is probably 

making an impact. This is not a comprehensive review of the 
subject but a brief introduction of the subject and a look at 
some of the important work in the field.

The Background: History of Artificial 
Intelligence

In 1947, Alan Turing spoke at the London Mathematical 
society and in October 1950 published a detailed paper enti-
tled “Computing Machinery and Intelligence” [2]. He wrote 
about what is known as the Turing test and the methods that 
could be used to consider a machine intelligent, a test which 
he called “The Imitation game”. The paper also talks about 
the concept of a “Child Program”: which could be educated 
by mutation or natural selection imposed by the examiner. 
Artificial intelligence by itself was not a new thought, exper-
iments with machine learning date back to before Turing, 
but Turing laid the foundations of what we know today to be 
modern AI. Even in the current day, Turing’s paper makes 
compelling reading.

In 1955, John McCarthy proposed a study at Dartmouth 
which was directed at studying the concept of artificial intel-
ligence through a ten man 2 month workshop, which was 
subsequently held in the summer of 1956. The official origin 
of the name “Artificial Intelligence” is believed to date back 
to this proposal originally authored by John McCarthy of 
Dartmouth University, Marvin Minsky of Harvard, Nath-
aniel Rochester from IBM and Claude Shannon from Bell 
telephone laboratories [5, 6].

Many of the concepts used in artificial intelligence (AI) 
owe their roots to statistics and probability theory. Early 
computer algorithms developed were in the domains of 
heuristic research, computer vision and natural language 
processing as well as early primitive robotics. The initial 
interests in artificial intelligence did not produce tangi-
ble results and soon funds for research in the field dried 
out (these periods are referred to as the AI Winters) [6]. 
There has been an upsurge of AI and ML applications in all 
industries including healthcare over the last two decades. 
In general Artificial intelligence or AI is said to have four 
evolutionary stages [7], as depicted in Fig. 1. These are (a) 
Reactive machines that learn from data and react to changes 
in an intelligent world (b) Limited memory machines that 
learn from experience and can perform both prediction and 
forecasting (c) Machines with theory of mind—that can 
understand underlying behaviours and are capable of under-
standing and reacting to complex scenarios including human 
emotion. (4) Self aware machines: Machines that, such as 
humans, seem to hold a sense of purpose and will learn the 
purpose by observing the universe and body of knowledge 
around them. These can have opinion and cognitive biases 
just like human beings.
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Healthcare providers, payers and life science CIOs (Chief 
Information Officer) listed machine learning and predictive 
analytics as the top game changing technologies in response 
to a Gartner survey [8]. Artificial Intelligence as a science 
is still evolving and is in the process of creating history in 
more ways than one.

Theory: Definitions and Concepts in Artificial 
Intelligence

McCarthy defined artificial intelligence as “the science 
and engineering that tries to make machines intelligent, 
trying to get them to understand human language and to 
reach problems and goals as well as a human being” [9, 
10] AI can be defined on two broad approaches, one is a 
human-centric approach which is an empirical approach 
based on human behaviour and hypotheses on the same. The 
other is a rational approach which requires a combination 
of mathematics and engineering [11]. Nilsson’s definition 
which has been used by the Sanford hundred year report 
states that “Artificial intelligence is that activity devoted to 
making machines intelligent, and intelligence is that qual-
ity that enables an entity to function appropriately and with 
foresight in its environment.” [6]. The term intelligence is 
defined by McCarthy as the computational part of the ability 
to achieve goals in the world [10]. Artificial intelligence then 
has multiple domains such as heuristics, automatic learning, 
computer vision, natural language processing and intelligent 
agents [9].

Here one must also define two more terms, Weak AI 
and Strong AI (Artificial General Intelligence). Weak AI 
is most of the AI which we see in practice, which is task 
based and narrower and defined in its scope, in other words 

weak AI is programs that behave as if they are thinking. 
Strong AI or artificial general intelligence is AI which 
actually thinks, reasons and takes action. This is still far 
from reality.

Russel and Norvig [11] identified the concept of a 
rational ‘agent’ to be central to artificial intelligence. An 
agent is defined as anything that can perceive its environ-
ment through sensors and can act upon that environment 
through ‘actuators’. The agent thus interacts with the envi-
ronment through the sensors and actuators. In artificial 
Intelligence the agent is an agent program. This agent is 
defined to be rational if it can maximise its performance 
measure based on the evidence (the percept sequence) and 
built-in knowledge (learnt knowledge). The agent program 
is, therefore, trained, it learns and then acts to provide the 
desired action.

The algorithm is the building block of AI. An algo-
rithm is an instruction given to the computer in the form 
of a sequence or steps which would lead to the desired 
output. This is in the form of a precisely written code in a 
language the computer understands [3]. It is most impor-
tant that, given an input, the algorithm must be consistent 
and produce expected results. As Domingo says “Scien-
tists make theories, engineers make devices and computer 
scientists make algorithms, which are both theories and 
devices” [3]. Algorithms work together to produce com-
plex actions and also learn from each other to create new 
algorithms. The task is incredibly complex and involves 
space complexity (on the machine), time complexity (must 
use time efficiently) and complexity of relating to human 
nature (wherein the algorithms may get too complex to 
comprehend and to correct) [3]. The preferred method in 
artificial intelligence is to clearly distinguish tasks. This 
is done by building learning agents which are capable 
of operating in unknown environments. This divides the 
functional aspects of the program into a learning compo-
nent responsible for making improvements and the perfor-
mance component which executes the action [11].

Machine learning refers to the science of creating meth-
ods for machines to learn and apply analytical techniques, 
using algorithms for analysis of data, and generate an out-
put using other algorithms [9]. Different terms are used 
interchangeably for machine learning including pattern 
recognition, statistical modelling, data mining, knowl-
edge discovery, predictive analytics, adaptive systems etc 
[3]. Machine learning thus becomes a set of techniques 
to enable AI [12]. Machine Learning has been applied in 
medical research to identify quantify, analyse and interpret 
the relationship between many known variables as well 
as to discover hitherto unknown variables that may be at 
play in the given scenario. The approach to machine learn-
ing differs from classical statistics essentially in terms of 
methodology [12].

Fig. 1  Evolution of Artificial Intelligence
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Techniques of Machine Learning

Various methods of learning have been described and they 
are broadly described as [13]

(a) Inductive learning learning from specific input–out-
put pairs, the learning algorithm is told what the out-
put should be given a standard input. The variables 
are identified, annotated and the result is provided 
in the training of the algorithm. The algorithm uses 
this knowledge gained to analyse input data to provide 
results in a real-world situation.

(b) Deductive or analytical in which a general rule is 
applied to the data and then it progresses to identify 
and learn a hitherto unknown rule. Data are not labeled 
and specified nor are outputs provided in the training, 
the algorithm must sift, classify, analyse and interpret 
data to provide the necessary outputs.

More commonly, learning methods are described on the 
basis of feedback as supervised, unsupervised, semi-super-
vised or reinforced learning.

Supervised Machine Learning

A typical machine learning system for supervised machine 
learning process will take historical data with actual output 
as target. Historical data are pre-processed to make the data 
set suitable for learning and model building. Following pre-
processing of data, data are divided into training and testing 
data sets. Different algorithms are suitable for different type 

of problem solving. There are a large number of classifica-
tion and deep learning neural network algorithms available 
to create suitable models and one uses the most suitable 
method for the problem at hand. Often multiple algorithms 
may be suitable for a problem. In such a scenario, paral-
lel experimentation helps in identifying the most suitable 
algorithm. Once a suitable algorithm is identified, then the 
algorithm is trained using training data and its’ performance 
is tested using test data. The training data are divided into 
two parts by the algorithm, the training data are used for 
training and learning, whereas the validation data set is used 
for internal validation. Parameter tuning and post-processing 
on model plays an important role in optimising the perfor-
mance of the model. Different metrics are then generated 
to analyse the performance of these algorithms. Therefore, 
the training process generates a model for predictions after 
suitable validation and testing. This model is then deployed 
to a production environment for predictions. Predictions are 
made when pre-processed and as yet unused data are fed to 
the algorithm as inputs. The predictions are presented as an 
output to the user. In addition, user feedback is fed back into 
the training and learning process for improving the model 
based on latest outputs (Fig. 2).

Unsupervised Machine Learning

Unsupervised learning helps in categorising information that 
does not have labeled information, the training data set is, 
therefore, absent. The algorithm needs to categorise infor-
mation based on its own logic to create clusters of raw input 
data. The interpretation and relationships so derived are used 
to process an output, as depicted in Fig. 3. Some applications 

Fig. 2  Supervised learning: training prediction and feedback processing
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of unsupervised learning are Clustering, Anomaly Detec-
tion etc.

Semi‑supervised Machine learning

Semi-Supervised Learning as name suggests, combines 
both labeled and unlabeled data. The algorithm uses partly 
labeled data to categorise unlabeled data. Semi-supervised 
learning has applications in MRI, CT-scan etc., where few 
labeled examples of images labeled by experts, help in 
clustering unlabeled examples. The deep learning neural 
networks work on small set of annotated examples to clas-
sify unlabeled data in more accurate way than unsupervised 
learning.

Artificial Neural Networks (ANN) and Deep Learning 
(DL)

These are layered and complex machine learning models 
that attempt to mimic the organisation of the human brain. 
The layered organisation of interconnected neurons produces 
an output which is the resultant of the collaboration of the 
neurons, each neuron producing an output which is weighted 
according to the experience it has collected throughout the 
period of its use. An ANN network typically has an input 
layer and multiple intermediate layers and finally an out-
put layer [9]. There are two well known models of Deep 
learning, the convolutional neural network (CNN) and the 
Recurrent neural network (RNN). DL is premised on learn-
ing complex hierarchical representations from data that 
have multiple levels of abstraction. Input neurons activate 
the next layer when the input crosses a defined threshold 
value [12]. Deep learning models are extremely useful to 
filter and organise noisy and messy data such as sensor data 
and microphone inputs. DL methods help in refining and 
classifying the data which can then be used as an input to 
standardised Bayesian or regression methods [9, 12]. For 
example, Deep Learning methods as unsupervised learn-
ing has been successfully used in identifying phenotypical 
groups for targeted intervention in heart failure with nor-
mal ejection fraction [14]. Deep learning is applied to sift 
through large masses of EHR and EMR data to identify pat-
terns, which may set the stage for precision and personalised 

medicine. Rajakomar et al. [15] applied DL to raw EHR data 
of over 200,000 hospitalisations from two academic institu-
tions. They demonstrated the effectiveness of deep learning 
models in predicting length of stay, diagnosis at discharge, 
mortality and re-admissions at different time points, outper-
forming all traditional predictive models.

Applications: The Machine Learning Pipeline 
(Algorithm Development and Maintenance)

A typical machine-learning workflows consist of steps, as 
provided in Fig. 4. Furthermore, steps in machine learning or 
deep learning involve training, validation, validation testing 
cycles prior to deployment, as illustrated in Fig. 5.

Application steps

Pre‑processing

Interpolation and filtering is typically done on time-series 
data with high sampling such as sensor data to remove meas-
urement noise, environmental noise and outliers in measure-
ment. Sensor fusion techniques such as Kalman filters, com-
plimentary filters etc. are used to combine measurements 
from two or more sensors to estimate the true value more 

Fig. 3  Unsupervised learning process

Preprocessing 
(Interpolation, filtering, early-fusion)

Data preparation 
(transposing, delimiting, augmentation)

Feature Engineering 
(Statistical properties, transform,  

scaling, normalization)

Deep Learning 
(CNN, RNN, DBN etc.)

Machine Learning 
(classification, regression,  

Markovian/Bayesian modeling etc.)

Fig. 4  A typical machine learning workflow
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closely. One good example is the MIT balance filter for fus-
ing magnetometer and gyroscope data for inertial measure-
ment systems [16].

Data Preparation

Before data can be provided to a machine-learning system, it 
needs to be neatly arranged in columns with each dimension 
separated by a delimiter. Such steps are typically consid-
ered under data preparation. Another problem that is often 
needed to handle in this step is data imbalance which is often 
handled by giving the minority class extra weight or using 
algorithms such as SMOTE [17].

Feature Engineering

Features are loosely defined as hidden properties in a data 
that have the three properties of independence, relevance 
and stability. Independence means that the property is not a 
linear or non-linear combination of other such properties or 
dimensions present in the data set. The property of relevance 
refers to the correlation of the property with class value or 
target variable value which is to be predicted using machine 
learning. The property of stability ensures that the feature 
is relatively free of environmental noise and sensor depend-
ence which can be called reliability of a feature. Often these 
are referred to as the 3-Rs of maximum relevance, minimum 
redundancy and moderate reliability. There are many stand-
ard algorithms that provide a non-optimum check for fea-
tures along these lines. Some notable ones include MRMR 
[18] and Feast [19]. It can be mathematically shown that 
finding an optimum solution is an NP-hard problem. Finally 
features are normalised using standard techniques to ensure 
no scaling problem exists in the data set due to different 
features having different dynamic ranges. Cross validation 
is the initial testing of ML accuracy performed on part of 
the training set.

Data Splitting

When there is substantial training data, it is often ran-
domly “split” into percentage blocks for example 80–20%; 
the majority block is then used for training and the rest for 
validation purposes.

K‑Fold

If data set is not so large, k-partitions of the data are made, 
for example, 5 partitions are made of which 4 are used for 
training the model whist one is used for testing, The pro-
cess is repeated till the whole set is exhausted. The mean 
and standard deviation of sensitivity and specificity over 
all the folds is estimated.

Leave One Out

This method is typically used when there are limited sub-
jects with multiple trials such as in clinical trial studies. In 
such cases one can randomly keep one subject’s data out of 
training set and test on that subject and repeat the process 
till all subjects have been tested. This ensures minimum 
inter-subject variability. The mean and standard deviation 
of sensitivity and specificity over all the runs is then taken 
into consideration. Some of the commonly used metrics 
for validating an algorithm’s performance are:

F‑Score

The sensitivity (true positive rate, recall, or probability of 
detection) of a machine-learning algorithm is defined as 
the number of positives that are actually defined as such. 
For example number of cats actually recognised as cats. 
Similarly, the specificity (true negative rate, precision) 
measures the proportion of actual negatives that are cor-
rectly identified as such. For examples number of dogs 
that were rejected as not being cats. The F score is the 
harmonic mean of sensitivity and specificity. It has a range 
of 0–1, where 1 means a perfect system. This is very effec-
tive in binary classification systems.

AUC of RoC

In an ROC (Receiver Operating Characteristic) curve the 
sensitivity is plotted in function of the false positive rate 
(100-Specificity) for different cut-off points of a param-
eter, such as tree depth for a decision tree. The area under 

Accuracy measurement 
(F-score, AUC for RoC, 

Utility function etc.)

Feature Engineering 
& Training 

OR 
Deep N/W Training

Model Deployment

Validation Testing on  
Unseen data

Required 
accuracy

Accuracy measurement 
(F-score, AUC for RoC, 

Utility function etc.)

Cross validation on 
Training set 

(split, k-fold, leave one  
out)

Accuracy needs  
improvement

Fig. 5  The machine learning pipeline
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the ROC curve (AUC) is a measure of how well a param-
eter can distinguish between two classes.

Utility Function

This measure is used when an intersection of various fea-
tures in a typically narrow band produces the ideal condition 
for a successful function. This is highly used in economics, 
where data are high dimensional and complex. This is also 
used in healthcare, where differential diagnosis is required 
for conditions have very general and overlapping symptoms 
such as GI tract infections, sepsis etc. Statistically speaking, 
If the data can be taped to real numbers, one can rank the 
data by ranking the real numbers and this mapping is called 
the utility function.

The Pros and Cons of Using AI in Medicine

Artificial Intelligence and machine learning have been used 
in many domains in medicine, the more publicised of these 
being oncology and cardiology. Jiang et al. surveyed the cur-
rent status of AI in healthcare under four headings namely 
motivations for applying AI in healthcare, the data types 
which must be analysed by AI, the mechanisms needed for 
AI to produce clinically meaningful results, and the disease 
types being currently tackled by AI-based methods [20]. 
Obermeyer [21] identified areas of disruption that can occur 
in healthcare due to implementation of AI which are that 
ML will dramatically improve prognosis; however, the algo-
rithms will need many years more of data acquisition before 
it can be sensitive and specific enough. Obermeyer predicts 
that machine learning will replace a lot of the work that 
pathologists and radiologists do today and reduce diagnostic 
error and bring about better accuracy. Reddy et al. identified 
four critical areas of maximum influence for implementa-
tion of AI in healthcare [22]. These are healthcare admin-
istration, clinical decision support, patient monitoring and 
healthcare interventions. We are today faced with very large 
volumes of data coming from the healthcare system and to 
make effective use of these data, we will need methods based 
on machine learning to help us understand and utilise the 
hidden and known correlations and connections in these 
data. In addition, AI and ML can reduce the load on over-
worked clinicians by doing much of the documentation work 
required in a medical practice and also many of the routine 
and repetitive jobs.

There are a number of problems that are emerging with 
the gradual introduction of artificial intelligence-based 
methods in clinical medicine. Some of these are

(a) Regulatory and legal The FDA has defined steps to 
regulate the use of software as a medical device and 

is in the process of setting up standards for the devel-
opment, validation and monitoring of these solutions. 
The International Medical Device Regulators Forum 
has defined SaMD (Software as a Medical Device) as 
any software used for one or more medical purposes 
that perform these purposes without being part of a 
hardware medical device [23]. The FDA recognised the 
current medical device regulation was not designed for 
technologies such as ML and AI. It published a “Pro-
posed regulatory framework for modifications to AI/
ML-based software as a medical device” and sought 
public opinion the document. The comprehensive 
program proposes a pre-certification program, and a 
change control plan which is predetermined in the pre-
market submissions itself. Transparency in the changes 
to the software and periodic updates are also part of the 
FDA’s proposed regulatory pathway [23–25]. Similar 
changes are occurring across regulatory bodies in other 
parts of the world too.

(b) Ethical and medico-legal contexts We are seeing the 
use of ML in traditionally rule-based approaches such 
as safe drug prescription and scoring methods as well 
as clinical decision support such as survival estimates 
and prognosis and risk estimation [26]. There is a likely 
to be conflicting opinions on the medico-legal validity 
of decisions made with the support of AI-based sys-
tems. The justifications for use and of not using these 
systems, will need specific directions to be set into the 
methodology of development of algorithms, manage-
ment of algorithms and re-training of the algorithm and 
end user, and clear instructions for usage.

(c) Distributional shift and black box decision making The 
lack of adequate data as well as inappropriate sampling 
can substantially influence the performance and gen-
eralisability of algorithms. Overfitting data, spurious 
correlations, under-representation of populations, 
and the inevitable opacity of the decision making and 
output process (black box decision making) have all 
raised concerns about the universal applicability and 
generalisability of artificial intelligence and machine-
learning-based decision support systems. Even with 
systems such as the IBM Watson oncology it has been 
pointed out that the system can perform better on com-
moner cases, wherein it is the uncommon case which 
the doctor demands help with the decision making pro-
cess [27].
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Machine‑Learning Applications in the Field 
of Healthcare

The application of ML and AI has been extensively reported 
in the field of cardiology, neurology and oncology, as given 
in Fig. 6. In cardiology, application of machine-learning 
techniques has been found useful in prediction of coronary 
artery disease, in interpreting electrocardiograms, in inter-
preting echocardiograms and also in identifying phenotypes 
in a disease population [12, 14, 28–30].

Similarly, in neurology various ML-based algorithms 
[31] are being used to monitor the progression of diseases 
in neurodegenerative diseases such as Parkinson’s and 
Alzheimer’s. The disease in itself is known to fluctuate in 
its course and its response to drugs which is traditionally 
monitored using a diary maintained by the patient or his 
relatives. There has been substantial work involving accel-
erometer-based wearable sensor to monitor daily activity 
[32–34] of PD subjects to facilitate and fine tune medical 
therapy and rehabilitation, as well as prevent relapses, falls 
and complications.

In oncology, ML has found greater application [35–39]. 
With the greater understanding of cancers and the evolu-
tion of phenotypes and predictive biomarkers in targeted 
cancer therapy, ML has evolved as a powerful tool to sift 
through the varying types of data, link to real-world evi-
dence, identify correlations and suggest clinical trials and 
therapies based on collective inputs and analysis. This has 
been demonstrated by the IBM Watson for Oncology sys-
tem in many areas including breast cancer and gastric can-
cer. Watson can retrieve the most-applicable treatment plan 
based on tumour characteristics, overall health and prefer-
ences and link it to available evidence to support the choice 
[38]. Personalised and precision oncology hinges upon ML 
as the facilitating factor. Recently, AI-based applications 

have been used to identify skin cancer and for identifying 
nodules in chest radiographs. These examples show how 
prevalent ML has been becoming in the healthcare industry. 
We consider it beyond our scope to discuss further in other 
medical domains. Instead we shall focus on some of the use 
cases for ML in our subject Orthopaedic surgery. Whilst we 
look at some of the work published in recent times, we aim 
to keep it regionwise anatomically for ease of understanding 
rather than divide it by methods used for machine learning.

Artificial Intelligence in Orthopaedic Surgery

“Will intelligent machines revolutionise orthopaedic imag-
ing?” Asked Berg in an editorial in the Acta Orthopaedica 
Scandinavia in 2017 [40]. In the same issue Olzak et al. pre-
sented their research on applying ML to orthopaedic trauma 
radiographs with surprisingly good results comparable to 
radiologists [41]. Since then, the orthopaedic evidence base 
has seen the appearance of a number of studies utilising 
machine learning and artificial intelligence on databases 
ranging from imaging data to patient registries. Cabitza et al. 
reviewed the published literature on the subject of applica-
tions of machine learning in orthopaedic surgery [42]. They 
were able to identify 70 papers using either machine learn-
ing or deep learning as a methodology applied to clinical 
orthopaedics including fracture detection, spinal pathology 
assessments, skeletal bone age detection, shoulder strength 
assessment, gait classification, osteoarthritis prediction and 
detection, optimal injection point localisation, ACL/PCL 
detection and bone and cartilage image segmentation.

Kim et al. trained and validated ML models on a ACS-
NSQIP (American College of Surgeons-National Surgical 
Quality Improvement Program) database to attempt to pre-
cisely predict mortality, venous thromboembolism, cardiac 
complications and wound complications following posterior 
lumbar fusion [43]. Both machine-learning models (ANN 
and LR) outperformed the ASA standard for producing 
each complication. The authors demonstrated the ability of 
using ML on a small data set to predict complications with 
low occurrences using appropriate and carefully applied 
techniques of machine learning. In another study Pereira 
et al. [44] used three methods, a classic scoring system, a 
nomogram-based method and a boosting algorithm (method 
of machine learning) to predict survival in metastatic spine 
disease. Survival was predicted better by the nomogram 
as compared to the classic scoring algorithm at 30 days, 
90 days, and 365 days. Boosting algorithms were more 
accurate on sample data. However, on test data sets, it was 
slightly worse as compared to the nomogram. The research-
ers were also able to identify white cell count, haemoglobin 
and previous systemic therapy as three new factors associ-
ated with survival.

Fig. 6  Some applications of Machine Learning in healthcare
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Jamaludin et al. applied deep learning techniques to read-
ing T2 weighted sagittal lumbar MRI images, automating 
the identification of disc spaces, grading the degenerative 
changes such as spondylolisthesis and central canal stenosis 
and comparing them to what experienced radiologists would 
do [45]. The CNN-based model performed almost as well 
as experienced radiologists on the test data. The advantage 
of the deep learning model was that it did not need labeling 
and feature description, and with the addition of coronal and 
axial views the model could gain in accuracy and reliability. 
A distinct advantage is the avoidance of arbitrary scores. 
Though applied to T2 sagittal images here, it could easily be 
expanded to include the entire set of MRI scans [45].

Oncology has seen extensive application of deep learning 
and machine-learning techniques and orthopaedic oncology 
has been no exception. Recognising that purely image-based 
prediction for pathological fractures is inadequate, Oh et al. 
[46] used machine learning on CT imaging and clinical fea-
tures to derive predictions for pathological femoral fractures 
in metastatic lung cancer and compared the model with one 
that used CT features alone. The machine-learning model 
that included clinical features showed superior predictive 
accuracy as compared to the model using CT features alone, 
thus reinforcing the ability of machine learning to use mul-
tivariate data and generate the best possible predictive path.

Survival estimates in patients with long bone metastases 
were studied using the application of a boosting algorithm 
on data from patients operated for long bone fractures and 
compared against a classic scoring system and a nomo-
gram at 30 days, 90 days and 1 year time stamps [47]. The 
machine-learning algorithm proved superior in all training 
data sets, but in test data sets its performance was slightly 
less than the nomogram and the authors recommended the 
nomogram as simpler to use. Five year survival in chon-
drosarcoma was estimated applying the SORG (Skeletal 
Oncology Research Group) algorithm [48, 49]. Thio et al. 
[48] used data from the SEER data set (Survival Epide-
miology and End Result) and applied machine-learning 
methods on demographics, tumour characteristics, treat-
ment and outcome data. An application usable on a mobile 
phone, tablet or laptop with the outcome of interest being 
5 year survival, was then deployed using the best perform-
ing Bayesian model. This was probably the first of its kind 
freely available online predictive tool. The algorithm was 
externally validated by Bongers et al. [49] who used institu-
tional data from two tertiary-level institutions to validate the 
performance of the algorithm. They found the algorithm to 
systematically overestimate the survival in the institutional 
data set. However, the algorithm overestimated survival to 
a lesser extent on a smaller supplementary data set that had 
less than 5 year survival data available. Tools such as PathFx 
are available online to personalise bone cancer treatment. 
The ability of the PathFx tool to predict survival at several 

points in patients undergoing surgery or palliative treatment 
for metastatic bone disease, using a multivariate tool mod-
elled on Bayesian and Random Forrest techniques, has been 
tested on diverse patient populations with success [50–52]. 
The model predicted 1, 3, 6 and 12 month survival with 90% 
accuracy in a Japanese cohort (Asian) [51], it performed 
well in an Italian population when compared against the 
training data set (United States) and the first external vali-
dation (Scandinavian) [50, 51]. Nandra et al. used Bayesian 
belief networks to predict 1 year survival in bone sarcomas 
[53] and found them to be a useful decision support tool. 
These studies are reassuring and add strength to the premise 
that machine learning has potential in areas which enable 
both patient and doctor with wide spread implications in 
selecting appropriate treatment as well as avoiding inappro-
priate interventions.

In sports medicine, newer areas have emerged with the 
availability of wearables which can track the athletes’ move-
ments and physiology in real time. Along with the availabil-
ity of large registry data, the potential to use machine-learn-
ing analytics to improve performance as well as pro-actively 
prevent injuries has been gaining ground [54]. The use of 
accelerometers, heart rate monitoring devices, RFID (Radio 
Frequency Identity) trackers, GPS (Global Positioning Sys-
tem) and camera-based motion-tracking systems devices in 
innovative ways helps determine baseline fitness, energy 
consumption, performance and quantification of motion. 
Applied to the available data on injuries and performance, 
analytics can drive the development of optimal training pro-
grams for Elite athletes as well as minimise the risk of injury 
and loss of play time [50].

Application of machine learning to automate reading of 
orthopaedic trauma radiographs may significantly reduce the 
load on emergency room physicians. The seminal paper by 
Olzak et al. [41] studied the use of artificial intelligence in 
analysing orthopaedic trauma radiographs and if it could be 
better than humans. Using a large database of hand wrist 
and ankle radiographs with associated radiology reports, 
and four identified outcomes of laterality, exam view, frac-
ture and body part; five known deep learning networks 
were applied on the data-taking fracture to be the primary 
outcome and the others secondary. The performance of the 
model was compared against that of two senior orthopaedic 
surgeons on the same test data. All networks performed well 
reaching 99% accuracy when identifying body part, 90% 
on the laterality and 95% on the exam view but on detect-
ing fractures the accuracy was greater with certain deeper 
networks reaching a maximum of 83%. In another study, a 
machine-learning algorithm was applied to the T2 weighted 
maps of the central medial femoral condyle using data from 
the Osteoarthritis Initiative [55]. The aim was to classify 
these cartilage maps and predict progression to clinically 
symptomatic osteoarthritis as evinced by a change in the 
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WOMAC (Western Ontario and MacMaster) score over 3 
years. The authors found that the algorithm was able to clas-
sify the t2 weighted cartilage maps obtained before the onset 
of clinical osteoarthritis to predict the onset of osteoarthritis 
with 75% accuracy. Schmaranzer et al. developed a deep 
learning convolutional network to automate the 3-D segmen-
tation of hip cartilage models in biochemical MRI of the hip 
done in symptomatic patients with structural hip deformities 
[56]. They found the fully automated method almost as good 
as the manual method and the indices generated in perfect 
concordance with two human observers.

Bevenino et al. developed a deep learning model to pre-
dict the likelihood of amputation in combat-related open 
calcaneal fractures and compared it to a standard logical 
regression model. They found the deep learning method 
30% more accurate and better suited to clinical use than the 
logistical regression model [57]. In an interesting applica-
tion of machine-learning methods, Menendez et al. applied 
machine-learning-based natural language processing to 
explore sentiment in negative patient comments following 
Total Shoulder Arthroplasty. They identified patient-related 
factors associated with negative comments and attempted 
to correlate them to peri-operative outcomes and traditional 
measures of patient satisfaction [58]. The data mined from 
the single institution single surgeon database were classified 
into four categories using machine-learning-based natural 
language processing into four groups, positive(62%), nega-
tive (32%), mixed (5%) and neutral. They found a common 
theme of room conditions followed by time management 
and pain management amongst others in the negative com-
ments. This application presents interesting possibilities in 
the analysis of post surgical PROM (Patient-Related Out-
come Measure) surveys in determining quality and satisfac-
tion after orthopaedic surgery.

In total joint arthroplasty a number of recent papers 
have explored the application of machine-learning meth-
ods. Fontana et  al. applied three different supervised 
machine-learning models to hospital registry data to pre-
dict which patients would achieve a less than minimal 
clinically important difference (MCID) in four PROMs 2 
years after total joint arthroplasty [59]. They also sought 
to identify how the predictive ability changed with the 
addition of more information and which variables affected 
the predictive ability of the models [59]. They incremen-
tally considered predictors before the decision to undergo 
surgery, before surgery, before discharge and after dis-
charge and evaluated model performance on a test data 
set comprising 25% of the data set excluded from the 
modeling. They reported fair to good performance on pre-
surgical data and found that machine learning has good 
predictive power in predicting MCID including before 
surgical decision and before surgery data, and that this 
predictive power did not change significantly if surgical 

and post-surgical data were included as well. The value of 
this model in planning post surgical monitoring and reha-
bilitation is relevant and more such studies validated on 
diverse populations would help develop finer models. Har-
ris et al. explored the premise whether machine learning 
could provide simple easy to use tools to predict 30 day 
mortality and morbidity after total joint arthroplasty [60, 
61]. The internal validation was most accurate for cardiac 
complications and mortality [60]. On further validation 
studies [61], they were able to develop fairly accurate 
models predicting mortality and cardiac complications but 
not the rarer complications such as re-operation and deep 
infection. They attributed this to the elective nature of sur-
gery, where patients are pre-optimised already, dichotomy 
of several patient data, intra-operative and postoperative 
events that cause complications and are not part of the 
model, as well as variables that are not easily incorporated 
into the model [60]. Recent papers have applied machine 
learning on pre-operative hospital data to predict inpatient 
stays and patient specific payments for inpatient care with 
the objective of creating a risk adjusted payment model 
for total hip and knee arthroplasty [62, 63]. These models 
showed excellent predictability of length of stay with the 
application of naive Bayesian algorithms using basic pre-
operative co-morbidity data, but as complexity of the case 
increased, accuracy for predicting payment decreased pro-
portionately in THA, whereas in TKA, the proportionate 
predicted costs increased by 3, 10 and 15% for moderate, 
severe and extreme risk populations. The Cleveland Clinic 
Group spoke about the establishment of a machine-learn-
ing arthroplasty lab recognising that machine-learning 
algorithms are the best way for surgeons who want to make 
the best use of data for optimising patient and healthcare 
outcomes [64]. The authors used machine learning at their 
institution to establish patient specific risk adjusted pay-
ment models. Taking it one step further the authors have 
used a knee sleeve to monitor step count, range of motion, 
exercise plan compliance, activity level and opioid use. 
This motivational aid is used to capture data for future 
analysis [64]. The use of machine learning in conjunction 
with finite element modelling techniques in an attempt 
to optimise the short stem femoral implant, to minimise 
stress shielding and optimise function was described by 
Stojadinovic et al. [65] opening up new avenues to look at 
intelligent design of implants.

Other areas that have been explored with machine learn-
ing include prediction of non-unions [66], and gait pattern 
prediction and analysis [67–69].

As we see from the few examples above, the possibili-
ties are limitless and we are only seeing the tip of the ice-
berg. Whilst we write and read this, many more approaches 
are being tried out in the field of orthopaedics. We have 
been using logistical regression for our models for many 



119Indian Journal of Orthopaedics (2020) 54:109–122 

1 3

years, especially those that predict risk, survival, mortality 
and morbidity. We feel that these are areas which will show 
promise with ML and AI applications in the near term.

Discussion

As we enter an exciting age of AI and robotics, it has been 
said it is a brave new world [70]. As surgeons, we inher-
ently believe in value derived from patient outcomes, surgi-
cal innovations, implant designs and best practices in the 
field [71]. The precision that is promised by AI in our ability 
to deliver optimised care is indeed something to look for-
ward to. Whether it be survival, prediction of costs, assist-
ing in image diagnostics, clinical decision support or even 
implant design and improvement, the avenues we can see 
are tremendous and varied. We are now looking at artifi-
cial intelligence-based technologies sitting at the top of the 
Gartner Hype Curve [72]. However, it is quite unlikely to 
fall into the trough of disillusionment and then the plateau of 
enlightenment followed by productivity [73]. We can antici-
pate increasing integration of these technologies into the 
workplace driven by the need for value of care and patient 
entered outcome evaluation. The most valuable area that is 
developing is image analysis, where AI is showing promis-
ing results in reading X-rays and other imaging data. Clini-
cal decision support on the strength of analysis of varied 
types of data such as imaging, EMR and EHR data and treat-
ment documents with the aid of deep learning and natural 
language processing, is already showing promising results. 
The papers from Cleveland clinic [62–64] have shown how 
machine learning can help predict stays and develop risk 
adjusted payment models. These are huge strides forward 
in our quest for optimised care at reasonable costs and with 
reduced complications. Enabled with masses of wearable 
data, we can envision a future that is wearable enabled and 
data driven to provide precision and personalised treatment 
for our patients. As an editorial comment in the Journal of 
Arthroplasty recently pointed out, whilst our patients may 
demand the same degree of ease and convenience and per-
sonalisation from their medical treatment, as they are expe-
riencing in their personal lives, they also realise the situa-
tion is different, where their health is at stake [74]. There is 
also a fear that machines will overrun the doctors. This fear 
though rampant, is at the moment at least, ill founded. The 
kind of artificial intelligence that is needed for this does 
not exist and is still decades away at the earliest. As Ober-
meyer [21] has said, medical practice has always required 
doctors to handle huge volumes of data, and the ability of 
doctors to handle this increasingly complex data, sets good 
doctors apart from the mediocre ones. ML provides doctors 
the unique opportunity to understand their patient better and 
to use the best option [21]. Clinicians must train themselves 

to use these methods effectively and improve their practice. 
There is no doubt that AI is all set to replace much of the 
diagnostic work and in some years, may even become the 
standard of care. Hence an ethical, moral and legal frame-
work needs to be in place for the development, implementa-
tion and maintenance and upgrade of these algorithms. AI 
can also be misdirected by bias and inherent inability to 
translate features and relations from a narrower database to 
a larger population [75]. What does the future really hold? 
Does it envisage machines replacing doctors? Not in the 
near future, it does not look like it will, although we see 
great amounts of automation in the way we work. What 
we will see, however, is that we will be submerged in huge 
mountains of data in this increasingly connected world and 
workplace. We will have to face the reams of EMR and EHR 
data, wearable-based monitoring data, app-based patient 
outcome data, imaging data, surgical videos and procedural 
data, literature and multiple complex volumes of imaging 
data, which we already are finding it difficult to handle and 
interpret. In such a developing workplace, we will see the 
gradual intrusion and permeation of AI and ML, helping us 
sift through data, find correlations, interpret and conclude 
from the data. We will find algorithms simplify the paper-
work we need to do to administer our work and practice and 
payments. We will see algorithms filtering out those patients 
who need the most attention and directing our interest the 
right way. Many more ways we can list how algorithms will 
enrich the healthcare industry. The downsides we have listed 
already in brief and they themselves would serve a separate 
paper, but it seems reasonable to conclude, as many more 
have before, and many who continue to do so, to reassure 
the skeptics, and embrace this brave new universe. Doctors 
need to play an active and interactive role with engineers 
in developing, tailoring, implementing and managing algo-
rithms in this domain. We need doctors to take responsibil-
ity and train algorithms and interpret the validity and usage 
of algorithms before they are released into the practice 
domain. We are already seeing this synergy. We need a note 
of caution too, whilst we may consider medicine to be a 
rule based, evidence based, rational activity based on well-
defined conditions, in reality it involves a lot more than that 
in actual practice [76]. There is reasoning, there are values, 
empathy, relationships, advice and reassurances. There is 
experiential learning, intuitive responses based on real time 
and real-world understanding of the environment in which 
the patient is living and working in, which will be difficult 
to incorporate at the current time in ML technologies. It is 
for us to reason and understand together the best directions 
and applications that ML can bring us to improve what we 
do best, care for the patient.

Mr Nadella, the CEO of Microsoft has laid down some 
principles and goals for AI which we as an industry and soci-
ety need to debate on. These apply as much to our domain of 
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patient care as to other domains in the real world. In brief, 
these are (a) AI must be designed to assist humanity (b) 
AI must be transparent -one must know how it works, men 
must know about the machines, ethics and design must go 
hand in hand c) Maximise effectiveness without destroying 
the dignity of people—the tech industry should not dictate 
the values or virtues of the future that should preserve cul-
tural commitments and diversity. (d) AI must be designed 
for intelligent privacy. (e) Design AI for algorithmic respon-
sibility so that humans can undo unintended damage. (f) 
AI must avoid bias, one needs to ensure proper representa-
tive research to avoid bias. Mr Nadella also talked about 
the characteristics that humans need to develop to be able 
to stay relevant in the age of AI [1, 9]. These include (a) 
Empathy—this is difficult to replicate in machines and will 
be valuable in the human-AI world. (b) Education; One will 
need knowledge and skills to implement new technologies 
on a large scale. For us in the field of medicine, it will mean 
a change in the basic medical curriculum which will need 
to incorporate the knowledge of using algorithms intuitively 
in their practice. (c) Creativity—the enhanced capabilities 
provided by machines will continue to augment and improve 
our capabilities.; and last but not the least (d) Judgement and 
responsibility— to accept that a decision made by a machine 
still means a human has to be ultimately responsible [1, 9].

Conclusion

The world of algorithms brings with it a lot of expectations 
and also apprehensions and fears. AI and ML have demon-
strated their efficacy in well selected and conducted exam-
ples, and the utility of these algorithms to augment diag-
nostics and clinical care is slowly getting well established. 
In orthopaedics, prognostication of outcomes, prediction 
of costs and optimisation of care, image analysis, surgical 
implant design, survival analysis are all areas being looked 
into. We can expect the technology to spread rapidly and 
more insights to emerge especially from the large and long 
running implant registries in Europe and North America. 
We can also expect insights and changes in personalised 
orthopaedic care on the basis of patterns derived by deep 
learning algorithms from EMR and EHR data. In short, there 
are exciting times ahead and the way we practice is set to 
change, and we need to get prepared well by training our-
selves and our colleagues, participating in technology devel-
opment and using it well to augment our clinical practice 
and patient care. In this, AI is truly a positive and welcome 
disrupting force in orthopaedic surgery.
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