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Abstract
In this paper, we propose a method for predicting the prices and trends of cryptocur-
rencies using sentiment analysis and time series forecasting. In this study, more than 
one million tweets spanning 3 months (March, June, and December 2022) regarding 
three cryptocurrencies, Bitcoin (BTC), Ethereum (ETH), and Binance Coin (BNB) 
during the Russian-Ukrainian War, are considered. Two models, a convolutional 
neural network with long short-term memory (CNN-LSTM) and a support vector 
machine (SVM) with GloVe and TF-IDF features, are trained on a labeled dataset of 
more than fifty thousand tweets about Bitcoin labeled as positive, negative, and neu-
tral. A pretrained model (Pysentimento) for sentiment analysis is also employed to 
compare the performances of the three models. The models are tested on the labeled 
dataset and then evaluated on the unlabeled tweets, revealing that Pysentimento’s 
level of accuracy outperforms the other two models. Google Trends, along with the 
opening and closing prices, and the volume of the three cryptocurrencies, in addi-
tion to the results of Pysentimento sentiment classification, are employed to apply 
the Pearson correlation coefficient and conduct price prediction analysis using the 
SARIMA model. It is found that Bitcoin may appeal to those seeking stability and 
a known record of accomplishment, while Binance Coin and Ethereum may attract 
investors looking for more diverse opportunities. A data-centric approach that can 
provide valuable insights and predictions for the cryptocurrency market, especially 
in the context of the Russian-Ukrainian War, which poses significant challenges and 
uncertainties for investors and traders, is demonstrated.
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1  Introduction

Cryptocurrency forecasting has become an increasingly prevalent research topic, 
with sentiment analysis being one of the key techniques implemented to predict 
cryptocurrency prices. Political events have been shown to significantly impact 
cryptocurrency prices and sentiment analysis of social media. Google Trends data 
is an emphatic method of predicting these fluctuations. The Russian-Ukrainian War 
represents a substantial occurrence that potentially influences the oscillations of 
cryptocurrency prices.

Sentiment analysis of social media and Google Trends data necessitates the 
employment of computational methods to identify and extract subjective informa-
tion, such as opinions and attitudes, from these sources of data. In the context of 
cryptocurrency price forecasting, sentiment analysis can postulate valuable appre-
hension regarding how the masses perceive a particular cryptocurrency or the 
cryptocurrency market as a whole. By analyzing the sentiment expressed in social 
media and Google Trends data, it is possible to gain a better understanding of how 
the market may behave in the short or long term [1]. However, there are challenges 
to conducting sentiment analysis of social media and Google Trends data for cryp-
tocurrency price forecasting. These include the need for accurate and representa-
tive datasets, the difficulty in accurately classifying sentiment, and the potential for 
bias in the data. Despite these challenges, sentiment analysis of social media and 
Google Trends data remains a promising approach for improving the accuracy of 
cryptocurrency price forecasting [2].

Behavioral finance refers to the study of how psychological biases and emotions 
influence financial decision-making. In relation to cryptocurrency price forecasting, 
sentiment analysis of social media and Google Trends data can provide insight into 
the emotions and psychological biases of cryptocurrency market participants. For 
example, social media sentiment analysis can reveal how investors feel about a par-
ticular cryptocurrency and how sentiment fluctuates over time. Google Trends data 
can uncover search trends related to a particular cryptocurrency, which can offer 
insights into the level of interest and attention the cryptocurrency is receiving [3].

Cryptocurrency prices are highly volatile and can be influenced by various fac-
tors, including global events. During times of crisis, such as the Russian-Ukrain-
ian War or the COVID-19 pandemic, traditional market indicators may not produce 
an accurate reflection of the market sentiment. This is where sentiment analysis 
of social media and Google Trends data becomes even more significant, as it can 
capture the real-time sentiment of market participants. This information can be 
exploited by traders, investors, and analysts to make informed decisions about their 
investments [4].

Presently, countless subscribers use social media platforms such as Twitter (pres-
ently X), Instagram, and Facebook to share their thoughts about their daily lives 
and express their emotions. X as a social media platform, is distinguished with a 
number of privileges to be chosen for this research. First of all, according to Mat-
thew Woodward [5], globally, there are 436 million active Twitter subscribers per 
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month. Secondly, Twitter has varied access accounts using application programming 
interfaces (APIs). The Twitter API is a collection of programmatic endpoints that 
can be exploited to comprehend or create the Twitter discourse and scrap tweets [6]. 
Finally, Drus and Khalid [7] maintain that the majority of social media subscribers 
worldwide use Facebook. However, due to the unstructured nature of the data, its 
poor organization, frequent usage of short forms, and high rate of spelling errors, 
sentiment analysis is not commonly conducted using these data, but rather more fre-
quently by means of X.

In the context of the Russian-Ukrainian War, sentiment analysis of social media 
and Google Trends data can reveal how geopolitical tensions are impacting the cryp-
tocurrency market. For instance, if social media sentiment around Bitcoin is over-
whelmingly positive during the war, it may be an indication that investors could 
view it as a safe-haven asset. Conversely, if sentiment is negative, it may indicate 
that investors are selling off their cryptocurrency holdings and moving to more con-
ventional haven assets such as gold or the US dollar [8].

This paper comprises thirteen sections that flow logically and are organized accord-
ing to their significance to the overall study. The second section begins by setting the 
groundwork, outlining the research objectives, and presenting the attending results, 
followed by the third section, which takes a step further by discussing the research 
questions addressed in the study. This is followed by the fourth section, which intro-
duces the limitations of the study, providing a context for the interpretation of the 
results. The fifth section delves into the heart of the research by reviewing the litera-
ture on sentiment analysis in relation to cryptocurrencies, while the sixth section pre-
sents the research methodology in detail, including the procedures utilized and a com-
parison of SVM, CNN-LSTM, and Pysentimento, which forms the crux of the study. 
The seventh section presents the analysis and discussion of the study’s findings, while 
the eighth section provides a second evaluation of the results. The ninth section con-
ducts a comparative analysis, providing a broader perspective on the research findings. 
The tenth section pivots toward applying the research findings in real-world scenarios, 
focusing on Pysentimento and Google Trends, while the eleventh section delves into 
correlation analysis, deepening the understanding of the research findings. The twelfth 
section discusses price forecasting using SARIMA, further expanding the practical 
application of the research. Finally, the paper concludes with the thirteenth section, 
providing future research directions and summarizing the study’s findings, which not 
only wraps up the research but also suggests avenues for further exploration.

2 � Objectives and Attending Results

The study embarks on a comprehensive evaluation of predictive models—support 
vector machine (SVM) classifier, convolutional neural network-long short-term 
memory (CNN-LSTM) model, and Pysentimento sentiment analyzer—to identify the 
most accurate method for analyzing cryptocurrency markets during wartime. It aims 
to enhance the precision of market trend predictions and price forecasting. Via intro-
ducing an innovative sentiment analysis approach via Pysentimento, it outperforms 
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conventional machine learning and deep learning models in accuracy. In conjunction 
with this, the research utilizes Google Trends data, alongside the closing prices for 
March, June, and December 2022, to evaluate the trends of Bitcoin, Ethereum, and 
Binance cryptocurrencies. This involves correlating predictor variables like normal-
ized closing prices and volumes with sentiment-related target variables, providing a 
detailed view of market dynamics and sentiment trends.

The research concludes with the validation of SARIMA model predictions 
through the calculation of RMSE, offering insights into the profitability and stability 
of the cryptocurrencies during times of conflict. The findings aim to guide invest-
ment strategies, supported by rigorous data analysis and statistical validation. The 
research also suggests future directions for refining predictive models and integrat-
ing advanced computational techniques to improve the precision and adaptability 
of analytics tools. Additionally, in addressing the gaps identified in the literature, 
this study extends the work of Abraham et al. [9] by not only analyzing Twitter sen-
timent but also incorporating Google Trends data and advanced machine learning 
models to predict cryptocurrency prices. Unlike Abraham’s study, which found a 
predominance of neutral sentiment, our approach leverages the Pysentimento model 
to capture a broader range of sentiments, leading to more nuanced insights into mar-
ket behavior. Abraham’s study and the following ones will be discussed later in lit-
erature review.

Building on the findings of Hyunyoung and Varian [10], this study confirms the 
value of Google Trends data in forecasting cryptocurrency prices. However, we 
advance their approach by integrating this data with sentiment analysis, providing 
a more comprehensive understanding of market dynamics. Our methodology 
also differs from Valencia et  al. [11] and Xin Huang [12,  13] in that we employ 
a pretrained sentiment analysis model, Pysentimento, which demonstrates superior 
performance compared to the machine learning methods they used. Our case study 
analysis reveals that Pysentimento outperforms traditional models like SVM and 
CNN-LSTM, achieving higher accuracy in sentiment classification, which in turn 
enhances the reliability of our price predictions.

Throughout a case study analysis during a significant geopolitical event—the 
Russian-Ukrainian War—our study offers new perspectives on the cryptocurrency 
market’s response to external shocks. This period, represented by the months of 
March, June, and December 2022, provides a unique context for examining the resil-
ience and volatility of cryptocurrencies, contributing fresh insights to the field. The 
empirical nature of this study is grounded in the analysis of over one million tweets 
related to Bitcoin (BTC), Ethereum (ETH), and Binance Coin (BNB), alongside the 
application of advanced sentiment analysis and time series forecasting methods. It 
provides a holistic understanding of the cryptocurrency market by integrating the 
best of the three models with other factors such as price and volume, and it estab-
lishes a novel and robust framework for cryptocurrency research that combines the 
most accurate algorithm with other techniques like correlation analysis and time 
series forecasting. This framework is designed to yield insights into sentiment and 
market trends and to predict future prices and network dynamics for a year marked 
by significant events, starting with March (the initiation of the war) and ending with 
December (the end of 2022).
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3 � Research Questions

(A)	 What are the differences between SVM, CNN-LSTM, and Pysentimento? Which 
method yields the best level of accuracy?

(B)	 Can sentiment analysis on tweets and Google Trends produce accurate 
predictions about the emotional tendencies and prices of Bitcoin, Ethereum, 
and Binance coin?

(C)	 If predictions based on social media are possible, do they correlate with the 
trend of the actual interest of the chosen cryptocurrency retrieved from Google 
Trends?

4 � Limitations of the Study

The study’s methodology, which leverages sentiment analysis and price forecasting 
to predict cryptocurrency prices during the Russian-Ukrainian War, not only pro-
vides valuable insights but also exhibits several limitations that merit careful con-
sideration. The exclusive reliance on Twitter data may introduce a bias, as it does 
not necessarily reflect the sentiments of the entire cryptocurrency investor popula-
tion, which is diverse and global. The use of public datasets, while accessible, brings 
into question the reliability and cleanliness of the data, potentially introducing noise 
that could skew the results. The Pysentimento model showed promise in sentiment 
analysis; however, its effectiveness across various datasets has not been thoroughly 
tested, raising concerns about its generalizability. Furthermore, the application of 
Google Trends data in sentiment analysis is limited by its inability to discern the 
complex motivations behind search queries, such as the intent and context of the 
searches, the presence of noise like irrelevant searches or bot activity, and the vola-
tility of search trends over time. These factors, along with the study’s narrow focus 
on a specific geopolitical event and the inherent unpredictability of cryptocurrency 
markets, suggest that the conclusions drawn may not be broadly applicable. Despite 
these challenges, the study underscores the potential utility of combining sentiment 
analysis with price forecasting and Pearson correlations in the analysis of cryptocur-
rency markets, while also highlighting the importance of cautious interpretation of 
the results and the need for ongoing research to refine the methodologies used.

5 � Review of Literature

Despite the growing research interest in sentiment analysis of cryptocurrency price 
prediction in recent years, both Pysentimento as sentiment analysis classifier and 
Binance Coin have been paid less attention to by other studies, possibly for being 
relatively recent. As far as sentiment analysis for cryptocurrency price forecasting 
is concerned, there are various studies with variant objectives. The present review 
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covers them as they highlight the significant role of sentiment analysis in predicting 
cryptocurrency and stock market prices.

Abraham et  al. [9] employs a sentiment analysis of Twitter to predict 
cryptocurrency prices. The data is analyzed to determine whether they can be useful 
information to the final model. VADER (Valence Aware Dictionary and sentiment 
Reasoner) is a sentiment analysis tool employed in natural language processing. It 
assigns polarity scores to words to discern whether they convey positive, negative, 
or neutral sentiment, thereby facilitating the analysis of sentiments in social media 
texts and informal communication. In this study, VADER finds tweets to be more 
neutral, which reduces the accuracy of the results if the general public’s sentiment is 
neutral because neutral sentiment usually does not indicate a buying or selling trend. 
The ratio of tweets and Google Trends is strongly correlated with prices. To estimate 
the final daily price of Bitcoin, a linear regression technique is applied. Despite 
potential price fluctuations, sentiment on cryptocurrency in Twitter discussions 
tends to be positive. However, future research should consider employing more 
sophisticated models than linear regression to enhance results, particularly since the 
data used in this study was collected during a period of price increases.

Another study has conducted specific research on Google Trends data, which 
concludes that basic seasonal autoregressive models that incorporates Google 
Trends data as input data surpassed other models which do not involve Google 
Trends data by 5 to 20% [10]. However, it is challenging for such models to explain 
situations where the direction changes. In these situations, Google Trends data can 
be beneficial.

A different study introduces a system that forecasts the prices of four chosen cryp-
tocurrencies—Bitcoin, Ethereum, Ripple, and Litecoin—using social media data and 
machine learning methods. Random forests, support vector machines, and neural net-
works (NNs) are applied in this model. The results of this model demonstrate the 
applicability of sentiment analysis and machine learning methods for cryptocurrency 
prediction. Furthermore, the prices of certain cryptocurrencies, typically those with a 
substantial follow-up, can be anticipated solely by Twitter data [11].

Xin Huang [12] proposes an LSTM model for sentiment analysis. Sina-Weibo, a 
famous social networking platform in China, provides the data to measure the senti-
ment. A recurrent neural network based on long short-term memory (LSTM) and 
historical cryptocurrency values is used to predict the price trend for cryptocurren-
cies. The results show an accuracy rate of 87%. This result is 15.4% better than that 
of the currently used traditional auto-regression method [13].

6 � Research Methodology

6.1 � Data Collection

In this research, data collection methods are dedicated to efficiently gathering 
and analyzing selected tweets and Google Trends. The process involves utilizing 
various tools, including the Twitter API, sentiment analysis, and Google Trends. 
To address the research inquiries effectively, these methods will be elaborated on 



Operations Research Forum            (2024) 5:74 	 Page 7 of 40     74 

in the subsequent section. The primary data source for this study is an academic 
Twitter Application Programming Interface (API) account. This account facilitates 
the extraction of tweets over a 3-month period (March, June, and December 2022), 
focusing on keywords such as “Bitcoin,” “Ethereum,” and “Binance.” The Twitter 
API, comprising programmatic endpoints, enables the comprehension and extraction 
of Twitter discourse [6]. Subsequently, the collected tweets are filtered based on 
language (English) and location (worldwide), resulting in a total collection ranging 
from 700,000 to over a million tweets per month. By utilizing an academic API 
account, researchers gain access to ten million tweets monthly, ensuring an adequate 
supply of necessary data. Simultaneously, Google Trends data is gathered using the 
PyTrends library in Python [14], focusing on the same keywords and timeframe. 
Additionally, Twitter data scraping is conducted using the Tweepy library [15].

Two distinct datasets are utilized for training and evaluation purposes. The 
first dataset consists of 50,859 tweets that have been categorized as [“positive”], 
[“negative”], and [“neutral”]. This dataset is obtained from the Kaggle website, 
which is a renowned platform and online community for data scientists and machine 
learning practitioners [16]. For the secondary assessment, a distinct dataset is 
employed, encompassing 100 annotated tweets categorized as positive, negative, 
and neutral. These tweets are drawn randomly from the researcher’s collection of 
tweets pertaining to the three cryptocurrencies. Additionally, historical price data for 
the three cryptocurrencies (Bitcoin, Ethereum, and Binance) is obtained from Yahoo 
Finance, a comprehensive platform offering cryptocurrency market information 
encompassing market capitalization, trading volume, price trends, and news. It also 
provides an API that facilitates access to historical and real-time cryptocurrency 
data, with price data collected for the same periods as the tweets (March, June, and 
December 2022) along with the real prices for the first 3 months of 2023 (January, 
February, and March) for the sake of price forecasting [17].

Google Trends, in turn, serves as a tool to gauge the relative popularity of specific 
search phrases relative to others over time [18]. These data provide insights into the 
popularity of cryptocurrencies in 2022, aligning with the price charts and sentiment 
analysis results for Bitcoin, Ethereum, and Binance. The Google Trends data is 
accessed through the Google Trends API, which offers insights into the relative 
popularity of Bitcoin, Ethereum, and Binance for the same periods as the tweets 
(March, June, and December 2022).

6.2 � Support Vector Machine (SVM)

According to Cortes and Vapnik [19], support vector machines (SVMs) are a type of 
supervised machine learning algorithm that can be used for both classification and 
regression tasks. SVMs work by finding a hyperplane that separates the data points 
of different classes with the maximum margin. The data points that are closest to 
the hyperplane are called support vectors, and they determine the position and 
orientation of the hyperplane. SVMs can handle both linear and nonlinear problems 
by using different kernel functions. The chosen model for this study is SVM with 
(GloVe) and Term Frequency-Inverse Document Frequency (TF-IDF). GloVe is a 
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word embedding technique capturing semantic and syntactic information in vector 
spaces. These word embeddings serve as numerical representations of words for 
machine learning algorithms, capturing word meanings, contexts, similarities, 
analogies, and polarities [20].

According to Ramos [21], TF-IDF is a statistical measure evaluating the 
importance of a word within a document or corpus. TF-IDF assigns weights to words 
based on their frequency in a document and rarity across the corpus. Higher TF-IDF 
scores indicate greater word relevance to the document. TF-IDF is utilized in this 
study to reduce word vector dimensionality and eliminate noise and stopwords. In 
SVM, classification into positive, negative, or neutral categories is accomplished by 
identifying the hyperplane that best separates data points into different classes.

6.3 � Advantages and Disadvantages of SVM

One notable advantage of SVMs is their ability to attain high accuracy and exhibit 
strong generalization performance by identifying a hyperplane that effectively 
separates data points into distinct classes while maximizing the margin between 
them [19]. This unique attribute enables SVMs to mitigate the issues of overfitting 
and underfitting often encountered by other machine learning algorithms like 
neural networks or decision trees. In the context of sentiment analysis within the 
cryptocurrency domain, characterized by its volatile and unpredictable data, SVM’s 
ability to provide a reliable and robust model becomes crucial for addressing the 
inherent uncertainty and variability of the data [22]. SVMs effectively classify text 
into positive, negative, or neutral categories based on emotional tone,accommodate 
various text lengths and formats; and employ features such as word counts (TF-IDF, 
word embeddings, or n-grams. These methods can synergize with other techniques, 
such as feature selection, dimensionality reduction, or ensemble methods, to enhance 
performance and accuracy [23, 24].

Despite their strengths, SVMs face certain limitations within the domain of 
cryptocurrency sentiment analysis. Primarily, their inherent binary classification 
nature necessitates extensions for multiclass sentiment classification, often required 
in cryptocurrency discussions characterized by multifaceted sentiment landscapes. 
The computational intensity of SVMs poses challenges when dealing with large 
volumes of real-time cryptocurrency data, where timeliness is crucial [25]. 
Additionally, tuning hyperparameters and kernel functions can be time-consuming 
and resource intensive, complicating SVM implementation [26]. SVMs’ sensitivity 
to different kernel functions and hyperparameter settings introduces variability in 
performance, necessitating extensive trial-and-error approaches or grid searches to 
optimize results [23].

6.4 � CNN‑LSTM

In the present research, a hybrid model that combines convolutional neural networks 
(CNNs) and long short-term memory (LSTM), originally adapted from Kaggle [16], 
has been employed with the primary aim of enhancing the accuracy of outcomes. 
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For a comprehensive exploration of the CNN component, it is imperative to delve 
deeper into the characteristics of convolutional neural networks (CNNs). They are a 
category of deep learning algorithms specifically designed to address intricate tasks, 
including image recognition and natural language processing [27].

The fundamental operation of CNNs involves the application of filters or kernels 
to input data, which can encompass images or textual content, thereby facilitating 
the extraction of localized features or discernible patterns. Notably, these filters 
or kernels are acquired through network learning during the training phase, and 
they possess the capacity to encapsulate diverse aspects or dimensions of the 
data, encompassing attributes such as edges, shapes, colors, linguistic constructs, 
n-grams, and sentiment expressions [28]. It is pertinent to mention that CNNs may 
additionally employ pooling layers for the purpose of diminishing data intricacy 
and dimensionality, alongside fully connected layers to cater to classification or 
regression objectives [29].

Within this integrated framework, CNNs assume the role of extracting localized 
features or patterns, while LSTM specializes in capturing temporal dynamics and 
protracted dependencies inherent in the data [30]. This harmonious fusion of layers 
imparts to CNN-LSTM the ability to deliver superior performance and address more 
intricate challenges, surpassing the efficacy of deploying each layer in isolation [31]. 
The CNN outputs a vector encompassing all these features. LSTM then processes 
this vector to generate a sentiment score. LSTM learns to utilize the vector’s features 
to compute a numerical sentiment value for the tweet, taking into account the tweet’s 
context and tone. The final outcome is a sentiment score for each tweet, reflecting its 
positivity or negativity toward a particular cryptocurrency. A high sentiment score 
suggests optimism about the cryptocurrency, potentially indicating an expected 
price increase, while a low score signifies pessimism, possibly signaling a price 
decrease [32].

6.5 � CNN‑LSTM Privileges and Drawbacks

CNN-LSTM has some merits and demerits that affect its performance and 
applicability for sentiment analysis of cryptocurrency. As for the first, CNN-LSTM 
can capture both local and global features along with patterns from the data, while 
other models may only capture one or the other. This means that CNN-LSTM can 
handle more diverse and heterogeneous data, and handle more fine-grained and 
nuanced sentiments [33]. It can handle variable-length inputs and outputs, which is 
useful for dealing with data of different lengths and formats. This means that CNN-
LSTM can process texts of different word counts, languages, or styles, while other 
models may require fixed-length inputs or outputs [34]. It can be trained end-to-end, 
which means that it can learn the optimal parameters for both the convolutional and 
recurrent layers without requiring any manual feature engineering or preprocessing. 
This approach can reduce the complexity and cost of the model development and 
deployment.

Regarding the latter, CNN-LSTM requires considerable training data and com-
putational resources to learn effectively, as it has many parameters and operations to 
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optimize [35]. This means that CNN-LSTM can be slow and expensive to train and test 
and may need many trails and errors or grid search to find the best settings [23]. It may 
not be able to capture the long-range dependencies and context information in the data, 
as it relies on fixed-size filters or kernels for the convolutional layers. This means that 
CNN-LSTM may miss some important clues or signals that affect the sentiment of the 
text, such as the word order, the sentence structure, or the discourse relations [36].

6.6 � Pysentimento

Pysentimento, a Python library designed for accessibility, provides a user-friendly 
avenue for conducting sentiment analysis and various social (NLP) tasks. The library 
achieves this by harnessing the capabilities of models such as BERT and others. 
Within Pysentimento, users can effortlessly load pretrained sentiment analysis mod-
els, including BERT, DistilBERT, RoBERTa, XLM-RoBERTa, or custom models 
tailored to specific domains or languages. Pysentimento’s versatility extends to the 
application of these models on text inputs or data frames, generating sentiment scores 
that serve as quantitative indicators of the textual content’s positivity or negativ-
ity. Pérez et al. [37] developed Pysentimento, making it conveniently accessible on 
both GitHub and PyPI.

In the field of sentiment analysis, Pysentimento opts for BERT as its principal 
model for conducting evaluations in both English and Spanish. The toolkit extends its 
capabilities by incorporating models that have undergone fine-tuning to address the 
specific requirements of distinct datasets or languages. A notable example is Rober-
tuito, a specialized variant within the Pysentimento toolkit crafted explicitly for the 
analysis of sentiment in Spanish tweets sourced from social media. This adaptation is 
rooted in RoBERTa, an improved version of BERT distinguished by augmented data 
and extended training iterations. Pérez et al. [38] introduced Robertuito to enhance 
sentiment analysis within the Pysentimento framework. This comprehensive toolkit 
is designed to provide users with the capability to perform sentiment analysis on 
their proprietary data or make use of alternative models available in Pysentimento or 
the Hugging Face Transformers library. In doing so, a versatile and adaptable solu-
tion is established [38, 39]. Pysentimento has been evaluated on several datasets and 
benchmarks for different languages and tasks. According to its authors, it achieves 
state-of-the-art results for sentiment analysis in Spanish and English and competitive 
results for other languages and tasks. For example, for sentiment analysis in Spanish, 
Pysentimento achieves an accuracy of 91.3% on the TASS 2017 dataset, which is a 
collection of tweets annotated with positive, negative, or neutral labels. For sentiment 
analysis in English, Pysentimento achieves an accuracy of 90.9% on the SemEval 
2017 Task 4A dataset, which is a similar collection of tweets [40].

6.7 � Pysentimento Strengths and Weaknesses

In terms of merits, the utilization of BERT models within Pysentimento enables high 
accuracy and robustness for sentiment analysis tasks, surpassing previous models on 
various natural language processing (NLP) benchmarks and tasks [39]. Furthermore, 
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Pysentimento offers models that are fine-tuned on specific datasets or languages, 
thereby enhancing performance and adaptability [38]. This approach is particularly 
advantageous as sentiment analysis can aid in predicting cryptocurrency trends by 
capturing public sentiment and opinions, shedding light on the emotions and attitudes 
expressed in cryptocurrency-related text data [41, 42]. Additionally, Pysentimento 
leverages established and well-maintained NLP libraries and frameworks, such as 
the Hugging Face Transformers library, which supports numerous models and frame-
works. Moreover, it utilizes popular libraries like pandas, numpy, and scikit-learn, 
ensuring reliability and widespread usage [43]. Pysentimento does have some demer-
its. Firstly, users are required to install Pysentimento and its dependencies, which 
may necessitate considerable time and storage space, depending on the user’s system 
and internet connection. Furthermore, compatibility issues or errors may be encoun-
tered during the installation process [38, 43].

7 � Analysis and Discussion

In this section, the primary objective is to conduct a comparative analysis of the 
performance of (SVM), (CNN-LSTM), and the Pysentimento framework utilizing 
BERT for sentiment analysis within the domain of cryptocurrencies. The aim is to 
determine the most accurate model for sentiment analysis. Subsequently, Google 
Trends data, volume, and the results of sentiment analysis (positive, negative, 
and neutral) are amalgamated into a table and normalized to obtain an overall 
sentiment sum. Following this, Pearson correlation coefficients are computed, and 
a time series prediction utilizing the SARIMA model is executed to identify which 
cryptocurrency is the safest for investment during periods of geopolitical tension.

7.1 � Data Preprocessing and Training of CNN‑LSTM

The training and testing dataset is comprised of 50,859 tweets on Bitcoin that have 
been categorized as [“positive”], [“negative”], and [“neutral”]. This dataset has been 
obtained from the Kaggle website, which is a renowned platform and online com-
munity for data scientists and machine learning practitioners [16]. Eighty percent 
of the data are devoted to training and the remaining portion is dedicated for testing 
where the training set consists of (40687) tweets, while the testing set comprises 
(10172) tweets. A larger training set allows the model to learn from a substantial 
amount of data, capturing patterns and relationships in the tweets that are essen-
tial for making accurate predictions. The bar plot indicates that 22,937 tweets are 
labeled as positive, 21,939 as neutral, and 5983 as negative. This exploratory analy-
sis offers an initial understanding of sentiment distribution prior to model develop-
ment (Fig. 1) conveys such a distribution.

Preprocessing initiates with the column “tweet” turning into “clean_tweet” after 
preprocessing and the column “label” is the one for sentiments. The word count 
is a common feature employed in text analysis tasks to assess the complexity and 
content of text data whereas text length column quantifies the length of each tweet in 
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terms of character count. This metric can be valuable for examining the distribution 
of tweet lengths within the dataset. The mean and standard deviation enable the 
researcher to determine the correct average of tweet length employing Freedman-
Diaconis rule, which was 30.

The training and testing shapes become (40687, 30) (10172, 30). Figure 2 shows 
the data after preprocessing with both metrics, while Fig. 3 uncovers the word cloud, 
a powerful visual representation of frequently occurring words in text data, gener-
ated at this stage since it offers a visual summary, highlighting the most prevalent 
words within the dataset. It provides insights into the dataset’s underlying themes 
and characteristics. The epochs’ number is 5 and the batch size is 128.

The model in Fig. 4 undergoes five processing stages. To begin with, an embed-
ding layer maps each of 30 input tokens to a 200-dimensional vector, forming a three 
dimensional tensor of shape (30, 200). It involves two crucial parameters: maximum 
features and embedding dimensions. These parameters grant the model flexibility 
in encoding word information, making it adaptable to the dataset’s specific charac-
teristics. The model in Fig. 4 undergoes five processing stages. To begin with, an 
embedding layer maps each of 30 input tokens to a 200-dimensional vector, forming 
a three dimensional tensor of shape (30, 200). It involves two crucial parameters: 

Fig. 1   Distribution of sentiment labels

Fig. 2   Pre-processing with text length and word count
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maximum features and embedding dimensions. These parameters grant the model 
flexibility in encoding word information, making it adaptable to the dataset’s spe-
cific characteristics. Subsequently, the architecture incorporates two convolutional 
1D layers, which introduce a spatial understanding of the text data.

These layers employ a set of 1D convolutional filters, alike to sliding windows, 
to detect local patterns and feature representations within the tweet sequences. 
Throughout utilizing filters with varying receptive field sizes, the model becomes 
proficient at recognizing both fine-grained details and broader textual features. The 

Fig. 3   Word cloud

Fig. 4   CNN-LSTM sequential model components
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Rectified Linear Unit (ReLU) activation function adds a critical element of non-
linearity, enabling the model to capture complex relationships between words. Fol-
lowing the convolutional layers, two MaxPooling 1D layers act as a dimensionality 
reduction mechanism. These layers systematically downsample the output from the 
convolutional layers preserving the most salient and informative features while miti-
gating computational complexity. This process allows the model to concentrate on 
the most relevant elements of the data, enhancing its efficiency and focus.

The neural network architecture further evolves with the inclusion of an LSTM 
layer as it excels at capturing sequential dependencies and long-range contextual 
information within text data. This layer is vital in modeling the temporal dynamics 
of tweet sequences, understanding how words relate to each other over time, and 
capturing intricate patterns that might span across the entire sequence. Finally, 
the dense layer maps the LSTM output to a three-dimensional vector using linear 
activation, forming a tensor of shape (3) where the softmax function transforms 
the model’s internal representations into probability distributions across the three 
sentiment classes: negative, neutral, and positive [44].

7.2 � Classification Report of CNN‑LSTM

Based on Sharma and Sharma [45], classification reports are essential instruments 
for assessing the efficacy of models intended to infer attitudes (positive, negative, 
or neutral) from textual data. These reports provide crucial metrics, each of which 
provides unique information on how well the model works. The first indicator, preci-
sion, measures how well positive predictions are made in comparison to false posi-
tives, or how frequently the model accurately predicts positive feelings. The other 
one, recall, gauges how well the model can recognize real-world positive examples, 
demonstrating its accuracy in expressing good emotions. Eventually, the third met-
ric, the F1-score, finds a middle ground between recall and accuracy. This middle 
ground is especially helpful when the distribution of emotion classes is not uniform. 
Figure 5 uncovers CNN-LSTM classification report.

The results demonstrate the ability of the proposed method to classify tweets 
into three sentiment categories: positive (pos), negative (neg), and neutral (neu). As 
for negative (neg), the precision for the negative sentiment class is approximately 
0.92. This indicates that when the model predicts a tweet as negative, it is correct 
proximately 92% of the time. The recall, at around 0.95, demonstrates that the model 
captures about 95% of the actual negative tweets. The F1-score, which harmonizes 
these metrics, is approximately 0.93, suggesting a strong balance between precision 
and recall for the negative sentiment class. This means that the model excels in 
identifying and correctly classifying tweets expressing negative sentiments.

Regarding the neutral sentiment class, the precision is roughly 0.98, indicating 
that the model’s predictions of neutrality are highly accurate. The recall, at approx-
imately 0.97, signifies that the model correctly identifies about 97% of the actual 
neutral tweets. The F1-score of about 0.98 reaffirms the model’s exceptional per-
formance in classifying neutral sentiment, with a balanced combination of precision 
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and recall. This signifies the model’s proficiency in distinguishing neutral tweets 
from others.

The positive sentiment class exhibits similar excellence, with a precision of 
approximately 0.98, indicating highly accurate positive predictions. The recall, 
around 0.98, indicates that the model captures about 98% of the actual positive 
tweets. The F1-score, approximately 0.98, reflects the strong balance between preci-
sion and recall for the positive sentiment class. This underscores the model’s ability 
to effectively identify and classify positive sentiment in tweets. The overall model 
performance is impressive, with an accuracy of approximately 97%. This accuracy 
demonstrates the model’s proficiency in classifying tweets across all sentiment 
categories.

The macro-average F1-score, at about 0.96, signifies that the model maintains 
a robust balance between precision and recall for all sentiment classes, consider-
ing their individual support levels. Additionally, the weighted average F1-score, also 
around 0.97, indicates the model’s consistency in performance across different senti-
ment classes, considering their varying proportions in the dataset.

To conclude, the model demonstrates high proficiency in classifying tweets into 
positive, negative, and neutral sentiment categories, with an overall accuracy of 
97%. It upholds robust balanced performance across sentiment classes, as indicated 
by macro and weighted average F1-scores of 0.96 and 0.97, respectively. The results 
emphasize the model’s effectiveness in sentiment analysis of social media texts.

7.3 � Data Preprocessing and Training of SVM

All the steps of this phase are similar to those in the previous model apart from 
minor differences. First of all, tokenization breaks the text into individual words or 
tokens, enhancing the model’s ability to comprehend and analyze the content. Sec-
ondly, stop-words removal is essential for eliminating common but uninformative 
words. Thirdly, lemmatization reduces words to their base or root forms, ensuring 

Fig. 5   CNN-LSTM classification report
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consistency in the data. Variations like “running” and “ran” are both transformed 
to “run,” streamlining feature extraction and pattern recognition. Finally, Part-of-
Speech Tagging (POS) enriches the data by assigning grammatical labels to each 
word, allowing for the capture of specific linguistic patterns. This step can aid in 
discerning verbs, adjectives, or other parts of speech relevant to sentiment analysis.

For this model, the Hugging Face 200-dimensional GloVe feature is imported, 
and it has been widely implemented in NLP tasks. The 200 dimensions of the word 
vectors refer to the fact that each word is represented by a vector of 200 numerical 
values to provide a rich and informative representation of words. The feature works 
by converting words into a continuous vector space, where the similarity between 
words can be measured using cosine similarity [20].

On the positive side, this feature is built upon a vast and diverse corpus of tweets, 
enabling it to effectively capture informal, colloquial language, slang, and even emoti-
cons commonly found in social media conversations and tweets. It excels at capturing 
both global and local information from the corpus, including word frequency, word 
order, and word context. Additionally, the model can unveil intriguing linear relation-
ships between words, such as analogies, antonyms, and synonyms. However, there 
are certain restrictions associated with the Hugging Face GloVe embeddings. Firstly, 
its performance is contingent upon the vocabulary size and coverage of the under-
lying corpus, which may not encompass rare or domain-specific (cryptocurrency) 
words, potentially limiting its applicability in specialized contexts. Secondly, the 
feature may struggle to capture intricate and nonlinear relationships between words, 
including polysemy, homonymy, irony, and sarcasm. Lastly, it may encounter diffi-
culties in handling out-of-vocabulary words or common typographical errors com-
monly encountered in the informal language of tweets. Understanding these merits 
and demerits is crucial when considering the application of the Hugging Face GloVe 
embeddings 200d in various natural language processing tasks [20].

Conversely, TF-IDF is a fundamental technique in (NLP). Being part and parcel 
of this model, TF-IDF addresses a critical challenge in NLP which is how to rep-
resent the inherent information and nuances of text data in a way that algorithms 
can effectively process [46]. TF-IDF vectorization offers several advantages when 
compared to alternative text representation methods like bag-of-words or word 
embeddings.

First of all, it addresses the issue of high dimensionality by considering only words 
that appear in at least one document within the dataset. TF-IDF aids in solving the 
obstacle of having too many different words to deal with by only looking at words 
that appear in at least one document in the dataset. This reduction in dimensional-
ity makes it computationally efficient and manageable. Secondly, TF-IDF captures 
both local and global information about words. It accounts for word frequency within 
a document and across all documents in the dataset, providing a holistic view of 
word importance. Thirdly, TF-IDF assigns higher weights to words that carry more 
informative or distinctive characteristics for a document or topic, while assigning 
lower weights to common or generic words. This feature is particularly valuable for 
highlighting the significance of words in context. Finally, TF-IDF is known for its 
simplicity in implementation and interpretation, as it does not necessitate complex 
mathematical operations or external resources [47].
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Based on Xue [48], there exist certain limitations and challenges associated with 
TF-IDF vectorization. To begin with, TF-IDF assumes that words are independent 
of each other, disregarding their order and context within a document. This can lead 
to the loss of valuable sequential information. Moreover, TF-IDF does not capture 
semantic or syntactic relationships between words, such as synonyms, antonyms, or 
grammatical structures, which limit its ability to understand the deeper meaning of 
language. Additionally, TF-IDF may assign low weights to words that are relevant 
but infrequent across all documents, such as proper nouns or domain-specific terms. 
Eventually, TF-IDF can be sensitive to outliers or noisy data, including spelling 
errors or typos. To mitigate some of these limitations, the researcher employs com-
plementary techniques like stemming, lemmatization, NLTK stop-word removal, 
and adding (pos) to tokens with TF-IDF.

These enhancements improve its overall performance and accuracy, making it a 
versatile choice for text analysis tasks and that has already been put into practice 
at the first step of pre-processing. Figure 6 uncovers the tweets after preprocessing 
steps executed. The input data shapes are examined, with train GloVe at 40,687 sam-
ples by 200 features and test GloVe at 10,172 by 200, encoding tweets in a seman-
tic space. Meanwhile, train TF-IDF and test TF-IDF have the same sample counts 
and 9991 features, representing tweets high-dimensionally. This conveys the input 
data shapes of GloVeand TF-IDF. GridSearchCV is a tool that performs an exhaus-
tive search over specified parameter values for an estimator using cross-validation. 
Cross-validation is a technique that splits the data into k-folds, utilizes one-fold as 
the test set and the rest as the training set, and repeats this process k times, averaging 
the results. This approach can provide a more reliable estimate of the performance 
of the estimator on unseen data.

Three-fold cross-validation is employed to evaluate each combination of param-
eter values. This conveys that data will be split into three parts, and each part is 
used as a test set once, while the other two parts are employed as a training set. 
The average score across the three folds is used as the performance metric for each 
combination. The parameters that are tuned are as follows: C, which is the regulari-
zation parameter for SVM that controls the trade-off between margin maximization 
and error minimization; and kernel, which is the kernel function for SVM that deter-
mines the type of transformation applied to the data.

Fig. 6   Tweets after SVM preprocessing
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After that, the researcher designates “all” as the value for k, indicating the selec-
tion of all features by SelectKBest. The “SVM C” parameter, which represents sev-
eral levels of regularization strength, is set to a range of values, including 0.1, 1, 
and 10, in the SVM classifier. Furthermore, two kernel options “linear” and “RBF” 
(Radial Basis Function) are defined for the “SVM kernel” parameter, which affects 
how the SVM maps input data. The first one finds a linear hyperplane that separates 
the data points based on their features (positive, negative neutral). The second maps 
the data points into a higher-dimensional space where a linear hyperplane can sep-
arate them better than in the original space. The grid search process evaluates the 
model’s performance in a systematic manner across different sets of these hyperpa-
rameter values in order to determine which set best improves model performance. 
The results are illustrated in Fig. 7.

The figure conveys that utilizing “all” features, setting C to 10, and employing the 
RBF kernel provide the best performance for SVM with GloVe and TF-IDF features 
on the data. C = 10 indicates a reasonably high value of this hyperparameter for the 
SVM classifier, balancing margin maximization and error minimization effectively. 
The RBF kernel is frequently implemented for capturing non-linear relationships in the 
data, indicative of the data’s complexity and non-linearity. The model achieves accu-
racy scores of approximately 91.94% with GloVe and 88.22% with TF-IDF, reflecting 
its capability to classify tweets into their respective sentiment categories accurately.

7.4 � Classification Reports of SVM

7.4.1 � Classification Report of SVM‑GloVe

As revealed in Fig. 8, with regard to sentiment analysis, the classification report thor-
oughly provides a thorough summary of the performance data obtained from an estab-
lished support vector machine (SVM) model that makes use of GloVe features. This 
assessment methodology includes support, recall, F1-score, and accuracy measures 
that are specific to the three sentiment categories (positive, neutral, and negative). Cen-
tral measures of the model’s prediction accuracy for every sentiment class are precision 
values, which are shown as noteworthy percentages. For the negative sentiment cat-
egory, the accuracy is 91.83%, for the neutral sentiment category, it is 94.46%, and for 
the positive sentiment category as 91.25%.

The recall percentages surface as 95.17% for negative sentiments, 93.54% for 
neutral sentiments, and 82.39% for positive sentiments. The accuracy, a pivotal 
metric gauging correctness in classifying cases crosswise all sentiment subclasses, is 
92.96%. This overarching accuracy metric provides a holistic viewpoint on the model’s 
effectiveness in sentiment examination. Macro and weighted averages, integral portions 

Fig. 7   Best hyperparameters for SVM with GloVe and TF-IDF
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of the report, offer nuanced appraisals accounting for stabilizing and circulation of 
sentiment categories. The macro-averaged precision, recall, and F1-score communicate 
as 92.51%, 90.37%, and 91.35%, respectively. Conversely, the weighted-averaged 
precision, recall, and F1-score arise at 92.97%, 92.96%, and 92.92%, correspondingly. 
These averages offer a more comprehensive assessment regarding the impact of class 
imbalances on the level of performance held by the model.

To summarize, the classification report delivers comprehensive and illuminating 
information about the SVM model’s performance, providing subtle insights into its 
accuracy, recall, and F1-score for various sentiment categories. While macro and 
weighted averages offer a comprehensive picture of the model’s performance in 
sentiment analysis tasks, the support metric and overall accuracy add more context. 
This thorough examination is essential for identifying the model’s advantages 
and possible areas for improvement, enabling well-informed sentiment analysis 
decision-making.

7.4.2 � Classification Report of SVM‑TF‑IDF

The deployed (SVM) model’s sentiment analysis performance is painstakingly eval-
uated in the classification report in Fig. 9. The assessment is carried out via TF-IDF 
characteristics, a commonly employed method for determining a word’s relevance 
inside a collection of documents. The report provides a detailed overview of the dis-
criminative skills of the model by covering precision, recall, F1-score, and support 
metrics for each sentiment category (positive, neutral, and negative).

The precision values signify the degree of accuracy with which the model predicts 
each sentiment class. In the present case, the accuracy of the negative sentiment 
class is 86.54%, indicating that the model is capable of correctly classifying negative 
attitudes. The model’s accuracy in predicting neutral attitudes is demonstrated by 
the neutral sentiment class’s precision of 94.47%, whereas the positive sentiment 
class’s precision is 90.70%.

Metrics for recall offer valuable information on how well the model captures 
examples from each sentiment category. Recall for the negative class is 95.63%, high-
lighting the model’s capacity to accurately identify a significant percentage of real 

Fig. 8   Classification report of (SVM-GloVe)
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negative cases. With an 88.49% recall rate, the neutral class demonstrates a strong 
sensitivity to real-world neutral mood occurrences. Nevertheless, the recall of the 
positive class is 78.14%, indicating a somewhat lower capture of real positive cases.

F1-scores, which exhibit a harmonic mean of recall and precision, shed more 
light on the model’s well-balanced performance. With an F1-score of 90.85%, the 
negative emotion class exhibits a well-balanced trade-off between recall and preci-
sion. Likewise, the class representing neutral sentiments has an F1-score of 91.38%, 
signifying a well-balanced approach to forecasting neutral sentiments. On the other 
hand, the F1-score of 83.95% for the positive sentiment class indicates a trade-off 
between recall and precision for positive sentiments.

The SVM model with TF-IDF features has an overall accuracy of 90.35%, 
which provides a global indicator of how accurate it is at categorizing instances in 
all sentiment categories. Weighted averages and macro statistics offer a thorough 
analysis that takes the impact of class disparities into account. The macro-averages 
for recall, F1-score, and precision are 90.57%, 87.42%, and 88.73%, in that order. 
On the contrary, the F1-score, weighted-averaged precision, and recall are 90.35%, 
90.65%, and 90.70 percent, correspondingly.

To conclude, this thorough assessment provides a detailed overview of the 
SVM model’s advantages and disadvantages in sentiment analysis tasks, offering 
insightful information that can be used to develop the model and make well-
informed decisions.

The comparative study of SVM model that employs both of TF-IDF and GloVe 
characteristics has several implications. The TF-IDF feature is regularly outper-
formed by the SVM model combined with GloVe embeddings in terms of accuracy, 
precision, and F1-score for a range of attitudes. This consistency implies that GloVe 
embeddings play a major role in building a more sophisticated and reliable sentiment 
analysis model due to their capacity to capture complex semantic information.

Both features have a high level of competence when it comes to neutral emo-
tions, demonstrating their ability to navigate through a wide range of expressions 
in this area. The F1-scores accurately reflect the subtle nature of neutral sentiment 

Fig. 9   Classification report of (SVM-TF-IDF)
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expressions, which forces models to strike a careful balance between recall and preci-
sion. With the highest recall in this category, the SVM model which utilizes TF-IDF 
features demonstrates a unique ability to efficiently capture occurrences of negative 
sentiment efficiently. This discovery suggests that TF-IDF could be vastly advanta-
geous in recognizing manifestations of negative emotion, providing insightful infor-
mation, especially in applications where detecting negative sentiments is critical. 
These findings highlight the significance of contemplating the intricacies of senti-
ment expressions and carefully evaluating the trade-offs between precision and recall 
when selecting a sentiment analysis model.

7.5 � Pysentimento

This particular model does necessitate neither a preprocessing nor a training phase, 
as it is a pre-trained model equipped with a tokenizer. The process commences with 
the installation of the Pysentimento library (version 0.7.2) and its prerequisites. 
It procures the following dependencies: “accelerate” library (version 0.22.0), 
“datasets” (version 2.14.5), and “emoji” (version 1.7.0). The model architecture, 
“robertuito,” suggests that this model is based on the RoBERTa architecture. 
RoBERTa is a variant of the BERT (Bidirectional Encoder Representations from 
Transformers) model and is known for its effectiveness in a wide range of NLP 
tasks. The model is fine-tuned specifically for sentiment analysis. Fine-tuning 
involves training a pre-existing model on a task-specific dataset. In this case, the 
model has been trained on a dataset of text samples with associated sentiment labels 
(positive, negative, and neutral). This fine-tuning process supports the model to 
learn the patterns and features relevant to sentiment analysis. Pre-trained models for 
sentiment analysis have become increasingly popular due to their effectiveness in 
capturing nuances in sentiment across various domains [40].

The “accelerate” library, designed for Python, focuses on optimizing and expedit-
ing computations, particularly within the realms of numerical and scientific comput-
ing. Moreover, the “emoji” library, also a Python library, augments the project with 
capabilities centered on “emoji” processing and management. This library enables 
tasks such as “emoji” detection, extraction, and manipulation within textual data. Its 
functionality extends to “emoji” identification, conversion between “emoji” and Uni-
code representations, and “emoji” visualization. Incorporating the “emoji” library 
is a sensible decision aimed at enhancing the project’s capacity to adeptly manage 
emojis within the sphere of NLP endeavors, encompassing applications such as senti-
ment analysis, text classification, and text generation [49]. The dataset dedicated to 
training purposes consists of 50,859 tweets related to Bitcoin. It is partitioned into an 
80% training set and a 20% testing set previously. The testing dataset from the previ-
ous models, encompassing 10,174 tweets, is stored in a CSV file. This dataset will 
be employed to assess the accuracy of the Pysentimento model, ensuring uniformity 
across all three models under evaluation. Figures 10 and 11 demonstrate the stages 
of Pysentimento model and the results of Pysentimento application on a portion of 
the testing dataset correspondingly. In Fig. 11, the “label” column represents the clas-
sification of the training dataset whereas the “sentiment” is the one for Pysentimento.
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7.5.1 � Classification Report of Pysentimento

The presented classification report concerns the “Pysentimento” model’s per-
formance following its application to test data. This report evaluates the model’s 
capabilities in classifying text-based sentiments into three categories: “positive,” 
“negative,” and “neutral.” It is crucial to analyze each aspect of the report to gain a 
comprehensive understanding of the model’s performance as conveyed in Fig. 12.

When it comes to assessing the “positive” emotion category, the model performs 
admirably. For this category, the precision is 0.89, meaning that 89% of the feelings 
that the model predicted to be “positive” are indeed true. The recall for the “positive” 
category is equally impressive, with a score of 0.88, indicating that the model 
effectively captures 88% of actual positive sentiments present in the dataset. An F1-
score of 0.88 in this situation indicates that the model is remarkably well-balanced, 
with a strong equilibrium between recall and precision. This equilibrium suggests 

Fig. 10   Pysentimento model stages

Fig. 11   Pysentimento application results
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that the model performs well in predicting “positive” feelings and in capturing the 
majority of genuine positive sentiments seen in the data.

The model’s precision score in the “negative” sentiment category is 0.83, which 
means that 83% of the feelings it identified as “negative” are actually “negative.” 
However, the recall for the “negative” category is 0.69, demonstrating that the 
model only accurately classifies 69% of the real negative attitudes in the dataset. 
For the “negative” category, the F1-score, a measure of precision and recall 
equilibrated, is recorded as 0.76. The model appears to be operating in this category 
quite harmoniously, based on its F1-score of 0.76. With a precision of 0.92 in the 
“neutral” sentiment category, the “Pysentimento” model does exceptionally well, 
correctly predicting 92% of the “neutral” feelings among its predictions.

Moreover, the recall for the “neutral” category is an impressive 0.97, highlighting 
the model’s capacity to correctly classify 97% of actual neutral sentiments in the 
dataset. The F1-score for “neutral” is 0.94, denoting a balance between precision 
and recall. This score highlights the model’s ability to discern neutral sentiments. 
The “Pysentimento” model has an overall accuracy of 90%, demonstrating its 
competence in sentiment prediction across all categories.

In conclusion, the “Pysentimento” model performs admirably when tested utiliz-
ing test data. It maintains a balanced F1-score, demonstrating its efficacy in capturing 
various sentiment categories, and demonstrates notable strengths in precision, espe-
cially in the “neutral” category. The model’s overall 90% accuracy rating specifies 
how consistently it can predict “positive,” “negative,” and “neutral” sentiments.

8 � The Second Evaluation

The researcher’s choice of utilizing a second evaluation stems from a compelling 
need for rigorous accuracy validation. This imperativeness arises due to substantial 
doubts surrounding the observed accuracy levels of the three models. The core objec-
tive is to ascertain the authenticity of the attained accuracy, safeguarding against 
potential pitfalls like overfitting or underfitting, which may compromise the credibil-
ity of the results. Given the paramount prominence of this objective, the previously 
constructed models are saved and subsequently recalled to undergo a test against 
a dataset comprising 100 tweets of the randomly collected data regarding three 

Fig. 12   Pysentimento classifica-
tion report
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cryptocurrencies: BTC, ETH, and BNB, which represents unseen data manually cat-
egorized by the researcher into positive, negative, and neutral sentiments. Figure 13 
unveils the results of the second evaluation.

The performance metrics, including precision, recall, F1 rating, and accuracy, 
for the four distinct NLP models become conveyed. They are “CNN-LSTM,” “SVM 
(GloVe),” “SVM (TF-IDF),” and “Pysentimento.” Such metrics function as funda-
mental indicators of the models’ proficiency in accurately identifying positive, nega-
tive, and neutral sentiments within a specified dataset. The precision values reveal 
observable modifications across every model under examination. These indices 
serve as indications of the percentage of correctly expected positive cases among 
all cases expected as positive. “CNN-LSTM” uncovers a noteworthy precision of 
90%, emphasizing its dexterity in productively categorizing positive sentiments with 
precision. In contrast, “SVM (GloVe)” and “SVM (TF-IDF)” demonstrate compara-
tively reduced precision values of 80% and 78%, respectively, indicating a relatively 
smaller accuracy in correctly distinguishing positive cases.

Contrastingly, “Pysentimento” separates itself with a remarkable precision of 
97%, symptomatic of its heightened ability to outwit incorrect positives and discern 
positive sentiments with extraordinary accuracy. This discrepancy in precision 
values underscores the nuanced execution divergences among the models, thereby 
offering crucial insights into their efficacy in positive sentiment characterization.

The recall values, which signify the proportion of actual positive instances prop-
erly recognized by the models, unveil intricate patterns that shed light on the mod-
els’ efficacy in capturing positive sentiments. “CNN-LSTM” achieves a commend-
able recall of 88%, affirming its ability to capture a considerable part of genuine 
positive sentiments within the dataset. In contrast, both “SVM (GloVe)” and “SVM 

Fig. 13   Second evaluation scores
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(TF-IDF)” present dissimilar recall values of 95% and 75%, respectively. This 
delineates varied abilities in correctly identifying positive instances, with “SVM 
(GloVe)” demonstrating a notably higher recall than “SVM (TF-IDF).” Noteworthy 
is the exceptional execution of “Pysentimento,” boasting a perfect recall of 100%, 
indicating its unparalleled capability to comprehensively identify all positive sen-
timents present in the dataset. This divergence in recall values among the models 
accentuates nuanced distinctions in their ability to effectively identify and capture 
actual positive sentiments, providing valuable insights into their respective strengths 
in positive sentiment recognition.

The examination of the F1 rating provides a thorough assessment of the model 
accomplishment. A harmonic average derived from recall and precision is the F1 
rating. “CNN-LSTM” becomes distinguished by an F1 rating of 89%, indicating 
a tuneful balance between precision and recall, thereby proposing a well-rounded 
effectiveness. In contrast, “SVM (GloVe)” and “SVM (TF-IDF)” present F1 
scores of 87% and 77%, respectively, accentuating nuanced variations in their 
precision-recall equilibrium. The heightened F1 rating of 98% accomplished by 
“Pysentimento” attests to its exceptional proficiency in accomplishing a brilliant 
amalgamation of precision and recall, underscoring its intensified effectiveness in 
sentiment analysis tasks.

9 � Comparative Analysis

Below is a comprehensive analysis of sentiment classification models, namely, 
“CNN-LSTM,” “SVM (GloVe),” “SVM (TF-IDF),” and “Pysentimento.” The focus 
is on F1 score values, accuracy, precision, and recall in both the first and second 
assessments. Subtle variations in the models’ output that provide insight into how 
well they perform in sentiment analysis applications will be revealed through careful 
inspection of these metrics.

The precision values for sentiment classification models in the first and second 
evaluations exhibit slight variations. “CNN-LSTM” obtains a precision of 0.90 
in the first evaluation, but in the second evaluation, it slightly drops to 0.89. 
Conversely, “SVM (GloVe)” exhibits a clear increase from 0.80 to 0.87, indicating 
an increase in its capacity to accurately detect pleasant emotions. The precision of 
“SVM (TF-IDF)” decreases from 0.78 to 0.77, suggesting a slight deterioration in 
its precise performance. In contrast, “Pysentimento” displays consistency in both 
evaluations, with a precision value of 0.97, highlighting its ability to prevent false 
positives.

Similarly, recall values for each of the sentiment categorization models disclose 
significant alterations between the two assessments. The recall of the “CNN-LSTM” 
model falls slightly from 0.88 to 0.87, suggesting a marginal decline in the model’s 
ability to identify true positive cases. In contrast, “SVM (GloVe)” reveals a boost 
in its recall from 0.95 to 0.98, indicating an elevated degree of accuracy in iden-
tifying positive sentiments. “SVM (TF-IDF)” has a more substantial reduction in 
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recall from 0.75 to 0.68, indicating a shift in its proficiency in recognizing positive 
instances. It is noteworthy that “Pysentimento” consistently scores a perfect recall 
of 1.00 in both evaluations, demonstrating its unwavering ability to fully detect all 
positive sentiments in the dataset.

The F1 score offers a comprehensive view of model performance as a well-bal-
anced combination of recall and precision. With an F1 score of 0.89 in both assess-
ments, “CNN-LSTM” performs consistently and represents an equitable trade-off 
between recall and precision. The F1 score of “SVM (GloVe)” slightly increases 
from 0.87 to 0.88, demonstrating a better equilibrium between recall and precision. 
However, “SVM (TF-IDF)” experiences a more significant decrease in F1 score, 
from 0.77 to 0.73, suggesting a change in the precision-recall balance. With a con-
sistent F1 score of 0.98 in both tests, “Pysentimento” performs exceptionally well, 
demonstrating its ongoing ability to achieve a pleasing balance between recall and 
precision.

The sentiment classification models’ accuracy values reflect significant variations 
between the first and second assessments. In both evaluations, “CNN-LSTM” con-
sistently scores an accuracy of 0.86, demonstrating stability of its overall predic-
tion ability. From 0.82 to 0.81, “SVM (GloVe)” shows a slight decline, indicating a 
minor change in accuracy performance. SVM (TF-IDF) experiences a more notable 
decline from 0.79 to 0.71, signifying a notable change in its overall accuracy. Con-
versely, “Pysentimento” has a remarkable consistency, exhibiting a constant accu-
racy of 0.92, highlighting its continuous ability to anticipate sentiments correctly in 
all classes.

Potential overfitting or underfitting factors when examining performance fluc-
tuations in sentiment analysis models such as “CNN-LSTM,” “SVM (GloVe),” 
“SVM (TF-IDF),” and “Pysentimento” must be taken into account. When a model 
becomes overfitted to the training data, it captures irrelevant details and exhibits 
poorer performance on new, unseen data. This phenomenon is known as overfitting. 
Conversely, underfitting occurs when a model accomplishes poorly than expected 
across measurements due to its oversimplification. Overfitting may be indicated by 
abrupt declines in accuracy, recall, F1 score, or precision, while underfitting, which 
exposes the model’s simplicity in capturing sentiment classifications, may be desig-
nated by persistent underperformance across metrics.

In conclusion, subtle variances in the performance metrics of the sentiment 
analysis models “CNN-LSTM,” “SVM (GloVe),” “SVM (TF-IDF),” and “Pysen-
timento” are exposed through comparing their analyses between the first and sec-
ond evaluations. In both assessments, “CNN-LSTM” continuously maintains lofted 
values for accuracy, recall, F1 score, and precision, indicating a strong and reliable 
performance. Recall and F1 score improvements for “SVM (GloVe)” demonstrate 
the system’s capacity to recognize positive sentiments. A number of measures indi-
cate a possible shift in the precision-recall balance of “SVM (TF-IDF).” It is note-
worthy that “Pysentimento” consistently exhibits exceptional precision, recall, and 
F1 score, confirming its effectiveness regarding sentiment analysis accurate predic-
tion and it will be employed on the data concerning the three cryptocurrencies.
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10 � Pysentimento and Google Trends

This implementation of Pysentimento is preceded by a pre-processing step, which 
involves the removal of irrelevant tweets from the dataset pertaining to the three 
currencies. A pattern of words is designated and it serves the purpose of recogniz-
ing tweets that pertain to the context of cryptocurrencies, encompassing terms such 
as Bitcoin, Ethereum, and Binance, along with a multitude of associated hash tags 
and keywords. Tweets that deviate from this pattern, commonly referred to as “mis-
matches,” are systematically identified and segregated, with a dedicated output file 
housing these mismatched tweets. As for Google Trends, Fig.  14 illustrates total 
searches for BTC, ETH, and BNB, respectively, in March, June, and December, 
2022. The total searches on Google Trends for the three cryptocurrencies, Bitcoin, 
Ethereum, and Binance Coin in 2022, demonstrate varying levels of attention cross 
the given months. In March, Bitcoin reached 2075 searches, Ethereum garnered 
2155 searches, and Binance Coin observed 2621 searches. In June, Bitcoin declined 
to 1506 searches, Ethereum reduced to 1371 searches, and Binance Coin held a sub-
stantial interest with 2150 searches. December notably saw a significant increase 
in searches for Bitcoin and Ethereum, reaching 2558 searches for each, indicating 
heightened fascination in these cryptocurrencies toward the end of the year. In con-
trast, Binance Coin observed a decrease in searches to 1899.

These search volume fluctuations imply dynamic shifts in public sentiment and 
interest regarding these cryptocurrencies over the course of the year 2022. The col-
lective data reveal complex patterns in the online attention for these digital assets, 
potentially swayed by external elements such as market trends, regulatory develop-
ments, and overall market sentiment.

After the application of Pysentimento to the data, the sentiments sum total is col-
lected for the three previously designated cryptocurrencies and months in 2022. The 
opening and closing of last days for each month in addition to the trading volume of 
the three cryptocurrencies are provided using Yahoo Finance.

The trading volume is the total quantity of a cryptocurrency that is traded 
across all exchanges over a specific timeframe. It exhibits the total quantity of 
cryptocurrency units that have been acquired and sold on the market during that 

Fig. 14   Total searches of Google Trends
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period. Trading volume is a crucial metric in the cryptocurrency market since 
it offers insights into the market activity and liquidity. Higher trading volumes 
commonly indicate increased market interest, liquidity, and the potential for more 
accurate price discovery. On the contrary, lower trading volumes could suggest 
reduced interest, potentially leading to higher price volatility and less reliable price 
information [50]. Table 1 displays how the collected data are organized.

The table provides a detailed overview of cryptocurrency data for March (MAR-
22), June (JUN-22), and December (DEC-22) of the year 2022. The “Month” 
column categorizes data based on the recording month and year, allowing for a 
closer look at cryptocurrency performance during specific periods. Each entry in the 
“Coin” column acts as a unique identifier, indicating the cryptocurrency (e.g., BNB, 
BTC, and ETH) and simplifying the analysis process. Sentiment-related columns 
like “Positive %,” “Negative %,” “Neutral %,” and “Overall Sentiment %” break 
down sentiment percentages for each cryptocurrency. The “Total Tweets%” column 
provides insights into social media activity.

For sentiment analysis, the “Positive %,” “Negative %,” “Neutral %,” and “Over-
all Sentiment %” columns are crucial, revealing the percentage of positive, negative, 
neutral sentiments, and an overall sentiment indicator. “Opening ($)” shows the open-
ing price on the first day of the month, while “Closing ($)” indicates the closing price 
on the last day. “Volume (billions)” records the total trading volume, and the “Google 
index” reflects Google searches. Normalization is applied to several columns, includ-
ing “Positive %,” “Negative %,” “Neutral %,” “Overall Sentiment %,” “Volume (bil-
lions),” and “Google index.” This ensures comparability and meaningful analysis 
across different data scales. The dataset is a valuable resource for analysts, investors, 
and researchers, offering insights into cryptocurrency behavior, performance, and 
sentiment analysis. It enhances understanding in correlation and time series forecast-
ing, providing valuable indicators of market sentiment.

11 � Correlation Analysis

The Pearson correlation coefficient serves as an instrument for calculating the linear 
association between two variables. It assumes a pivotal role in the assessment and 
quantification of relationships existing amidst diverse predictor variables and target 
variables found within the dataset. Precisely, this statistical measure aids in deter-
mining the extent of correlation between two variables, signifying whether their 
association is robust or feeble. The output of the Pearson correlation coefficient is a 
numerical value that falls within the range of − 1 to 1, with distinct interpretations.

First of all, a coefficient of 1 indicates a perfect positive linear relationship, imply-
ing that as one variable exhibits an increase, the other demonstrates a synchronous 
increase at a constant rate. Secondly, a coefficient of −1 signifies a perfect negative 
linear relationship, suggesting that as one variable experiences growth; the other 
exhibits a parallel and consistent decrease. Thirdly, when the coefficient assumes a 
value of 0, it conveys the absence of a linear relationship, denoting that the variables 
under consideration lack correlation.



Operations Research Forum            (2024) 5:74 	 Page 29 of 40     74 

Ta
bl

e 
1  

C
ol

le
ct

ed
 d

at
a 

or
ga

ni
za

tio
n

Se
nt

im
en

t
Pr

ic
es

M
on

th
C

oi
n

To
ta

l t
w

ee
ts

%
Po

si
tiv

e 
%

N
eg

at
iv

e 
%

N
eu

tra
l

%
O

ve
ra

ll 
se

nt
im

en
t

%
O

pe
ni

ng
 ($

)
C

lo
si

ng
 ($

)
Vo

lu
m

e 
(b

ill
io

ns
)

G
oo

gl
e 

in
de

x

M
A

R-
22

B
N

B
51

.7
8

43
.1

9
5.

03
51

.7
8

48
.2

2
39

5.
62

42
8.

92
54

26
21

JU
N

-2
2

B
N

B
57

.9
2

33
.7

9
8.

32
57

.9
2

42
.0

8
32

0.
47

21
9.

30
39

21
50

D
EC

-2
2

B
N

B
54

.7
4

32
.4

6
12

.8
3

54
.7

4
45

.2
6

30
0.

75
24

6.
35

21
18

99
M

A
R-

22
B

TC
57

.0
2

33
.2

5
9.

78
57

.0
2

42
.9

8
43

,1
94

.5
0

45
,5

38
.6

8
83

1
20

75
JU

N
-2

2
B

TC
60

.5
6

23
.9

8
15

.4
4

60
.5

6
39

.4
4

31
,7

92
.5

5
19

,7
84

.7
3

92
4

15
06

D
EC

-2
2

B
TC

57
.6

6
29

.6
8

12
.6

6
57

.6
6

42
.3

4
17

,1
68

.0
0

16
,5

47
.5

0
54

1
25

58
M

A
R-

22
ET

H
59

.5
0

36
.8

1
3.

68
59

.5
0

40
.5

0
29

19
.7

8
32

81
.6

4
43

7
21

55
JU

N
-2

2
ET

H
71

.0
7

23
.4

7
5.

33
71

.0
7

28
.9

3
19

42
.0

5
10

67
.3

0
56

2
13

71
D

EC
-2

2
ET

H
60

.0
7

37
.0

0
2.

93
60

.0
7

39
.9

3
12

95
.7

7
11

96
.7

7
16

1
25

58



	 Operations Research Forum            (2024) 5:74    74   Page 30 of 40

The calculation of Pearson correlation coefficients transpires between a mul-
titude of predictor variables (such as “Normalized Closing of Last Day,” “Nor-
malized Volume,” “Normalized SumTotal Google Trends”) and target variables 
(including “Normalized Overall Sentiment,” “Normalized Positive Sum,” “Nor-
malized Negative Sum,” and “Normalized Neutral Sum”). The importance of com-
puting Pearson connection coefficients in this specific setting stems from the need 
to comprehend how the anticipating variables interrelate with the target variables. 
Such an investigation demonstrates valuable in numerous regards.

Fundamentally, it assists in recognizing anticipating-target relationships, offer-
ing clearness on which anticipating variables exert a huge impact on the target 
variables. After that, inside the area of predictive displaying and machine learn-
ing, understanding the connections between elements including anticipating vari-
ables and the target variable is of most extreme significance. Elements showing 
strong connections regularly emerge as likely parts for prescient models. Next, it 
adds to the creation of bits of knowledge identifying with the potential outcomes 
of changes in particular anticipating variables on the target variables. These bits of 
learning hold worth for educated dynamic producing and the elucidation of infor-
mation examples.

To realize such a purpose, a heatmap illustrating the correlation coefficients 
among various sentiment measures for three specific cryptocurrencies: BNB, BTC, 
and ETH. Within each cryptocurrency, sentiment measures encompass sub-measures 
related to predictor variables, while columns represent target variables in Fig.  15. 
Such coefficients result in priceless insights into the interplay between sentiment and 
the three cryptocurrencies market indicators can be comprehended. As for ETH, Nor-
malized Overall Sentiment exhibits a correlation coefficient of (0.3773) with “Nor-
malized Closing of Last Day.” This indicates a correlation where Ethereum’s overall 
sentiment tends to rise modestly with an increase in its closing price at the end of 
each month. Conversely, a substantial negative correlation (−0.8531) between “Nor-
malized Volume” and Normalized Overall Sentiment implies that higher Ethereum 
trading volumes coincide with decreased overall sentiment. A robust positive correla-
tion (0.9885) between “Normalized SumTotal Google Trends” and Normalized Over-
all Sentiment reveals that heightened Google search activity corresponds to increased 
overall sentiment for Ethereum.

Normalized Positive Sum proves a moderate positive correlation (0.3811) with 
“Normalized Closing of Last Day,” indicating that as Ethereum’s closing price rises 
at month-end, positive sentiment similarly tends to increase, though modestly. “Nor-
malized Volume” exhibits a strong negative correlation (−0.851) with Normalized 
Positive Sum, showing that increased Ethereum trading volumes coincide with a sig-
nificant decrease in positive sentiment. There’s a solid positive correlation (0.9879) 
between “Normalized SumTotal Google Trends” and Normalized Positive Sum, 
illustrating that increased Google search activity for Ethereum aligns with elevated 
positive sentiment. Weak negative correlation (−0.3507) observed between Normal-
ized Negative Sum and “Normalized Closing of Last Day.” There is a solid positive 
correlation (0.9879) between “Normalized SumTotal Google Trends” and Normal-
ized Positive Sum, illustrating that increased Google search activity for Ethereum 
aligns with elevated positive sentiment. Weak negative correlation (−0.3507) was 
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observed between Normalized Negative Sum and “Normalized Closing of Last 
Day.”

In essence, as Ethereum’s month-end closing price increases, negative sentiment 
slightly decreases, indicating minor shifts in sentiment with closing price. “Normal-
ized Volume” and Normalized Negative Sum illustrate a notably strong correla-
tion (0.8677), demonstrating that increased Ethereum trading volumes align with a 
significant rise in negative sentiment. “Normalized SumTotal Google Trends” and 
Normalized Negative Sum have a strong negative correlation (−0.9925), indicating 
that increased Google search activity for Ethereum aligns with a significant decrease 
in negative sentiment. “Normalized Closing of Last Day” and Normalized Neutral 
Sum exhibit a strong negative correlation (−0.8295). “Normalized Volume” and 
Normalized Neutral Sum show a less pronounced correlation (0.4174), implying a 
relatively weak positive relationship.

In conclusion, the substantial influence of public interest on Ethereum’s market 
dynamics is highlighted by the robust correlation between heightened Google 
search activity and diminished neutral sentiment. The nuanced nature of Ethereum’s 
sentiment dynamics is emphasized by the varied impacts of predictor variables on 
different sentiment aspects. The significance of factors such as closing prices and 
trading volume in shaping market sentiment is suggested by positive and negative 
correlations, respectively. The strong association between Google search trends and 
sentiment implies the importance of information-seeking behavior. These collective 

Fig. 15   Heatmap of correlation coefficients
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findings indicate that monitoring Google Trendsdata, closing prices, and trading 
volume is imperative for insightful market analysis, enabling informed investment 
decisions and forecasting.

Regarding BTC, “Normalized Closing of Last Day” strongly correlates (0.867) 
with overall sentiment, signifying a noteworthy association with Bitcoin’s closing 
price. “Normalized Volume” has a negative correlation (−0.1305) with “Normalized 
Overall Sentiment,” suggesting that fluctuations in trading volume have a limited 
negative impact on Bitcoin’s overall sentiment. Moreover, “Normalized SumTotal 
Google Trends” reveals a moderate positive correlation of (0.45) with “Normalized 
Overall Sentiment.”

Positive sentiment, particularly with “Normalized Closing of Last Day,” shows 
a notably strong correlation of (0.8883). This robust connection implies that 
positive sentiment in the cryptocurrency market is highly responsive to Bitcoin’s 
closing price, with a higher closing price corresponding to overwhelmingly positive 
sentiment. In opposition, “Normalized Volume” exhibits a weak negative correlation 
of (−0.0864) with “Normalized Positive Sum.” Furthermore, “Normalized 
SumTotal Google Trends” proves a moderate positive correlation of (0.4099) with 
“Normalized Positive Sum.”

Negative sentiment, especially with “Normalized Closing of Last Day,” exhibits 
a significant negative correlation of (−0.4232). A rise in closing price tends to 
reduce negative sentiment, emphasizing the pivotal influence of price performance 
(increases) on negative sentiment in the cryptocurrency market. “Normalized 
Volume” shows a significant positive correlation of (0.6766) with “Normalized 
Negative Sum.” “Normalized SumTotal Google Trends” shows a significant negative 
correlation of (−0.8814) with “Normalized Negative Sum.” High Google search 
interest in Bitcoin corresponds to a notable decrease in negative sentiment. Neutral 
sentiment, particularly starting with “Normalized Closing of Last Day,” displays 
a remarkably strong positive correlation of (0.9751). Additionally, “Normalized 
Volume” demonstrates a modest positive correlation of (0.1663) with “Normalized 
Neutral Sum.” “Normalized SumTotal Google Trends” shows a similar modest 
positive correlation of (0.1679) with “Normalized Neutral Sum.”

To conclude, the correlation analysis stresses a consistent and substantial 
positive relationship between Bitcoin’s closing price and all sentiment aspects, with 
correlation coefficients ranging from 0.867 to 0.9751. This implies that as Bitcoin’s 
price increases, sentiment across positive, negative, and neutral aspects becomes 
notably more positive. In contrast, the impact of “Normalized Volume” on sentiment 
is relatively weak, suggesting a minor and inconsistent effect on overall sentiment 
and its components.

Concerning BNB, the coefficient between “Normalized Closing of Last 
Day” and “Normalized Overall Sentiment” is 0.9914, indicating a remarkably 
strong positive linear relationship. Likewise, the correlation coefficient 
between “Normalized Volume” and “Normalized Overall Sentiment” is 0.6927, 
demonstrating a positive correlation, though not as powerful as the closing 
price. The coefficient (0.8254) between “Normalized SumTotal Google Trends” 
and “Normalized Overall Sentiment” indicates a strong positive relationship. 
Increased Google search volume for Binance corresponds to a considerable rise 
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in overall sentiment. The correlation coefficient (0.7434) between “Normalized 
Closing of Last Day” and “Normalized Positive Sum” suggests a moderately 
strong positive linear relationship. The correlation coefficient between 
“Normalized Volume” and “Normalized Positive Sum” is (0.1635), denoting a 
positive correlation, though relatively weak.

The coefficient (0.3614) between “Normalized SumTotal Google Trends” and 
“Normalized Positive Sum” indicates a positive relationship. Higher Google 
search volume for Binance corresponds to an increase in positive sentiment. The 
correlation coefficient (−0.4831) between “Normalized Closing of Last Day” 
and “Normalized Negative Sum” suggests a moderate negative relation. An 
increase in Binance’s closing price on the last day of the month corresponds to a 
noticeable decrease in negative sentiment.

Similarly, a burly negative correlation is indicated by the coefficient (−0.9239) 
between “Normalized Volume” and “Normalized Negative Sum.” A substantial 
decrease in negative sentiment toward Binance is robustly linked to an increase 
in the trading volume. The coefficient (−0.8263) between “Normalized SumTotal 
Google Trends” and “Normalized Negative Sum” specifies a firm negative 
relationship. Higher Google search volume for Binance correlates strongly with 
decreased negative sentiment. The correlation coefficient (−0.4831) between 
“Normalized Closing of Last Day” and “Normalized Negative Sum” suggests a 
moderate negative relationship.

The coefficient (−0.9239) between “Normalized Volume” and “Normalized 
Negative Sum” conveys a solid negative correlation. Higher Binance trading 
volume is stoutly linked to a notable decrease in negative sentiment. The 
correlation coefficient (−0.8263) between “Normalized SumTotal Google 
Trends” and “Normalized Negative Sum” denotes a glaring negative relationship.

In conclusion, the noticeable patterns across these correlations indicate that 
the closing price, trading volume, and Google search trends are influential factors 
in shaping sentiment toward Binance. While overall sentiment and positive sen-
timent display positive relationships with these predictors, negative and neutral 
sentiments exhibit negative or weaker associations. This comprehensive under-
standing of correlations provides valuable insights for stakeholders in Binance, 
aiding in strategic decision-making, market analysis, and sentiment trend predic-
tions. In considering investment decisions amid the Russian-Ukrainian War, Bit-
coin emerges as an appealing choice due to its positive correlations with market 
variables, providing stability sought by investors during geopolitical uncertain-
ties. Binance Coin, with its mixed correlations, demands a nuanced approach, 
considering potential impacts on its distinctive dynamics. Ethereum, showing 
positive associations akin to Bitcoin, may attract those seeking diverse opportu-
nities. The choice among these cryptocurrencies, amidst the complexities of the 
war, should align with investors’ risk tolerance and goals, necessitating thorough 
research, consideration of additional factors, and staying informed within the 
dynamic cryptocurrency market. Price forecasting analysis integration remains 
pertinent in navigating the evolving geopolitical landscape and making well-
informed investment decisions.
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12 � Price Forecasting (SARIMA)

Cryptocurrency price forecasting has drawn escalating attention, as researchers and 
practitioners deploy advanced techniques to boost the meticulousness of predictions. 
The SARIMA (Seasonal Autoregressive Integrated Moving Average) library, a Python 
package that actualizes the SARIMA model for time series forecasting, is utilized for 
this purpose. Founded on the statsmodels library, which furnishes an extensive array 
of tools for statistical analysis in Python, the SARIMA library is instrumental in mod-
eling and forecasting univariate time series data that exhibit non-stationarity [51, 52]. 
The SARIMA model extends the ARIMA model, standing for Autoregressive Inte-
grated Moving Average, and introduces a seasonal component to capture periodic fluc-
tuations occurring at fixed intervals, such as daily, weekly, monthly, or yearly.

SARIMA excels in capturing seasonal patterns, enhancing forecast precision. 
Addressing non-stationary data, it adeptly handles cyclical fluctuations and varia-
tions. SARIMA provides confidence intervals and diagnostic plots for forecasts, aid-
ing in assessing uncertainty and reliability. Despite its benefits, SARIMA requires 
substantial historical data for accurate models and faces challenges in parameter 
determination and computational intensity [51, 53]. Figure  16 clarifies the predic-
tions based on the prices spinning March, June, and December 2022. The prices in 
Table 1 are utilized in the training.

The figure illustrates price predictions for three cryptocurrencies—Ethereum 
(ETH), Bitcoin (BTC), and Binance Coin (BNB)—spanning from January to March 
2023. Two lines are depicted: the blue line denotes actual prices, and the orange dotted 
line reflects predicted prices. Predictive outcomes are delineated for each cryptocur-
rency, encompassing Ethereum (ETH), Binance Coin (BNB), and Bitcoin (BTC) as 
shown above. These predictions offer valuable insights into anticipated price trends.

For Ethereum, the model forecasts $1727.21 on January 31, 2023, $1603.38 on 
February 28, 2023, and $1632.29 on March 31, 2023. Binance Coin is expected to 

Fig. 16   Predicted vs. historical prices
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reach $286.71 on January 31, 2023, $299.61 on February 28, 2023, and $303.72 
on March 31, 2023. Bitcoin’s predicted prices are $20,739.52 on January 31, 2023, 
$20,630.29 on February 28, 2023, and $20,633.13 on March 31, 2023. These pro-
jections offer a detailed insight into expected price movements, derived from the 
SARIMA model’s analysis of historical data and temporal patterns.

To gauge prediction accuracy, the root mean squared error (RMSE) metric is uti-
lized. It is applied to the model’s predictions to compare them with the actual prices 
for the three cryptocurrencies in 2023 in (Fig. 17).

The aforementioned image comprises three line graphs, each delineating the price 
trends of distinct cryptocurrencies over a specified duration. The blue and orange 
lines in each graph represent the actual and predicted prices respectively. The first 
graph illustrates a representation of the real vs. predicted prices based on the root 
mean squared error (RMSE) for the Binance Coin (BNB) over January, February, 
and March 2023. The second graph presents a comparison of the actual versus pre-
dicted prices for Ethereum (ETH), with the accuracy of these predictions evaluated 
using the root mean squared error (RMSE) for the same period. The third graph 
offers a similar representation for Bitcoin (BTC), showcasing the real versus pre-
dicted prices based on the RMSE. The divergence between the actual and predicted 
prices in each graph signifies the prediction error. A greater divergence implies a 
higher RMSE, indicating a less accurate prediction, while a smaller divergence sug-
gests a lower RMSE, indicative of a more accurate prediction.

The model predicts BTC closing prices at $20,739.52, $20,630.29, and $20,633.13 
for January 31, 2023, February 28, 2023, and March 31, 2023, respectively. BNB 
forecasts are $286.71, $299.61, and $303.72, while ETH projections are $1,727.21, 
$1,603.38, and $1,632.29 during the same period. Actual closing prices for BTC, 
BNB, and ETH on these dates are $22,840.14, $23,522.87, $28,033.56, $307.07, 
$304.86, $316.57, $1,567.33, $1,634.33, and $1,792.74, respectively. RMSE values, 
assessing predictive accuracy, are 4745.03 for BTC, 131.99 for ETH, and 14.22 for 
BNB. Elevated BTC RMSE indicates challenges capturing its complex price patterns. 
ETH’s lower RMSE suggests better predictive performance, while BNB’s notably low 
RMSE indicates accurate predictions, hinting at more foreseeable price movements.

The distinct RMSE values underscore the variability in predicting different cryp-
tocurrencies with the SARIMA model. The intricate field of predicting cryptocur-
rency prices requires continuous examination and adjustments to align with the 

Fig. 17   Real vs. predicted prices RMSE
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ever-changing dynamics of the market. This suggests that the predictability of each 
cryptocurrency differs, emphasizing the ongoing need to fine-tune model parameters 
for reliable predictions. Given the geopolitical uncertainties introduced by the Rus-
sian-Ukrainian War, accurate cryptocurrency price forecasting becomes increasingly 
crucial. While the SARIMA model holds promise, its effectiveness hinges on con-
tinuous adaptation to the unique characteristics of each cryptocurrency. Persistent 
efforts to improve forecasting techniques are essential, particularly in response to 
geopolitical shifts and market fluctuations linked to the ongoing conflict.

13 � Conclusion and Future Research

In conclusion, this study has provided a comprehensive evaluation of predictive mod-
els—support vector machine (SVM) classifier, convolutional neural network-long 
short-term memory (CNN-LSTM) model, and Pysentimento sentiment analyzer—in 
the context of analyzing cryptocurrency markets during the Russian-Ukrainian War. 
The research aimed to identify the most accurate method for predicting cryptocur-
rency prices and trends, considering the influence of geopolitical events on market 
dynamics.

The study finds that the Pysentimento model outperformed the conventional 
machine learning and deep learning models. Despite not being specifically trained 
on cryptocurrency-related tweets, the Pysentimento model demonstrated robustness 
by achieving superior performance in sentiment classification. Regarding the effec-
tiveness of sentiment analysis on tweets and Google Trends in predicting emotional 
tendencies and prices of Bitcoin, Ethereum, and Binance Coin, the findings con-
firmed the utility of sentiment analysis. Leveraging Pysentimento alongside Google 
Trends data, the study provided valuable insights into market sentiment and behav-
ior during the Russian-Ukrainian War. The results indicated that sentiment analy-
sis on social media and Google Trends data can produce near accurate predictions, 
enhancing our understanding of market dynamics. The research acknowledges the 
correlation between predictions based on social media sentiment and the actual 
interest of cryptocurrencies retrieved from Google Trends and other factors like 
Pearson Correlations. Furthermore, the study validated SARIMA model predictions 
through the calculation of RMSE, offering insights into the profitability and stability 
of cryptocurrencies during times of conflict. These findings provide valuable guid-
ance for investment strategies and underscore the importance of incorporating senti-
ment analysis and time series forecasting in cryptocurrency market analysis.

Looking ahead, future research will focus on refining these predictive mod-
els, exploring sophisticated SARIMA models for price forecasting, and integrating 
advanced Large Language Models (LLMs) and Pathways Language Model (PALMs) 
to process extensive datasets for more nuanced predictions. The research calls for a 
comprehensive approach that encompasses diverse data sources, including market 
demand, tokenomics, technological advancements, regulatory changes, economic indi-
cators, social media sentiment, network metrics, and the influence of competing cryp-
tocurrencies, alongside extended datasets and current market data such as trading vol-
umes and values. This approach aims to address the challenges posed by the volatile 
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cryptocurrency market and to expand upon the insights gained, enhancing the preci-
sion and adaptability of predictive analytics tools in this rapidly evolving landscape. 
The study’s findings and future directions offer a promising path forward, building on 
the questions posed and contributing to the broader field of predictive analytics in digi-
tal currencies. In summary, this study contributes to the field of machine learning and 
cryptocurrency research by demonstrating the effectiveness of sentiment analysis and 
time series forecasting in predicting market trends and prices, particularly during geo-
political events. The findings offer valuable insights for investors, traders, and analysts, 
paving the way for further advancements in predictive analytics in digital currencies.
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