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Abstract
We study classes of ultradifferentiable functions defined in terms of small weight
sequences violating standard growth and regularity requirements. First, we show that
such classes can be viewed as weighted spaces of entire functions for which the crucial
weight is given by the associated weight function of the so-called conjugate weight
sequence. Moreover, we generalize results from M. Markin from the so-called small
Gevrey setting to arbitrary convenient families of (small) sequences and show how the
corresponding ultradifferentiable function classes can be used to detect boundedness
of normal linear operators on Hilbert spaces (associated with an evolution equation
problem). Finally, we study the connection between small sequences and the recent
notion of dual sequences introduced in the Ph.D. thesis of J. Jiménez-Garrido.

Keywords Weight sequences · Associated weight functions · Growth and regularity
properties for sequences · Weighted spaces of entire functions · Boundedness of
linear operators

Mathematics Subject Classification 26A12 · 30D15 · 34G10 · 46A13 · 46E10 · 47B02

1 Introduction

Spaces of ultradifferentiable functions are sub-classes of smooth functionswith certain
restrictions on the growth of their derivatives. Two classical approaches are commonly
considered; either the restrictions are expressed by means of a weight sequence M =
(Mp)p∈N, also called Denjoy–Carleman classes (e.g., see [10]), or by means of a
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weight function ω also called Braun–Meise–Taylor classes; see [3]. In this work, we
are exclusively dealing with the weight sequence approach.

More precisely (in the one-dimensional case) for each compact set K , the set

{
f (p)(x)

h p Mp
: p ∈ N, x ∈ K

}
(1.1)

is required to be bounded. Naturally, one can consider two different types of spaces:
For the Roumieu type, the boundedness of the set in (1.1) is required for some h > 0,
whereas for the Beurling type, it is required for all h > 0.

In the literature, standard growth and regularity conditions are assumed for M ;
roughly speaking, one is interested in sufficiently fast growing sequences M to ensure
that Mp is (much) larger than p! for all p ∈ N. This is related to the fact that for
such sequences, the corresponding function spaces are lying between the real-analytic
functions and the class of smooth functions. Therefore, classes being (strictly) smaller
than the spaces corresponding to the sequence (p!)p∈N are excluded due to these basic
requirements. Moreover, the regularity condition log-convexity, i.e., (M .1) in [10],
is more or less standard and even M ∈ LC is basic; see Sect. 2.2 for the definition
of this set. (Formally, if log-convexity for M fails, then one might avoid technical
complications by passing to its so-called log-convex minorant.) The analogous notion
of log-concavity has not been used in the ultradifferentiable setting.

The (most) well-known examples are the so-called Gevrey sequences of type α > 0
with Gα

p := p!α (or equivalently use Mα
p := p pα) and this one-parameter family

illustrates this behavior when considering different values of the crucial parameter α:
usually, in the literature, one is interested in α > 1 and the limiting case α = 1 for the
Roumieu type precisely yields the real-analytic functions. Indices 0 < α < 1 give a
non-standard setting and the corresponding function classes are tiny (”small Gevrey
setting”). At this point, let us make aware that we are using for the sequence M the
notation “including the factorial term” in (1.1), since, in the literature, occasionally

authors also deal with f (p)(x)
h p p!Mp

, e.g., in [24], and so M in these works corresponds to
the sequencem in the notation used in this paper (see Example 2.5). On the other hand,
the crucial conditions on the sequences appearing in this work illustrate the relevance
of the difference between m and M ; see the assumptions in Sect. 4.4.

However, from an abstract mathematical point of view, it is interesting and makes
sense to study also ultradifferentiable classes defined by non-standard/small sequences
and to ask the following questions:

(i) What are the differences between such small classes and spaces defined in terms
of “standard sequences”?

(ii) What is the importance of such small spaces and for which applications can they
be useful?

(iii) Can we transfer known results from the standard setting, e.g., the characterization
of inclusion relations for function spaces in terms of the corresponding weight
sequences, to small spaces?
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(iv) Does there exist a close resp. canonical relation between standard and non-standard
sequences, or more precisely: Can one construct from a given standard sequence
a small one (and vice versa)?

The aim of this article is to focus on these problems. Indeed, question (iv) has served
as the main motivation and the starting point for writing this work. Very recently, in
[5], we have introduced the notion of the dual sequence. For each given standard M ,
e.g., if M ∈ LC, it is possible to introduce the dual sequence D; see Appendix A for
precise definitions and citations. In [5], this notion and the relation between M and
D have been exclusively studied by considering growth and regularity indices (which
are becoming relevant in the so-called ultraholomorphic setting). The aim is now to
study further applications of this new notion and the conjecture is that for “nice large
standard sequences” M , the corresponding dual sequence D is a “convenient small
one” which allows to study a non-standard setting.

The literature concerning small ultradifferentiable function classes is non-
exhaustive, and to the best of our knowledge, we have only found works byM.Markin
treating the small Gevrey setting; see [12, 13], and [14]. More precisely, the goal there
has been: given a Hilbert space H and a normal (unbounded) operator A on H , then
consider the associated evolution equation

y′(t) = Ay(t),

and one asks the following question: Is a priori known smoothness of all (weak)
solutions of this equation sufficient to get that the operator A is bounded? Markin has
studied this problem within the small Gevrey setting, i.e., it has been shown that if
eachweak solution of this evolution equation belongs to some small Gevrey class, then
the operator A is bounded. To proceed, Markin considers (small) Gevrey classes with
values in a Hilbert space. Based on this knowledge, one can then study if, for different
small classes, Markin’s results also apply and if one can generalize resp. strengthen
his approach.

The paper is structured as follows: In Sect. 2,we introduce the notion of the so-called
conjugate sequence M∗ (see (2.3)), we collect and compare all relevant (non-)standard
growth and regularity assumptions on M and M∗, and we define the corresponding
function classes.

In Sect. 3, we treat question (i) and show that classes defined by small sequences M
are isomorphic (as locally convex vector spaces) toweighted spaces of entire functions;
see the main result Theorem 3.4. Thus, we are generalizing the auxiliary result [14,
Lemma3.1] from the smallGevrey setting; seeSect. 3.2 for the comparison.The crucial
weight in theweighted entire setting is given in terms of the so-called associatedweight
ωM∗ (see Sect. 2.7) and so expressed in terms of the conjugate sequence M∗.

As an application of this statement, concerning problem (iii) above, we characterize
for such small classes the inclusion relations in terms of the defining (small) sequences;
see Theorem 3.9. This is possible by combining Theorem 3.4 with the recent results
for the weighted entire setting obtained by the second author in [20].

Section 4 is dedicated to problem (ii) and the study resp. the generalization of
Markin’s results. We introduce more general families of appropriate small sequences
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and extend the sufficiency testing criterion for the boundedness of the operator A to
these sets.

Finally, in Appendix A, we focus on (iv) and show that dual sequences are serving
as examples for non-standard sequences, and hence, this framework is establishing a
close relation between knownexamples forweight sequences in the literature and small
sequences for which the main results in this work can be applied (see Theorem A.7
and Corollary A.8).

2 Definitions and notations

2.1 Basic notation

We write N := {0, 1, 2, . . . } and N>0 := {1, 2, . . . }. Given a multi-index α =
(α1, . . . , αd) ∈ N

d , we set |α| := α1 + · · · + αd . With E , we denote the class of
all smooth functions and with H(C) the class of entire functions.

2.2 Weight sequences

Let M = (Mp)p ∈ R
N

>0, and we introduce also m = (m p)p defined by m p := Mp
p! and

μ = (μp)p byμp := Mp
Mp−1

, p ≥ 1,μ0 := 1. M is called normalized if 1 = M0 ≤ M1

holds true. If M0 = 1, then Mp = ∏p
i=1 μi for all p ∈ N.

M is called log-convex, denoted by (lc) and abbreviated by (M .1) in [10], if

∀ p ∈ N>0 : M2
p ≤ Mp−1Mp+1.

This is equivalent to the fact that μ is non-decreasing. If M is log-convex and normal-
ized, then both M and p �→ (Mp)

1/p are non-decreasing. In this case, we get Mp ≥ 1
for all p ≥ 0 and

∀ p ∈ N>0 : (Mp)
1/p ≤ μp. (2.1)

Moreover, Mp Mq ≤ Mp+q for all p, q ∈ N.
In addition, for M = (Mp)p ∈ R

N

>0, it is known that

lim inf
p→+∞ μp ≤ lim inf

p→+∞(Mp)
1/p ≤ lim sup

p→+∞
(Mp)

1/p ≤ lim sup
p→+∞

μp. (2.2)

For convenience, we introduce the following set of sequences:

LC :=
{

M ∈ R
N

>0 : M is normalized, log-convex, lim
p→+∞(Mp)

1/p = +∞
}

.

We see that M ∈ LC if and only if 1 = μ0 ≤ μ1 ≤ . . . with lim p→+∞ μp = +∞
(see, e.g., [17, p. 104]) and there is a one-to-one correspondence between M and
μ = (μp)p by taking Mp := ∏p

i=0 μi .
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M has moderate growth, denoted by (mg), if

∃ C ≥ 1 ∀ p, q ∈ N : Mp+q ≤ C p+q+1Mp Mq .

A weaker condition is derivation closedness, denoted by (dc), if

∃ A ≥ 1 ∀ p ∈ N : Mp+1 ≤ Ap+1Mp ⇔ μp+1 ≤ Ap+1.

It is immediate that both conditions are preserved under the transformation (Mp)p �→
(Mp p!s)p, s ∈ R arbitrary. In the literature (mg) is also known under stability of
ultradifferential operators or (M .2) and (dc) under (M .2)′; see [10].

M has (β1) (named after [16]) if

∃ Q ∈ N>0 : lim inf
p→+∞

μQp

μp
> Q,

and (γ1) if

sup
p∈N>0

μp

p

∑
k≥p

1

μk
< +∞.

In [16, Proposition 1.1], it has been shown that for M ∈ LC, both conditions are equiv-
alent, and in the literature, (γ1) is also called ”strong non-quasianalyticity condition”.
In [10], this is denoted by (M .3). (In fact, there μp

p is replaced by μp
p−1 for p ≥ 2 but

which is equivalent to having (γ1).)
A weaker condition on M is (β3) (named after [22], see also [2]) which reads as

follows:

∃ Q ∈ N>0 : lim inf
p→+∞

μQp

μp
> 1.

For two weight sequences M = (Mp)p∈N and N = (Np)p∈N, we write M ≤ N if
Mp ≤ Np for all p ∈ N and M�N if

sup
p∈N>0

(
Mp

Np

)1/p

< +∞.

M and N are called equivalent, denoted by M≈N , if

M�N and N�M .

Finally, we write M�N , if

lim
p→+∞

(
Mp

Np

)1/p

= 0.
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In the relations above, one can replace M and N simultaneously by m and n, because
M�N ⇔ m�n and M�N ⇔ m�n.

For any α ≥ 0, we set

Gα := (p!α)p∈N.

Therefore, for α > 0, this denotes the classical Gevrey sequence of index/order α.

2.3 Classes of ultradifferentiable functions

Let M ∈ R
N

>0, U ⊆ R
d be non-empty open, and for K ⊆ R

d compact, we write
K ⊂⊂ U if K ⊆ U , i.e., K is in U relatively compact. We introduce now the
following spaces of ultradifferentiable function classes. First, we define the (local)
classes of Roumieu type by

E{M}(U ) := { f ∈ E(U ) : ∀ K ⊂⊂ U ∃ h > 0 : ‖ f ‖M,K ,h < +∞},

and the classes of Beurling type by

E(M)(U ) := { f ∈ E(U ) : ∀ K ⊂⊂ U ∀ h > 0 : ‖ f ‖M,K ,h < +∞},

where we denote

‖ f ‖M,K ,h := sup
α∈Nd ,x∈K

| f (α)(x)|
h|α|M|α|

.

For a sufficiently regular compact set K (e.g., with smooth boundary and such that
K ◦ = K )

EM,h(K ) := { f ∈ E(K ) : ‖ f ‖M,K ,h < +∞}

is a Banach space, and so, we have the following topological vector spaces:

E{M}(K ) := lim−→
h>0

EM,h(K ),

and
E{M}(U ) = lim←−

K⊂⊂U

lim−→
h>0

EM,h(K ) = lim←−
K⊂⊂U

E{M}(K ).

Similarly, we get

E(M)(K ) := lim←−
h>0

EM,h(K ),

and
E(M)(U ) = lim←−

K⊂⊂U

lim←−
h>0

EM,h(K ) = lim←−
K⊂⊂U

E(M)(K ).
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The spaces E{M}(U ) and E(M)(U ) are endowed with their natural topologies w.r.t.
the above representations.Wewrite E[M] if wemean either E{M} or E(M) but notmixing
the cases. We omit writing the open set U if we do not want to specify the set where
the functions are defined and formulate statements on the level of classes.

Usually, one only considers real or complex-valued functions, but we can analo-
gously also define classes with values in Hilbert or even Banach spaces (for simplicity,
we assume in this case that the domain U is contained in R) by simply using

‖ f ‖M,K ,h := sup
p∈N,x∈K

‖ f (p)(x)‖
h p Mp

,

in the respective definition, i.e., only the absolute value of f (p)(x) is replaced by the
norm in the Banach space. Observe that the (complex) derivative of a function with
values in a Banach space is defined in complete analogy to the complex-valued case.
If we want to emphasize that the codomain is a Hilbert (or Banach) space H , we
write E[M](U , H). In analogy to that also E(U , H) shall denote the H -valued smooth
functions on U .

Remark 2.1 Let M, N ∈ R
N

>0, the following is well known, see, e.g., [17, Prop. 2.12]:

(∗) The relation M�N implies E{M} ⊆ E(N ) with continuous inclusion. Similarly,
M�N implies E[M] ⊆ E[N ] with continuous inclusion.

(∗) If M ∈ R
N

>0 is log-convex (and normalized) and E{M}(R) ⊆ E(N )(R) (as sets),
then by the existence of so-called M-characteristic functions, see [17, Lemma 2.9],
[25, Thm. 1] and the proof in [21, Prop. 3.1.2], we get M�N as well.

2.4 Ultradifferentiable classes of entire functions

We shall tacitly assume that a holomorphic function on (an open subset of) C may
have values in a Hilbert or even Banach space. The main theorems of one variable
complex analysis (Cauchy integral formula, power series representation of holomor-
phic functions, etc.) hold mutatis mutandis, by virtue of the Hahn–Banach theorem,
just as in the complex-valued case.

First, let us recall that for any open (and connected) set U ⊆ R the space
E(G1)(U , H) can be identified with H(C, H), the class of entire functions, and both
spaces are isomorphic as Fréchet spaces. The isomorphism ∼= is given by

E : E(G1)(U , H) → H(C, H), f �→ E( f ) :=
+∞∑
k=0

f (k)(x0)

k! zk,

where x0 is any fixed point in U . The inverse is given by restriction to U , and its
continuity follows easily from the Cauchy inequalities.

We apply the observation from Remark 2.1 to N ≡ G1.

Lemma 2.2 Let M ∈ R
N

>0 be given.

(i) If limp→+∞(m p)
1/p = 0, then E{M} ⊆ E(G1)(

∼= H(C)) with continuous inclusion.
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(ii) Let M be log-convex and normalized. Assume that

E{M}(R) ⊆ E(G1)(R)(∼= H(C))

holds (as sets), then lim p→+∞(m p)
1/p = 0 follows. In particular, this implication

holds for any M ∈ LC.

Moreover, in the situation of Lemma 2.2, the inclusion always has to be strict.
Thus, spaces E[M] for sequences with limp→+∞ m1/p

p = 0 form classes of entire
functions. Subsequently, we show that those spaces are weighted classes of entire
functions and the weight is given by the associated weight function of the conjugate
weight sequence. We thoroughly define and investigate those terms in the following
sections. We remark that the definition of the conjugate sequence has been inspired
by the Gevrey case treated by M. Markin; see Example 2.5 and Sect. 3.2.

2.5 Conjugate weight sequence

Let M ∈ R
N

>0, then we define the conjugate sequence M∗ = (M∗
p)p∈N by

M∗
p := p!

Mp
= 1

m p
, p ∈ N, (2.3)

i.e., M∗ := m−1 for short. Hence, for p ≥ 1, the quotients μ∗ = (μ∗
p)p are given by

μ∗
p := M∗

p

M∗
p−1

= m p−1

m p
= p!Mp−1

(p − 1)!Mp
= p

μp
, (2.4)

and we set μ∗
0 := 1. By these formulas, it is immediate that there is a one-to-one

correspondence between M and M∗.

2.6 Properties of conjugate weight sequences

We summarize some immediate consequences for M∗. Let M, N ∈ R
N

>0 be given.

(i) First, we immediately have

∀ p ∈ N : M∗∗
p = Mp, M∗

p · Mp = p!,

that is

M∗∗ ≡ M, M∗ · M ≡ G1.

Moreover (see also the subsequent Lemma 2.6),

M∗�M ⇐⇒ G1/2�M, M�M∗ ⇐⇒ M�G1/2,



Ultradifferentiable classes of entire functions Page 9 of 38 67

and alternatively, the relation � can be replaced by ≤. We also get M∗
0 = M−1

0 ,
i.e., M∗ is normalized if and only if 1 = M0 ≥ M1.

(ii) M�N holds if and only if N∗�M∗, and so, M≈N if and only if M∗≈N∗.
(iii) We get the following:

(∗) lim p→+∞(M∗
p)

1/p = +∞ holds if and only if limp→+∞(m p)
1/p = 0 and this

implies E{M} ⊆ E(G1) (with strict inclusion). If, in addition, M is log-convex (and
normalized), then all three assertions are equivalent; see Lemma 2.2.

(∗) If limp→+∞(Mp)
1/p = +∞, then by μ∗

p/p = 1
μp

, (2.2) and Stirling’s formula,

we get both lim p→+∞ μ∗
p/p = 0 and limp→+∞(m∗

p)
1/p = 0.

(∗) lim p→+∞(m∗
p)

1/p = +∞ holds if and only if limp→+∞(Mp)
1/p = 0.

(iv) M∗ is log-convex, i.e.,μ∗
p+1 ≥ μ∗

p for all p ∈ N>0, if and only ifm is log-concave,
that is

∀ p ∈ N>0 : m2
p ≥ m p−1m p+1 ⇐⇒ μ∗

p+1 ≥ μ∗
p, (2.5)

which in turn is equivalent to the map p �→ μp
p being non-increasing.

Analogously as in [21, Lemma 2.0.4], we get: If a sequence S ∈ R
N

>0 is log-
concave and satisfies S0 = 1, then the mapping p �→ (Sp)

1/p is non-increasing.
Consequently, if M∗ is log-convex and if 1 = M∗

0 = m0 = M0, then p �→ (m p)
1/p

is non-increasing.
(v) If M is log-convex (and having M0 = 1), then M∗ has (mg): In this case by [21,

Lemma 2.0.6] for all p, q ∈ N, we get Mp Mq ≤ Mp+q ⇔ m pmq ≤ (p+q)!
p!q! m p+q ,

and so, m pmq ≤ 2p+qm p+q . Hence, M∗
p+q ≤ 2p+q M∗

p M∗
q holds true.

(vi) M∗ has (dc) if and only if μ∗
p ≤ Ap ⇔ p

μp
≤ Ap, so if and only if

∃ A ≥ 1 ∀ p ∈ N : μp ≥ p

Ap
,

which can be considered as “dual derivation closedness”. Note that this property
is preserved under the mapping (Mp)p �→ (Mp p!s)p, s ∈ R arbitrary, and it is
mild: lim inf p→+∞ μp/p > 0 is sufficient to conclude.

(vii) M∗ has (β1), i.e., lim inf p→+∞
μ∗

Qp
μ∗

p
> Q for some Q ∈ N≥2, if and only if

lim inf p→+∞
μp
μQp

> 1; similarly M∗ has (β3) if and only if lim inf p→+∞
μp
μQp

>

1
Q .

Using those insights, we may conclude the following.

Lemma 2.3 Let M ∈ R
N

>0 be given with 1 = M0 ≥ M1 and let M∗ be the conjugate
sequence defined via (2.3). Then:

(a) M∗ ∈ LC if and only if m is log-concave and limp→+∞(m p)
1/p = 0.

(b) M∗ ∈ LC implies E{M} ⊆ E(G1) with strict inclusion.
(c) If, in addition, M is log-convex with 1 = M0 = M1, then the inclusion E{M}(R) ⊆

E(G1)(R) gives lim p→+∞(M∗
p)

1/p = +∞. Moreover, M∗ has moderate growth.
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Remark 2.4 Let M ∈ R
N

>0 be given and we comment on the log-concavity and related
conditions (for the sequence m):

(a) If m is not log-concave but satisfies

∃ H ≥ 1 ∀ 1 ≤ p ≤ q : μq

q
≤ H

μp

p
,

i.e., the sequence (μp/p)p∈N>0 is almost decreasing, then the sequence L defined
in terms of the corresponding quotient sequence λ = (λp)p∈N given by

λp := H−1 p sup
q≥p

μq

q
, p ≥ 1, λ0 := 1, (2.6)

satisfies

∀ p ≥ 1 : H−1μp

p
≤ λp

p
≤ μp

p
. (2.7)

Then, we get

(i) L and M are equivalent, and so, L∗ is equivalent to M∗, too.
(ii) p �→ λp

p is non-increasing, i.e., l is log-concave, and so L∗ is log-convex.
(iii) If 1 = M0 ≥ M1, i.e., if μ1 ≤ 1, then 1 = L0 ≥ L1 is valid, since L1 = λ1 ≤

μ1 ≤ 1 holds true. Thus, L∗ is normalized.
(iv) limp→+∞(m p)

1/p = 0 if and only if limp→+∞(l p)
1/p = 0 (with l p :=

L p/p!).
(v) Finally, if M is log-convex, then L shares this property: We have λp ≤ λp+1

if and only if p supq≥p
μq
q ≤ (p + 1) supq≥p+1

μq
q for all p ≥ 1. When p ≥ 1

is fixed, then clearly p
μq
q ≤ (p + 1)μq

q for all q ≥ p + 1. If q = p, then

p
μq

q
= μp ≤ μp+1 = (p + 1)

μp+1

p + 1
≤ (p + 1) sup

q≥p+1

μq

q
,

and so, the desired inequality is verified.

Summarizing, if M ∈ R
N

>0 satisfies 1 = M0 ≥ M1 and lim p→+∞(m p)
1/p = 0,

then L∗ ∈ LC; see (a) in Lemma 2.3. If M is in addition log-convex, then L has
this property too.
The definition (2.6) is motivated by [19, Lemma 8] and [9, Prop. 4.15].

(b) If m is log-concave, then for any s ≥ 0, also the sequence (m p/p!s)p∈N is log-
concave, because themapping p �→ μp

ps is still non-increasing (see (2.5)).However,
for the sequence (p!sm p)p∈N, this is not clear in general.

Example 2.5 Let M ≡ Gs for some 0 ≤ s < 1; see [14]. (In fact, in [14] instead of Gs ,
the sequence (p ps)p∈N is treated but which is equivalent to Gs by Stirling’s formula.)
Then, m ≡ Gs−1 with −1 ≤ s − 1 < 0, and so, m corresponds to a Gevrey sequence
with negative index. We get limp→+∞(m p)

1/p = 0 and m is log-concave. Moreover,
M∗ ≡ G1−s and so clearly M∗ ∈ LC.
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In particular, if s = 1
2 , then (G

1
2 )∗ = G

1
2 and we prove the following statement

which underlines the importance of G
1
2 (up to equivalence of sequences) w.r.t. the

action M �→ M∗.

Lemma 2.6 Let M ∈ R
N

>0 be given. Then, the following are equivalent:

(i) We have M�M∗.
(ii) We have

∃ C, h ≥ 1 ∀ p ∈ N : M2
p ≤ Ch p p!,

i.e., M�G1/2.
(iii) We have G1/2�M∗.

The analogous equivalences are valid if M∗�M resp. if relation � is replaced by
≤. Thus, M≈M∗ if and only if M≈G1/2 and M = M∗ if and only if M = G1/2 = M∗.

In particular, G1/2 = (G1/2)∗ holds true.

Proof The equivalences follow immediately from the definition of M∗ in (2.3). ��

2.7 Associated weight function

Let M ∈ R
N

>0 (with M0 = 1), then the associated function ωM : R≥0 → R ∪ {+∞}
is defined by

ωM (t) := sup
p∈N

log

(
t p

Mp

)
for t > 0, ωM (0) := 0.

For an abstract introduction of the associated function, we refer to [11, Chapitre I]; see
also [10,Definition 3.1]. If lim inf p→+∞(Mp)

1/p > 0, thenωM (t) = 0 for sufficiently

small t , since log
(

t p

Mp

)
< 0 ⇔ t < (Mp)

1/p holds for all p ∈ N>0. Moreover, under

this assumption t �→ ωM (t) is a continuous non-decreasing function, which is convex
in the variable log(t) and tends faster to infinity than any log(t p), p ≥ 1, as t → +∞.
limp→+∞(Mp)

1/p = +∞ implies that ωM (t) < +∞ for each t > 0 and which shall
be considered as a basic assumption for defining ωM .

Given M ∈ LC, then by [11, 1.8 III], we get that ωM (t) = 0 on [0, μ1].
Finally note that for M ∈ LC, we have lim p→+∞ μp = +∞; see, e.g., [17, p.

104].

3 Ultradifferentiable classes as weighted spaces of entire functions

In Sect. 2.4, we saw that ultradifferentiable classes E[M] with lim p→+∞ m1/p
p = 0

are classes of entire functions. Now, we go further and identify those classes with
weighted spaces of entire functions, where theweight is given by the associatedweight
function of the conjugate weight sequence M∗. To this end, let us first recall some
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notation already introduced in [20] (to be precise, in [20], the weighted spaces of
entire functions have only been defined for the codomain C, but everything can be
done completely analogously for H instead of C): Let H be a Hilbert space and let
v : [0,+∞) → (0,+∞) be a weight function, i.e., v is

(∗) continuous,
(∗) non-increasing, and
(∗) rapidly decreasing, i.e., limt→+∞ tkv(t) = 0 for all k ≥ 0.

Then, introduce the space

H∞
v (C, H) :=

{
f ∈ H(C, H) : ‖ f ‖v := sup

z∈C
‖ f (z)‖v(|z|) < +∞

}
.

We shall assume w.l.o.g. that v is normalized, i.e., v(t) = 1 for t ∈ [0, 1] (if this is not
the case, one can always switch to another normalized weight w with H∞

v (C, H) =
H∞

w (C, H)).
In the next step, we consider weight systems; see [20, Sect. 2.2] for more details.

For a non-increasing sequence of weights V = (vn)n∈N>0 , i.e., vn ≥ vn+1 for all n,
we define the (LB)-space

H∞
V (C, H) := lim−→

n∈N>0

H∞
vn

(C, H),

and for a non-decreasing sequence of weights V = (vn)n∈N>0 , i.e., vn ≤ vn+1 for all
n, we define the Fréchet space

H∞
V (C, H) := lim←−

n∈N>0

H∞
vn

(C, H).

Remark 3.1 In [20], the spaces are denoted by H∞
v (C) instead ofH∞

v (C, C). We use
H to avoid any confusion with the Hilbert space H . In addition,H∞

v (C) shall denote
H∞

v (C, C).

The following Lemma can be used to infer statements for H∞
v (C, H) from the

respective statements for H∞
v (C).

Lemma 3.2 Let H be a (complex) Hilbert space and v be a weight. Then

f ∈ H∞
v (C, H) ⇔ z �→ 〈 f (z), y〉 ∈ H∞

v (C) for all y ∈ H .

Proof For the non-trivial part, take some f ∈ H(C, H), such that |〈 f (z), y〉| ≤
Cyv(|z|) for every y ∈ H . Then, this just means that { f (z)

v(|z|) : z ∈ C}
is weakly bounded (in H ) which implies boundedness and this just means that
f ∈ Hv(C, H). ��
Remark 3.3 Of course, the same argument holds for a family of weights V or V .
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For a given weight v and c > 0, we shall write vc(t) := v(ct) and vc(t) := v(t)c,
and set

Vc = (vc)c∈N>0 , and Vc = (v1/c)c∈N>0 ,

and

Vc = (vc)c∈N>0 , and Vc = (v1/c)c∈N>0 ,

in particular Vc and Vc are non-increasing, and Vc and Vc
are non-decreasing

sequences of weights, see again [20, Sect. 2.2].
Let M ∈ R

N

>0 be given with M0 = 1, such that M is (lc) and satisfies
limp→+∞(Mp)

1/p = +∞ (see [20, Def. 2.4, Rem. 2.6]). Then, we denote by
Mc,Mc,Mc, and Mc

the respective sequences of weights defined by choosing
v(t) := vM (t) := e−ωM (t) (see [20, Rem. 2.7]). If we writeN c,N c,N c, andN c

, we
mean the respective definition for another weight sequence N . Finally, we write (of
course) M∗

c, . . . for the systems corresponding to the conjugate sequence M∗.

Theorem 3.4 Let M ∈ R
N

>0 with M0 = 1 ≥ M1 be given, such that
limp→+∞(m p)

1/p = 0 and m is log-concave. Let I ⊆ R be an interval, then

E : E{M}(I , H) → H∞
M∗

c
(C, H), f �→ E( f ) :=

+∞∑
k=0

f (k)(x0)

k! (z − x0)
k

is an isomorphism (of locally convex spaces) for any fixed x0 ∈ I . Moreover, with the
same definition for E, also

E : E(M)(I , H) → H∞
M∗

c
(C, H)

is an isomorphism.

Remark 3.5 Before proving this main statement, we give the following observations:

(i) By Lemma 2.3, the assumptions on M imply M∗ ∈ LC. It is easy to check that
any small Gevrey class, i.e., choosing M j = j !α for some α ∈ [0, 1), satisfies the
assumptions of Theorem 3.4.

(ii) Moreover, we comment in detail on the basic requirements for the sequence M in
Theorem 3.4:

(∗) Note that both assumptions M0 = 1 ≥ M1 and log-concavity of m are not pre-
served under equivalence of weight sequences.
On the other hand, both isomorphisms in Theorem 3.4 are clearly preserved
under equivalence: Equivalent sequences yield the same ultradifferentiable func-
tion classes, equivalent conjugate sequences [recall (ii) in Sect. 2.6], and finally
(by definition) also the same weighted entire function classes; see [20, Prop. 3.8].
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(∗) Thus, we can assume more generally that M is equivalent to L ∈ R
N

>0, such that
L0 = 1 ≥ L1, lim p→+∞(l p)

1/p = 0, and l is log-concave. In this situation,
we replace in the proof below M by L , m by l and M∗ by L∗. Recall that the
log-concavity for l can be ensured, e.g., if (μp/p)p∈N>0 is almost decreasing; see
Remark 2.4.

(∗) Finally, note the following: Assume that M is equivalent to L ∈ R
N

>0, such that
L0 = 1 ≥ L1 and lim p→+∞(l p)

1/p = 0, but none of the sequences L being
equivalent to M has the property that l is log-concave. Thus log-convexity for L∗
fails for any L being equivalent to M . Then, both H∞

L∗
c
(C, H) and H∞

L∗
c
(C, H)

coincidewith the respective classeswhen L∗ is replaced by its log-convexminorant
(L∗)lc; see [20, Rem. 2.6]. In this situation, the first part of the proof stays valid;
i.e., the operator E is still continuous. However, the second part fails in general;
more precisely for the equality just below (3.1) in the subsequent proof, the log-
convexity of the appearing conjugate sequence is indispensable, and without this
property, we can only bound F (n) in terms of n!

(L∗
n)lc

=: Ln ≥ Ln .

Proof of Theorem 3.4 We start with the Roumieu case and assume w.l.o.g. that x0 = 0.
Let us take f ∈ EM,h(K , H) for some compact set K ⊂⊂ I with 0 ∈ K and some
h > 0, i.e., there is A(= ‖ f ‖M,K ,h), such that for all x ∈ K and all k ∈ N, we have

‖ f (k)(x)‖ ≤ Ahk Mk .

Then, we infer immediately that

‖E( f )(z)‖ ≤ A
+∞∑
k=0

hk Mk

k! |z|k = A
+∞∑
k=0

hk

M∗
k
|z|k ≤ 2A exp(ωM∗(2h|z|)).

Therefore, E maps EM,h(K , H) continuously intoH∞
vM∗,2h

(C, H) and this immedi-
ately implies continuity of E as a mapping defined on the inductive limit with respect
to h.

In the Beurling case, a function f ∈ E(M)(I , H) lies in EM,h(K , H) for any h > 0,
and thus, the above reasoning immediately gives that E is continuous as a mapping
intoH∞

M∗
c
(C, H).

Let us now show continuity of the inverse mapping, which is clearly given by
restricting an entire function to the interval I . Take some F ∈ H∞

vM∗,k
(C, H), then

‖F(z)‖ ≤ AeωM∗ (k|z|)

for A = ‖F‖vM∗,k > 0. Consider an arbitrary K ⊂⊂ I and let R ≥ 1 be such that
K ⊂ [−R, R]. Then, take r ≥ 2R, which ensures that K + B(0, r) ⊂ B(0, 2r) and
where B(0, r) denotes the ball around 0 of radius r . Then, by the Cauchy estimates,
we infer for such r and all x ∈ K and n ∈ N

‖F (n)(x)‖ ≤ An!e
ωM∗ (2kr)

rn
. (3.1)
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Since eωM∗ (r) = rn

M∗
n
for r ∈ [μ∗

n, μ∗
n+1) (see, e.g., [11, 1.8 III]), we may plug in some

r ∈ [μ∗
n/(2k), μ∗

n+1/(2k)) in (3.1); for all n large enough, such that μ∗
n/(2k) ≥ 2R

(thus depending on chosen compact K ) and which is possible since M∗ ∈ LC and so
limn→+∞ μ∗

n = +∞. Hence, we get

‖F (n)(x)‖ ≤ An! (2kr)n

rn M∗
n

= A(2k)n Mn .

For the remaining (finitely, say n0) many integers n with μ∗
n/(2k) < 2R, we can

estimate

‖F (n)(x)‖ ≤ C A(2k)n Mn,

where, e.g., C = n0!eωM∗ (2k R). Altogether, we have shown

‖F |I‖M,K ,2k ≤ C‖F‖vM∗,k ,

which proves continuity of the inverse mapping in both the Roumieu and the Beurling
case. ��

3.1 Comparison ofH∞
M∗

c
andH∞

M∗c (resp.H∞
M∗

c
andH∞

M∗c )

Let us quickly recall a recent result characterizing the equality of the two different
types of weighted spaces of entire functions; see [20, Thm. 5.4]. To this end, we need
one more condition for M

∃L ∈ N>0 : lim inf
j→+∞

(ML j )
1/(L j)

(M j )1/ j
> 1. (3.2)

In [23, Thm. 3.1], it has been shown that M ∈ LC has (3.2) if and only if

ωM (2t) = O(ωM (t)) as t → +∞. (3.3)

Lemma 3.6 Let M ∈ LC. Then, the following statements are equivalent:

(i) M has (mg) and satisfies (3.2),
(ii) H∞

Mc
(C, H) ∼= H∞

Mc(C, H),

(iii) H∞
Mc

(C, H) ∼= H∞
Mc(C, H).

Proof In [20, Thm. 5.4], the result is shown for H = C. To get that (i) implies (ii) and
(iii) the proof of [20, Thm. 5.4] can be repeated and only the appearances of | · | (the
absolute value in C) have to be substituted by ‖ · ‖ (the norm in the Hilbert space H ).

To get the other implications, i.e., that (ii) resp. (iii) implies (i), note that the respec-
tive equality in the Hilbert space-valued case implies the equality for the C-valued
case by observing that f ∈ H∞

v (C)(= H∞
v (C, C)) if and only if, for any 0 �= x ∈ H ,

we have z �→ f (z)x ∈ H∞
v (C, H). Therefore, we may apply [20, Thm. 5.4] and infer

(i). ��
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Together with results from Sect. 2.6, we derive the following.

Corollary 3.7 Let M ∈ R
N

>0 be given and assume the following:

(∗) M is log-convex with 1 = M0 = M1 (i.e., both normalization and 1 = M0 ≥ M1),
(∗) lim p→+∞ m1/p

p = 0,
(∗) m is log-concave, and finally,
(∗) for some Q ∈ N≥2, we have lim inf p→+∞

μp
μQp

> 1
Q .

Then

H∞
M∗

c
(C, H) ∼= H∞

M∗c(C, H), H∞
M∗

c
(C, H) ∼= H∞

M∗c(C, H),

and E is an isomorphism between E{M}(I , H) and H∞
M∗c(C, H) resp. between

E(M)(I , H) and H∞
M∗c(C, H).

Proof By (v) in Sect. 2.6, it follows that M∗ has (mg). By (vii) from Sect. 2.6, we infer
that M∗ has (β3), and thus, [23, Prop. 3.4] gives that M∗ has (3.2). Finally, observe
that M∗ ∈ LC holds true: lim p→+∞ m1/p

p = 0 implies lim p→+∞(M∗
p)

1/p = +∞
(see (iii) in Sect. 2.6), log-convexity of M∗ follows from log-concavity of m (see (iv)
in Sect. 2.6) and normalization of M∗ is immediate. Thus, we may apply Lemma 3.6
to M∗. The rest follows from Theorem 3.4. ��

Remark 3.8 Observe that the conditions of Lemma 3.6 hold if and only if E[M∗] ∼=
E[ωM∗ ], cf. [2, Thm. 14], [17, Sect. 5] and [23, Prop. 3.4].

Note also that Corollary 3.7 applies, in particular, to all small Gevrey sequences
Gα , 0 ≤ α < 1; see the next section for its importance.

3.2 A result by Markin as a Corollary of Theorem 3.4

One of Markin’s core results in [14], Lemma 3.1, shows, in our setting the following:
For any α ∈ [0, 1) and Mα

j := j jα , which is equivalent to Gα
j = j !α (i.e., the small

Gevrey sequence of order α) and with v(t) := e−t1/(1−α)
, we obtain that

E : E{Gα}(I , H) → H∞
Vc(C, H)

is an isomorphism of locally convex vector spaces; and mutatis mutandis the same
holds in the respective Beurling case. With our preparation, this now is a corollary of
Theorem 3.4 together with the following observations:

• Corollary 3.7 applies to M = Gα ,
• (Gα)∗ = G1−α ,

• ωG1−α
∼= t

1
1−α , i.e., ωG1−α (t) = O(t

1
1−α ), t

1
1−α = O(ωG1−α (t)) as t → +∞.
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3.3 Characterization of inclusion relations for small weight sequences

In the theory of ultradifferentiable functions, the characterization of the inclusion
E[M] ⊆ E[N ] in terms of a growth property expressed in terms of M and N is studied.
Summarizing,we get the following, e.g., see [17, Prop. 2.12] and the literature citations
there; similar/analogous techniques have also been applied to the more general and
recent approaches in [17, Prop. 4.6] and [6, Sect. 4]:

(∗) If M, N ∈ R
N

>0 with M�N , then E{M} ⊆ E{N } and E(M) ⊆ E(N ) with continuous
inclusion.

(∗) If, in addition, M is normalized and log-convex, then E{M}(R) ⊆ E{N }(R) (as sets)
yields M�N .
If M, N ∈ LC, then E(M)(R) ⊆ E(N )(R) (as sets and/or with continuous inclusion;
see the proof of [17, Prop. 4.6] and [6, Prop. 4.5, Rem. 4.6]) yields M�N .

Thus, for the necessity of M�N , standard regularity and growth assumptions for
M are required, and so far, it is not known what can be said for (small) sequences M
“beyond” this setting. Via an application of Theorem 3.4 and main results from [20],
we now may actually prove as a corollary an analogous statement.

First, let us recall [20, Thm. 3.14], where the following characterization is shown
(even under formally slightly more general assumptions on the weight N ; see also [20,
Rem. 2.6]).

Theorem 3.9 Let N ∈ LC and M ∈ R
N

>0, such that M satisfies M0 = 1 and
limp→+∞(Mp)

1/p = +∞. Then, the following are equivalent:

(a) We have N�M.
(b) We have

H∞
Mc

(C) ⊆ H∞
N c

(C).

(c) We have

H∞
Mc

(C) ⊆ H∞
N c

(C).

Thus, by combining Theorems 3.4 and 3.9, which we apply to N∗ and M∗, we get
the following:

Theorem 3.10 Let M, N ∈ R
N

>0 be given and assume that

(∗) 1 = M0 ≥ M1 and 1 = N0 ≥ N1,
(∗) lim p→+∞(m p)

1/p = limp→+∞(n p)
1/p = 0,

(∗) both m and n are log-concave.

Then, the following are equivalent:

(i) We have M�N.
(ii) We have E{M} ⊆ E{N } with continuous inclusion.
(iii) We have E(M) ⊆ E(N ) with continuous inclusion.
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Proof It remains to prove (ii), (iii) ⇒ (i). We use the inclusion in (ii) resp. in (iii) for
some compact interval I , i.e., E[M](I ) ⊆ E[N ](I ). Then, the characterization shown
in Theorem 3.4 yields H∞

M∗
c
(C) ⊆ H∞

N ∗
c
(C) resp. H∞

M∗
c
(C) ⊆ H∞

N ∗
c
(C). By the

assumptions on M, N , we get M∗, N∗ ∈ LC, and then, Theorem 3.9 gives N∗�M∗
which is equivalent to M�N (recall (ii) in Sect. 2.6) and so (i) is shown. ��

4 A criterion for boundedness of an operator on a Hilbert space

The aim of this section is to generalize results by M. Markin from [12, 13], and
[14] (obtained within the so-called small Gevrey setting) to a more general weight
sequence setting when considering appropriate families of small weight sequences.
(In fact, Markin considers instead of Gβ , 0 ≤ β < 1, the sequence Mβ

j := j jβ but

which is equivalent to Gβ by Stirling’s formula. Since equivalence clearly preserves
the corresponding function spaces, his results immediately transfer to Gβ as well.)

Markin studies, for a Hilbert space H , and a normal (unbounded) operator A on H
the associated evolution equation

y′(t) = Ay(t) (4.1)

and askswhether a priori known smoothness of all solutions of (4.1) yield boundedness
of the operator A.

For a detailed exposition of evolution equations on Hilbert spaces, we refer to
Chapters 1 (bounded case) and 4 (unbounded case) in [15].

4.1 Solutions for bounded operators

First, let us recall quickly the situation for bounded operators A. For those, the domain
is all of H . It is a classical result in this context that every solution y of (4.1) is of the
form

y(t) = et A y0,

for some y0 ∈ H , where et A := ∑+∞
k=0

tk

k! Ak and which converges locally uniformly
(with respect to t) in the norm topology on B(H) (the space of bounded operators on
H ). Moreover, y can be extended to an entire function, such that

‖y(z)‖ ≤ MeC|z|

for some constants M and C and all z ∈ C. Thus, we may conclude the subsequent
statement.

(i) If A is a bounded operator on H , then each solution y of (4.1) is an entire function
of exponential type.

On the other hand, we have the following:
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(ii) As outlined by M. Markin in [12, 13] and [14], there exists an unbounded normal
operator A (that is actually not bounded on H ), such that each (weak) solution of
(4.1) is an entire function.

4.2 Motivating question

Therefore, one may ask whether one can reverse the implication in (i), and if this is
possible to what extent one can weaken the assumption of exponential type. From (ii),
it is clear that one cannot get completely rid of any additional growth restriction!

Markin does exactly that in [14]. Let us first recall his approach and then
subsequently considerably extend it.

4.3 A generalization of Markin’s results

Themain result [14, Thm. 5.1] states that if eachweak solution of (4.1) is in some small
Gevrey class, i.e., admitting a growth restriction expressed in germs of Gα with α < 1,
then the operator A is necessarily bounded on H . This is of special interest, since, as
outlined in Sect. 3.2, every small Gevrey class can be identified with a weighted class
of entire functions.

Before we are able to generalize Markin’s result, we need some definitions: For a
densely defined operator A on H , we first set

C∞(A) :=
⋂
n∈N

D(An),

where D(An) is the domain of An , the n-fold iteration of A. Then, put

E{M}(A) := { f ∈ C∞(A) : ∃C, h > 0 ∀n ∈ N ‖An f ‖ ≤ Chn Mn},

and the corresponding Beurling class is defined by

E(M)(A) := { f ∈ C∞(A) : ∀ h > 0 ∃ C > 0 ∀n ∈ N ‖An f ‖ ≤ Chn Mn}.

From [4, Sect. 1.3], a different description of E{M}(A) in terms of E A, the spectral
measure associated to A, can be deduced as follows:

E{M}(A) =
{

f ∈ H : ∃t > 0
∫
C

e2ωM (t |λ|)〈d E A(λ) f , f 〉 < +∞
}

,

and

E(M)(A) =
{

f ∈ H : ∀t > 0
∫
C

e2ωM (t |λ|)〈d E A(λ) f , f 〉 < +∞
}

.

Now, we have the following result which generalizes [13, Thm. 3.1].
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Theorem 4.1 Let M ∈ R
N

>0 be given and I ⊆ R a closed interval. Then, a solution y
of (4.1) belongs to E[M](I , H) if and only if y(t) ∈ E[M](A) for all t ∈ I . In this case,
one has y(n)(t) = An y(t) for all t ∈ I .

Proof Let y be a solution of (4.1), such that y ∈ E[M](I , H). Since y ∈ C∞(I , H),
we have by [12, Prop. 4.1] that y(n)(t) = An y(t) for all t ∈ I and all n ∈ N. Therefore

‖An y(t)‖ = ‖y(n)(t)‖ ≤ Chn Mn,

where h is either in the scope of an existential or universal quantifier depending on
the context. This immediately gives that y(t) ∈ E[M](A) for all t .

For the converse direction, we argue as in [13, Proof of Prop. 3.1] where it is shown
that in this case for any subinterval [a, b] ⊆ I

max
t∈[a,b] ‖y(n)(t)‖ ≤ ‖y(n)(a)‖ + ‖y(n)(b)‖.

Since, again, we have y(n)(t) = An y(t), this immediately yields y ∈ E[M](I , H). ��
We need one more result generalizing [14, Lemma 4.1] which reads as follows.

Lemma 4.2 Let 0 < β < +∞. If

⋃
0<β ′<β

E{Gβ′ }(A) = E(Gβ)(A),

then the operator A is bounded.

Note that in [14], the notationE [β](A) is used instead ofE[Gβ ](A) (i.e., the respective
Gevrey class of order β). Since we have a generalization of [14, Thm. 5.1] as our goal,
we only need a generalization of the above Lemma in the case β = 1. Therefore,
we want to conclude that an operator A on a Hilbert space H is bounded if we can
write the entire functions corresponding to A (i.e., β = 1) as an union of certain
smaller Roumieu classes. Note that this statement might seem “counterintuitive” when
considering the ultradifferentiable classes introduced in Sect. 2.3. However, note that
the classes in Sect. 2.3 are defined using the differential operator which is unbounded.

Summarizing, our generalization of Markin’s result reads as follows.

Lemma 4.3 Let F ⊆ LC be a family of sequences, such that

∀ N ∈ F ∃ M ∈ F : ωM (2t) = O(ωN (t)) as t → +∞, (4.2)

i.e., a mixed version of (3.3) (of Roumieu type, see [8, Sect. 3]).
Suppose there exists a = (a j ) ∈ R

N

>0 with the following properties:

(i) we have lim j→+∞ a1/ j
j = 0,

(ii) a is a uniform bound for F, which means that

∀ N ∈ F ∃ C > 0 ∀ j ∈ N : (N j/ j ! =)n j ≤ Ca j .
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Then

⋃
N∈F

E{N }(A) = E(G1)(A) as sets

implies that A is bounded.

Remark 4.4 We gather some comments concerning the previous result:

(∗) By choosing a j = 1
log( j) j , Lemma 4.3 includes Lemma 4.2 (with β = 1) as a

special case.
(∗) Requirements (i) and (ii) in Lemma 4.3 imply that lim j→+∞ n1/ j

j = 0 for all
N ∈ F.

(∗) If each N ∈ F satisfies (3.2), then (4.2) follows with M = N .
(∗) In [8, Thm. 3.2] condition (4.2) has been characterized for one-parameter families

(weight matrices, see [8, Sect. 2.5]) in terms of the following requirement:

∃ r > 1 ∀ N ∈ F ∃ M ∈ F ∃ L ∈ N>0 : lim inf
j→+∞

(ML j )
1/(L j)

(N j )1/ j
> r ,

i.e., a mixed version of (3.2).

Actually, we show now that, if F consists of a one-parameter family of sequences
having some rather mild regularity and growth properties, then it is already possible
to find some sequence a as required in Lemma 4.3.

Proposition 4.5 Let F := {N (β) ∈ R
N

>0 : β > 0} be a one-parameter family of
sequences N (β) which satisfies the following properties:

(i) N (β)
0 = 1 for all β > 0 (normalization),

(ii) N (β1) ≤ N (β2) ⇔ n(β1) ≤ n(β2) for all 0 < β1 ≤ β2 (point-wise order),
(iii) lim j→+∞(n(β)

j )1/ j = 0 for each β > 0,

(iv) j �→ (n(β)
j )1/ j is non-increasing for every β > 0,

(v) lim j→+∞
(

N
(β2)

j

N
(β1)

j

)1/ j

= lim j→+∞
(

n
(β2)

j

n
(β1)

j

)1/ j

= +∞ for all 0 < β1 < β2 (large

growth difference between the sequences).

Then, there exists a = (a j ) j ∈ R
N

>0, such that

(∗) j �→ (a j )
1/ j is non-increasing,

(∗) lim j→+∞(a j )
1/ j = 0, and

(∗) lim j→+∞
(

a j

n(β)
j

)1/ j

= +∞ for all β > 0.

In particular, this implies that there exists a uniform sequence/bound a for F as
required in Lemma 4.3.

In addition, the family F satisfies (4.2).
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Note:

(∗) Requirement (iv) weaker than assuming log-concavity for each n(β): Together with
(i), i.e., n(β)

0 = 1 (for each β), log-concavity implies (iv); see (iv) in Sect. 2.6.
(∗) Moreover, if (iv) is replaced by assuming that each n(β) is log-concave and (i) by

slightly stronger n(β)
1 ≤ n(β)

0 = 1 (for each β), then in view of Theorem 3.10, we
see that (iii) and (v) together yield

∀ 0 < β1 < β2 : E[N (β1)] � E[N (β2)].

(∗) In any case, (v) implies that the sequences are pair-wise not equivalent.
(∗) Finally, property (v) alone is sufficient to have (4.2) for F.

Proof Put j1 := 1 and for k ∈ N>0 set jk+1 to be the smallest integer jk+1 > jk with

(n(k)
jk

)1/ jk > k(n(k+1)
jk+1

)1/ jk+1 , (4.3)

and such that for all j ≥ jk+1 and all k, we get

(n(k+1)
j )1/ j

(n(k)
j )1/ j

≥ k. (4.4)

For (4.3), we have used properties (ii), (iii), and (iv), and (4.4) holds by property (v).
Now, put a0 := 1 and, for jk ≤ j < jk+1, we set

(a j )
1/ j := (n(k)

jk
)1/ jk .

Thus, we have by definition that j �→ (a j )
1/ j is non-increasing and tending to 0.

Finally, let k0 ∈ N>0 be given (and from now on fixed). For j ≥ jk0+1, we can
find k ≥ k0, such that jk+1 ≤ j < jk+2. Thus, in this situation, we can estimate as
follows:

a1/ j
j

(n(k0)
j )1/ j

= (n(k+1)
jk+1

)1/ jk+1

(n(k0)
j )1/ j

≥ (n(k+1)
jk+1

)1/ jk+1

(n(k)
j )1/ j

≥ (n(k+1)
j )1/ j

(n(k)
j )1/ j

≥ k,

hence lim j→+∞
a1/ j

j

(n
(k0)

j )1/ j
= +∞. The second inequality follows from the fact that

j �→ (n(k+1)
j )1/ j is non-increasing (property (iv)). By the point-wise order for any

β > 0, we can find some k0 ∈ N>0, such that
a1/ j

j

(n(β)
j )1/ j

≥ a1/ j
j

(n
(k0)

j )1/ j
for all j ≥ 1, and

hence, the last desired property for a is verified.
Concerning (4.2), we note that by (v), we get 2 j N (β1)

j ≤ N (β2)
j for all 0 < β1 < β2

and all j sufficiently large. Consequently

∀ 0 < β1 < β2 ∃ C ≥ 1 ∀ j ∈ N : 2 j N (β1)
j ≤ C N (β2)

j ,
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which yields by definition of associated weights ωN (β2) (2t) ≤ ωN (β1) (t) + log(C) for
all t ≥ 0. This verifies (4.2) for F. ��
Remark 4.6 The previous result shows that any family F ⊆ LC that can be
parametrized to satisfy (ii)–(v) from Proposition 4.5 is already uniformly bounded
by some sequence a.

Consequently, in this case, the assumptions (i) and (ii) from Lemma 4.3 on
the existence of a are superfluous, and also, assumption (4.2) for F holds true
automatically.

Before we can give the proof of Lemma 4.3, we need one more technical lemma as
preparation.

Lemma 4.7 Let a = (a j ) j ∈ R
N

>0 with lim j→+∞ a1/ j
j = 0 be given. Then, there

exists a function g = ga : R>0 → R>0 with the following properties:

(∗) limt→+∞ ga(t) = +∞.
(∗) For all N ∈ LC, such that n j ≤ Da j (for some D = D(N ) > 0 and all j ∈ N),

and all d, s > 0, we have that

lim
t→+∞ sωN (t/2) − dga(t)t = +∞.

Proof Observe that

ωN (t) ≥ sup
k∈N

log
tk

Dakk! ≥ log

(
1

2D

+∞∑
k=0

(t/2)k

akk!

)
=: ha(t) − log(2D).

It is clear from the definition that ha is non-decreasing. From the assumption
lim j→+∞ a1/ j

j = 0, it follows that for every R > 0, there exists C ∈ R, such
that for all t > 0, we have

ha(t) ≥ C + Rt . (4.5)

This estimate follows, since for every (small) ε > 0, there exists B > 0, such that
ak ≤ Bεk for all k ∈ N; and therefore

log

(+∞∑
k=0

(t/2)k

akk!

)
≥ t

2ε
− log(B),

which gives (4.5).
Let us set fa(t) := ha(t/2)

t , then, by (4.5), limt→+∞ fa(t) = +∞. Finally, set
ga := √

fa, and so, limt→+∞ ga(t) = +∞. Moreover, we have limt→+∞ ε fa(t) −
ga(t) = +∞ for every ε > 0. Thus, for any arbitrary fixed s > 0, we get

sωN (t/2)−ga(t)t ≥ sha(t/2)−s log(2D)−ga(t)t = t(s fa(t)−ga(t))−s log(2D);
(4.6)

hence, limt→+∞ sωN (t/2)− ga(t)t = +∞. This shows the statement for d = 1. For
d �= 1, the result simply follows by choosing s/d in (4.6). ��
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Proof of Lemma 4.3 We adapt the proof of [14, Lemma 4]. Therefore, assume that the
operator A is actually unbounded. Then, the spectrum σ(A) is unbounded as well, and
so, there exists a strictly increasing sequence of natural numbers k(n), such that

(i) n ≤ ga(k(n)) (and n ≤ k(n)) for all n ∈ N>0,
(ii) in each ring {λ ∈ C : k(n) < |λ| < k(n) + 1}, there is a point λn ∈ σ(A),

and we can actually find a 0-sequence εn with 0 < εn < min(1/n, εn−1), such that λn

belongs to the ring

rn := {λ ∈ C : k(n) − εn < |λ| < k(n) + 1− εn}.

As in Markin’s proof, the subspaces E A(rn)H are non-trivial and pair-wise orthog-
onal. Thus, in each of those spaces, we may choose a non-trivial element en , such that

en = E A(rn)en, 〈ei , e j 〉 = δi, j .

Now, we define

f :=
+∞∑
n=1

ga(k(n))−(k(n)+1−εn)en .

As in [14], the sequence of coefficients belongs to 
2, and

E A(rn) f = ga(k(n))−(k(n)+1−εn)en, E A

⎛
⎝ ⋃

n∈N>0

rn

⎞
⎠ f = f .

Moreover, for every t > 0, we have

∫
C

e2t |λ|d〈E A(λ) f , f 〉 =
∫
C

e2t |λ|d
〈

E A(λ)E A

⎛
⎝ ⋃

n∈N>0

rn

⎞
⎠ f , E A

⎛
⎝ ⋃

n∈N>0

rn

⎞
⎠ f

〉

=
∞∑

n=1

∫
rn

e2t |λ|d〈E A(λ) f , f 〉

=
∞∑

n=1

∫
rn

e2t |λ|d〈E A(λ)E A(rn) f , E A(rn) f 〉

=
∞∑

n=1

ga(k(n))−2(k(n)+1−εn)

∫
rn

e2t |λ|d〈E A(λ)en, en〉

≤
∞∑

n=1

e−2 log(ga(k(n))(k(n)+1−εn)e2t(k(n)+1−εn) ‖E A(rn)en‖2︸ ︷︷ ︸
=1

=
+∞∑
n=1

e−2(log(ga(k(n))−t)(k(n)+1−εn) < +∞,
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where we used in the first inequality that for λ ∈ rn , we have |λ| ≤ k(n) + 1 − εn ,
and in the final inequality that ga tends to infinity and that k(n) ≥ n. Thus, we have
shown that f ∈ E(G1)(A).

Moreover, in analogy to [14], and by a similar reasoning as above, we get for all
N ∈ F and t > 0∫
C

e2ωN (t |λ|)d〈E A(λ) f , f 〉 =
∞∑

n=1

ga(k(n))−2(k(n)+1−εn)

∫
rn

e2ωN (t |λ|)d〈E A(λ)en, en〉.
(4.7)

Next, we observe that for λ ∈ rn , we have ωN (t |λ|) ≥ ωN (t(k(n) − εn)) ≥
ωN (t(k(n) − 1)). We continue to estimate the right-hand side of (4.7) and infer

∫
C

e2ωN (t |λ|)d〈E A(λ) f , f 〉 ≥
∞∑

n=1

ga(k(n))−2(k(n)+1−εn )e2ωN (t(k(n)−1))
∫

rn

d〈E A(λ)en, en〉︸ ︷︷ ︸
=1

≥
∞∑

n=1

e2(ωN (t(k(n)−1))−log(ga(k(n)))(k(n)+1)).

By iterating (4.2), there exist M ∈ F, s > 0 (small) and C > 0 (large), such that for
all λ ∈ C

ωN (t |λ|) ≥ sωM (|λ|) − C,

which allows us to continue the estimate and get

∫
C

e2ωN (t |λ|)d〈E A(λ) f , f 〉 ≥
∞∑

n=1

e2(sωM ((k(n)−1))−C−log(ga(k(n)))(k(n)+1)) = +∞,

where the last equality follows from Lemma 4.7 (applied to the sequence M and
d = 2). Thus, we infer that f /∈ E{N }(A). Since N ∈ F has been arbitrary, we are
done. ��

Finally, we are now in the position to prove our main theorem, a generalization of
[14, Thm. 5.1] which reads as follows.

Theorem 4.8 Suppose there exists a = (a j ) j , such that lim j→+∞ a1/ j
j = 0 and a

family F of weight sequences as in Lemma 4.3. Assume that for any weak solution
y of (4.1) on [0,+∞), there is N ∈ F, such that y ∈ E{N }([0,+∞), H). Then, the
operator A is bounded.

Proof Let y be a weak solution of (4.1). By assumption, there exists N ∈ F, such that
y ∈ E{N }([0,+∞), H). By Theorem 4.1, we get that for every t ≥ 0, we have

y(t) ∈ E{N }(A),
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in particular y(0) ∈ E{N }(A). Via an application of [12, Thm. 3.1], we infer

⋂
t>0

D(et A) ⊆
⋃
N∈F

E{N }(A). (4.8)

On the other hand, since

⋂
t>0

D(et A) =
⋂
t>0

{
f ∈ H :

∫
C

e2tR(λ)〈d E A(λ) f , f 〉 < +∞
}

,

it is clear that

⋂
t>0

D(et A) ⊇
⋂
t>0

{
f ∈ H :

∫
C

e2t |λ|〈d E A(λ) f , f 〉 < +∞
}

= E(G1)(A).

Together with (4.8), this yields

⋃
N∈F

E{N }(A) = E(G1)(A).

Thus, using Lemma 4.3, we conclude that A is bounded. ��
When taking F to be the family of all small Gevrey sequences, i.e., F = G :=

{Gα : α < 1}, we infer [14, Thm. 5.1] (see also Remark 4.4).

4.4 An answer to themotivating question from Sect. 4.2

The final goal is now to combine the information from Theorems 3.4 and 4.8.
Therefore, suppose F is a family of weight sequences, such that:

(i) N ∈ LC for all N ∈ F and 1 = N0 = N1,
(ii) F has (4.2),
(iii) F is uniformly bounded by some a = (a j ) j with lim j→+∞ a1/ j

j = 0, and
(iv) for all N ∈ F, we have that n is log-concave.

Note that (iii) gives lim j→+∞(n j )
1/ j = 0 for all N ∈ F. Therefore, F is a family

as required in Lemma 4.3 and by (i), (iii), and (iv) Theorem 3.4 can be applied to each
N ∈ F, and hence

∀ N ∈ F : E{N }(I , H) ∼= H∞
N ∗

c
(C, H).

Summarizing, we can reformulate Theorem 4.8 as follows.

Theorem 4.9 Let F be a family of weight sequences as considered before. Suppose
that for every weak solution y of (4.1), there exist N ∈ F and C, k > 0, such that y
can be extended to an entire function with

‖y(z)‖ ≤ CeωN∗ (k|z|).
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Then, A is already a bounded operator.

Theorem 4.9 applies to the family G := {Gα : 0 ≤ α < 1} of all small Gevrey
sequences.
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Appendix A: On dual weight sequences andMatuszewska indices

The growth and regularity assumptions for weight sequences M in Theorem 3.4 or for
N ∈ F in Lemma 4.3, in the technical Proposition 4.5 and in Theorems 4.8, 4.9 are by
far not standard in the theory of ultradifferentiable (and ultraholomorphic) functions.
More precisely, the sequences under consideration are required to grow very slowly
or to be even non-increasing. This is due to the fact that in Theorem 3.4 resp. in
Theorem 4.9, the conjugate sequence M∗ resp. N∗ plays the crucial role to restrict the
growth. Therefore, the conjugate sequence(s) is (are) required to satisfy the frequently
used conditions in the weight sequence setting; e.g., work with the associated function
ωM∗ .

We are interested in studying and constructing such “exotic/non-standard”
sequences and may ask how they are “naturally” related to standard sequences. On the
one hand, as already stated in Sect. 2.5, formally, we can start with a standard/regular
sequence R = M∗ and then get M by the formula (2.3) which relates M and M∗ by a
one-to-one correspondence; i.e., take M = R∗. However, in this section, the aim is to
give a completely different approach and to show how such “exotic” small sequences
M are appearing and can be introduced in a natural way. The main idea is to start
with N ∈ LC (and having some more standard requirements) and then consider the
so-called dual sequence D from [5, Sect. 2.1.5]. However, to proceed, we also have
to recall and study the notion of Matuszewska indices.

http://creativecommons.org/licenses/by/4.0/
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A.1: Matuszewska indices

Werecall some facts anddefinitions from [5, Sect. 2.1.2], see also the literature citations
therein and especially [1]. Moreover, we refer to [7, Sect. 3]. Note that in [5] and in
[7], a sequence M ∈ R

N

>0 is called a weight sequence if it satisfies all requirements
from the class LC except necessarily M0 ≤ M1; see [5, Sect. 1.1.1, p. 29; Def. 1.1.8,
p.32] and [7, Sect. 2.2, Sect. 3.1].

First, for any given sequence a = (ap)p ∈ R
N

>0, the upper Matuszewska index α(a)
is defined by

α(a) := inf

{
α ∈ R : ap

pα
is almost decreasing

}

= inf

{
α ∈ R : ∃ H ≥ 1 ∀ 1 ≤ p ≤ q : aq

qα
≤ H

ap

pα

}
,

and the lower Matuszewska index β(a) by

β(a) := sup

{
β ∈ R : ap

pβ
is almost increasing

}

= sup

{
β ∈ R : ∃ H ≥ 1 ∀ 1 ≤ p ≤ q : ap

pβ
≤ H

aq

qβ

}
.

Note that β(a) > 0 implies, in particular, limp→+∞ ap = +∞.
The aim is to give a connection between these indices and the notion of the conjugate

sequence introduced in this work. The following comments (a)–(e) and Lemma A.1
have been made resp. suggested by the anonymous referee:

First put g1 := (p)p∈N and a−1 := (a−1
p )p∈N. Consequently, by definition of the

above indices the following relations are valid, see also [7, Rem. 2.6, Prop. 3.6] applied
to r = 1 and s = −1:

α(g1a−1) = 1+ α(a−1) = 1− β(a), (A.1)

and
β(g1a−1) = 1+ β(a−1) = 1− α(a). (A.2)

The idea is now to apply these identities to a ≡ μ, and so, g1a−1 corresponds to
μ∗, i.e., the sequence of quotients of the conjugate sequence M∗ (recall (2.3), (2.4)).
Combining this information with results from [7], we summarize the following:

(a) By (A.1), one has α(g1a−1) ≤ 1 if and only if β(a) ≥ 0 resp. with strict inequal-
ities. In particular, if M is log-convex, then β(μ) ≥ 0, and so, α(μ∗) ≤ 1.
Conversely, if α(μ∗) < 1 and so β(μ) > 0, then M is equivalent to a log-convex
sequence L , and more precisely, the equivalence is even established on the level
of quotient sequences (see the proof of [9, Prop. 4.15] and (a) in Remark 2.4 for
the analogous estimates in (2.7)).
This should be compared with [7, Thm. 3.16, Cor. 3.17] applied to M∗ resp. L∗
and (v) in Sect. 2.6. (Since L∗ is equivalent to M∗, also M∗ has (mg).
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Indeed, if β(μ) > 0, then M is equivalent to a sequence L ∈ LC, because
lim p→+∞ μp = lim p→+∞ λp = +∞, and so, one can achieve normalization
by changing finitely many terms of L at the beginning; see (iv) in Remark A.5 and
also the proof in Lemma A.3.
Similarly, β(g1a−1) ≥ 0 if and only if α(a) ≤ 1 holds by (A.2) resp. with strict
inequalities and the above comments apply when M is replaced by M∗ and M∗
by M .

(b) Using this knowledge, we can change the assumptions in Theorem 3.4 as fol-
lows: To proceed, we take M ∈ R

N

>0, such that α(μ) < 1 is valid. Because then
β(μ∗) > 0, hence M∗ is equivalent to a sequence L∗ ∈ LC and this property is
sufficient to proceed by taking into account (ii) in Remark 3.5 and (ii) in Sect. 2.6.
The same comment applies to Theorem 3.10; i.e., we are taking M, N ∈ R

N

>0 with
α(μ), α(ν) < 1.
To ensure this requirement, we give several ideas: First, when given M , in The-
orem A.7 we deal with the corresponding dual sequence D, and so, we want to
have α(δ) < 1. This can be expressed in terms of M ; see Sect. A.2 for details.
However, even directly for M , we can get α(μ) < 1; in this context, see also
Theorem A.13: For this, let M ∈ R

N

>0 be given and assume that either β(ν) > 1
or that α(μ) < +∞. In the first case, we take M−1 := (M−1

p )p∈N, and in the
second one, M directly if already α(μ) < 1 resp. G−r+1M := (p!−r+1Mp)p∈N
if 1 ≤ α(μ) < r .

(c) In (i) in Lemma 3.6, we assume M ∈ R
N

>0, such that 0 < β(μ) ≤ α(μ) < +∞:
First, 0 < β(μ) yields that M is equivalent to L ∈ LC and since the equivalence
is established on the level of the quotient sequences (see (a) above), we get 0 <

β(λ) ≤ α(λ) < +∞, too.
By [7, Thm. 3.16, Cor. 3.17], property α(λ) < +∞ is equivalent to having (mg)
for L . Moreover, by combining [23, Prop. 3.4] and [7, Thm. 3.11] applied to
the sequence L and β = 0, the second assumption 0 < β(λ) yields (3.2) for L .
Since the weighted classes appearing in (ii), (iii) in Lemma 3.6 are preserved under
equivalence ofweight sequences (recall (ii) in Remark 3.5), we are done. (Note that
M has both (mg) and (3.2) too, since equivalence preserves these requirements;
for (mg), this is clear and concerning (3.2); see the proof of [23, Cor. 3.3].)

(d) In Corollary 3.7, first, the aim is to apply Lemma 3.6 to M∗ and, therefore, we
assume that M ∈ R

N

>0 is given such that 0 < β(μ∗) ≤ α(μ∗) < +∞ which is
equivalent to requiring −∞ < β(μ) ≤ α(μ) < 1 (see (a)). The first estimate is
clearly true if M is log-convex and by (b) the second one is sufficient to apply
Theorem 3.4 which is needed in the proof of Corollary 3.7 as well.

(e) Finally, for the sake of completeness, we comment on the meaning of (3.3) and
(3.2) in terms of growth indices: First, let us consider the auxiliary sequence
R ∈ R

N

>0 defined via the quotients ρ = (ρp)p with ρp := (Mp)
1/p, p ≥ 1.

Hence, Rp = ∏p
i=1(Mi )

1/i with R0 = 1 (empty product), and so, M ∈ LC
implies R ∈ LC. Then, [7, Thm. 3.11] applied to R and β = 0 yields that (3.2)
for M ∈ LC is equivalent to β(ρ) > 0.
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On the other hand, recall that (3.3) means α(ωM ) < +∞; i.e., [7, Thm. 2.11, Cor.
2.14] applied to σ = ωM with α denoting the index for functions from [7, Sect.
2.2].
Summarizing, [23, Thm. 3.1] precisely shows that for any M ∈ LC, we have
α(ωM ) < +∞ if and only if β(ρ) > 0.
If M has, in addition, (mg) (e.g., like in (c) above), then β(ρ) = β(μ) and
α(ρ) = α(μ) holds true: Both equalities follow by the estimates ρp = (Mp)

1/p ≤
μp ≤ Aρp for some constant A ≥ 1 and all p ≥ 1; recall (2.1) for the first and,
e.g., [7, Lemma 3.1 (iii)] for the second one.

Based on comment (e), the following question appears: What can be said about
the relation between β(ρ) and β(μ) in general; i.e., when M does not have (mg). To
prove relation (A.4), which has been claimed by the referee, for technical reasons, we
have to recall some more notation also used in Sect. A.2:

Let M ∈ LC be given. We introduce the counting function

M (t) := |{p ∈ N>0 : μp ≤ t}|, t ≥ 0.

By definition, it is obvious that M (t) = 0 on [0, μ1) and M (t) = p on [μp, μp+1)

provided that μp < μp+1. Recall that for M ∈ LC, we have limp→+∞ μp = +∞.
Moreover, we recall the known integral representation formula (see [11, 1.8. III] and
also [10, (3.11)])

ωM (t) =
∫ t

0

M (u)

u
du =

∫ t

μ1

M (u)

u
du. (A.3)

Lemma A.1 Let M ∈ LC be given and let R be the sequence given by Rp =∏p
i=1(Mi )

1/i , p ∈ N. Then, we get

β(ρ) ≥ β(μ) ≥ 0. (A.4)

Proof The arguments and techniques are based on the proofs of the characterization
[23, Thm. 3.1] and of [2, Lemma 12, (2) ⇒ (4)] and the obtained estimates might
have applications in different contexts as well.

First, recall that β(μ) ≥ 0, because M is assumed to be log-convex. If β(μ) = 0,
then (A.4) is trivial, since R is log-convex too and, hence, β(ρ) ≥ 0. On the other hand,
if β(ρ) = 0, then β(ρ) = β(μ) has to be valid and so (A.4) is clear, too. Therefore,
let, from now on, β(μ) > 0 and β(ρ) > 0.

We take 0 ≤ β < β(μ), and hence, [7, Thm. 3.11, (v) ⇔ (vii)] gives

∃ k ∈ N≥2 : lim inf
p→+∞

μkp

μp
> kβ; (A.5)

hence,μkp > kβμp holds for all p ≥ pβ,k . Then, let t ≥ μpβ,k and soμp ≤ t < μp+1
for some p ≥ pβ,k . We get by the definition of the counting function M (t) = p and



Ultradifferentiable classes of entire functions Page 31 of 38 67

also M (kβ t) ≤ M (kβμp+1) < k(p + 1) = kM (t)+ k follows. Consequently, so
far, we have shown that

∀ 0 ≤ β < β(μ) ∃ k ∈ N≥2 ∃ D ≥ 1 ∀ t ≥ 0 : M (kβ t) ≤ kM (t) + D. (A.6)

Using (A.6) and the integral representation (A.3), we estimate for all t ≥ μ1/kβ as
follows:

ωM (kβ t) =
∫ kβ t

μ1

M (u)

u
du =

∫ t

μ1/kβ

M (kβv)

v
dv

≤ k
∫ t

0

M (v)

v
dv + D

∫ t

μ1/kβ

1

v
dv = kωM (t) + D log(tkβ/μ1).

Since ωM (t) = o(log(t)) as t → +∞, we have shown now

∀ 0 ≤ β < β(μ) ∃ k ∈ N≥2 ∃ D1 ≥ 1 ∀ t ≥ 0 : ωM (kβ t) ≤ (k + 1)ωM (t) + D1.

(A.7)
Then, note that k + 1 ≤ 2k for all k ∈ N≥2 and, when (A.5) is valid for some k, then

also for all ki , because, by iteration, we get
μki p
μp

> kiβ . Thus, when 0 ≤ β ′ < β(μ)

is given, we can choose β with β ′ < β < β(μ) and k sufficiently large to ensure
(2k)β

′ ≤ kβ ⇔ 2β ′ ≤ kβ−β ′
. Therefore, when taking k1 := 2k, finally, we arrive at

∀ 0 ≤ β ′ < β(μ) ∃ k1 ∈ N≥2 ∃ B ≥ 1 ∀ t ≥ 0 : ωM (kβ ′
1 t) ≤ k1ωM (t) + B.

(A.8)
Now, we move to the study of β(ρ): Let 0 ≤ β < β(ρ), and so, [7, Thm. 3.11,

(v) ⇔ (vii)] applied to R gives

∃ k ∈ N≥2 : lim inf
p→+∞

(Mkp)
1/(kp)

(Mp)1/p
> kβ.

Then, we replace in [23, Thm. 3.1, (i) ⇒ (ii)] the value h by kβ and L by k and get

∀ 0 ≤ β < β(ρ) ∃ k ∈ N≥2 ∃ B ≥ 1 ∀ t ≥ 0 : ωM (kβ t) ≤ 2kωM (t) + B. (A.9)

Analogously, as before, this implies

∀ 0 ≤ β ′ < β(ρ) ∃ k1 ∈ N≥2 ∃ B ≥ 1 ∀ t ≥ 0 : ωM (kβ ′
1 t) ≤ k1ωM (t) + B.

(A.10)
Conversely, using (A.10) and following [23, Thm. 3.1, (ii) ⇒ (i)] and replacing there

h by kβ ′
1 and L ′ by k1, then we get (with the same choice k1 for given β ′) the estimate

∀ 0 ≤ β ′ < β(ρ) ∃ k1 ∈ N≥2 : lim inf
p→+∞

(Mk1 p)
1/(k1 p)

(Mp)1/p
> kβ ′

1 .
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Therefore, to verify 0 ≤ β < β(ρ), equivalently, one can use (A.10) and by comparing
this with (A.8) above, we have shown β(ρ) ≥ β(μ). ��

A.2: Dual sequences

Let N ∈ LC be given. We define a new sequence D, called its dual sequence, in terms
of its quotients δ = (δp)p∈N as follows, see [5, Def. 2.1.40, p. 81]:

∀ p ≥ ν1(≥ 1) : δp+1 := N (p), δp+1 := 1 ∀ p ∈ Z, −1 ≤ p < ν1,

and set Dp := ∏p
i=0 δi . Hence, D ∈ LC with 1 = D0 = D1 follows by definition.

Please note that in [5] and [7], a different notation for the counting function and
the sequence of quotients of a weight sequence has been used, and that concerning the
definition of the sequence of quotients, an index shift appears; see [5, Def. 1.1.2, Def.
2.1.27] for details.

In [5, Thm. 2.1.43, p. 82], the following result has been shown:

Theorem A.2 Let N ∈ LC be given, such that

∃ A ≥ 1 ∀ p ∈ N : νp+1 ≤ Aνp. (A.11)

Then, we get α(ν) = 1
β(δ)

and β(ν) = 1
α(δ)

.

Note

(i) As pointed out in [5, Sect. 2.1.3, p. 63–64] and [7, Remark 3.8], the aforemen-
tioned index shift in the sequences of quotients is not effecting the value of the
Matuszewska indices α(·) and β(·).

(ii) (A.11), see [5, (2.11), p. 76] and which has also appeared due to technical reasons
in [18], is connected to the growth behaviors moderate growth and derivation
closedness. More precisely, in [5, Remark 2.1.36, p. 78], it has been shown that
for log-convex sequences, we have

(mg) �⇒ (A.11) �⇒ (dc), (A.12)

and each implication cannot be reversed in general.

A.3: Main statements

First, by applying Theorem A.2, we immediately get the following statement.

Lemma A.3 Let N ∈ LC be given with (A.11). Assume that N satisfies

∃ H ≥ 1 ∃ β > 1 ∀ 1 ≤ p ≤ q : νp

pβ
≤ H

νq

qβ
, (A.13)

i.e., the sequence (νp/pβ)p is almost increasing for some β > 1.
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Then, the dual sequence D is equivalent to a sequence L, such that L∗ is normalized
and log-convex (and D∗ is equivalent to L∗, too).

Proof By assumption, we have β(ν) ≥ β > 1, and so, α(δ) < 1 follows by
Theorem A.2. Consequently, we have that

∃ H ≥ 1 ∀ 1 ≤ p ≤ q : δq

q
≤ H

δp

p
,

i.e., p �→ δp
p is almost decreasing. If we can choose H = 1, then we are done with

L ≡ D, since d := (Dp/p!)p∈N directly is log-concave and so D∗ is log-convex; see
(iv) in Sect. 2.6 and (a) in Lemma 2.3. Note that D0 = D1 = 1 by definition and so
D∗ is normalized, too.

If H > 1, then we are applying (a) in Remark 2.4 to M ≡ D to switch from D
to the equivalent sequence L defined via (2.6). Thus, p �→ λp

p is non-increasing, and
hence, l := (L p/p!)p∈N is log-concave which is equivalent to the log-convexity for
L∗. Normalization for L∗ follows, since D0 = D1 = 1 and, finally, D∗ is equivalent
to L∗ which holds by (ii) in Sect. 2.6. ��
Lemma A.4 Let N ∈ LC be given with lim p→+∞(n p)

1/p = +∞. Then, we get
limp→+∞ δp/p = lim p→+∞(dp)

1/p = 0.

Proof First, by (2.1) and Stirling’s formula, we see that lim p→+∞(n p)
1/p = +∞

implies limp→+∞ νp/p = +∞, as well.
Let C ≥ 1 be given, arbitrary but from now on fixed. Then, we can find some

pC ∈ N>0, such that νp > pC for all p ≥ pC holds true. Since  p
C " ≥ p

C − 1 ≥ pC

is valid for all p ∈ N with p ≥ CpC +C(> pC ), we have for all such (large) integers
p that

ν p/C" >  p/C"C ≥
( p

C
− 1

)
C = p − C ≥ p

2
,

where the last estimate is equivalent to having p ≥ 2C which holds true, since p ≥
CpC + C ≥ C + C = 2C . Consequently, by the definition of the counting function
N and the dual sequence, we have shown N (p/2) <  p

C " ≤ p
C , and so, δp+1 =

N (p) <
2p
C for all sufficiently large integers p. Now, since C can be taken arbitrary

large, it follows that lim p→+∞ δp/p = 0.
Finally, since D ∈ LC by (2.2) and Stirling’s formula, we see that

limp→+∞ δp/p = 0 does imply lim p→+∞(dp)
1/p = 0. ��

Consequently, when combining Lemmas A.3 and A.4, we have that the
sequence L defined via (2.6) and being equivalent to D has lim p→+∞ λp/p =
limp→+∞(l p)

1/p = 0, too.
Concerning these Lemmas, we comment:

Remark A.5 Let N satisfy the assumptions from Lemmas A.3 and A.4. Then, we get
for the technical sequence L constructed via the dual sequence D the following (see
again (a) in Remark 2.4 applied to D):
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(i) L∗ ∈ LC is valid.
(ii) Since D is log-convex and equivalence between sequences preserves (mg), by (v)

in Sect. 2.6, we have that both D∗ and L∗ have (mg).
(iii) Moreover, log-convexity for D implies this property for L and, indeed, L satisfies

all requirements of sequences belonging to the class LC except L0 ≤ L1, because
only λ1 ≤ δ1 = 1 is known (see (2.7)).

(iv) However, when technically modifying L at the beginning with the following trick,
one can achieve w.l.o.g. that even L ∈ LC:
When λ1 = 1, then nomodification is required. Therefore, let now λ1 < 1. Since L
is log-convex, the mapping p �→ λp is non-decreasing and limp→+∞ λp = +∞
because L is equivalent to D. Thus, there exists p0 ∈ N>0 (chosen minimal), such
that for all p > p0, we have λp ≥ 1. Then, replace L by L̃ defined in terms of its
quotients λ̃p, i.e., putting L̃ p = ∏p

i=0 λ̃i , where we set

λ̃p := 1, for 0 ≤ p ≤ p0, λ̃p := λp, for p > p0.

Consequently, we get: 1 = L̃0 = L̃1, and L̃ is log-convex, since p �→ λ̃p is
non-decreasing and L ≤ L̃ ≤ cL for some c ≥ 1 which yields that L̃ and L are
equivalent.

Finally, l̃ is log-concave, since p �→ λ̃p
p is non-increasing which can be seen

as follows: Clearly, λ̃p
p ≥ λ̃p+1

p+1 for all 1 ≤ p ≤ p0 − 1 and also for all p > p0,

since l is log-concave. Then, note that 1
p ≥ λp

p for all 1 ≤ p ≤ p0, and so,
λ̃p0
p0

= 1
p0

≥ λp0
p0

≥ λp0+1

p0+1 = λ̃p0+1

p0+1 .

Summarizing (see (a) in Remark 2.4), we have that L̃, L̃∗ ∈ LC, L̃ is equivalent
to D and L̃∗ is equivalent to D∗.

Remark A.6 By the characterization given in [7, Thm. 3.11] and [7, Thm. 3.10], see
also [5, Prop. 2.1.22, p. 68] and the discussion after the proof of [7, Thm. 3.11], we
have the following:

(A.13), i.e., β(ν) > 1, is equivalent to the fact that N ∈ LC has (γ1) or equivalently
(β1).

Thus, β(ν) > 1 if and only if N is strongly non-quasianalytic.
Recall that (γ1) for N implies, in particular, that lim p→+∞(n p)

1/p = +∞.

Summarizing everything, in particular, the information from Lemmas A.3 and A.4
and Remark A.5, we get the following main result.

Theorem A.7 Let N ∈ LC be given and let D ∈ LC denote the corresponding dual
sequence. We assume that:

(∗) β(ν) > 1 holds true, i.e., N is strongly non-quasianalytic, and hence,
lim p→+∞(n p)

1/p = +∞, and
(∗) N satisfies (A.11).

Then, there exists L ∈ R
N

>0 (given by (2.6) w.r.t. the sequence D) which is equivalent
to D and such that L satisfies all requirements to apply Theorem 3.4 to L. Moreover,
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the corresponding isomorphisms are valid for the class defined by D as well (see (ii)
in Remark 3.5) and we also have α(δ) = α(λ) < 1. Finally, L is log-convex, D∗ and
L∗ are equivalent and both satisfy (mg).

Proof This follows directly by involving Lemmas A.3 and A.4, Remark A.5, and the
comments listed in Sect. 2.6. ��
Corollary A.8 Let N ∈ R

N

>0 satisfy the following conditions:

(∗) n ∈ LC,
(∗) (γ1), and
(∗) (mg).

Then, Theorem A.7 can be applied to N.

Proof By (A.12), we get that (mg) implies (A.11), and the other assertions follow
immediately. ��

Similarly, the above results can be used to construct sequences L1, L2 for which
Theorem 3.10 applies.
Note:

(∗) A sequence N satisfies the assertions listed in Corollary A.8 if and only if n is
formally a so-called strongly regular sequence in the notion of [24, Sect. 1.1]. The
sequence M in [24] is precisely denoting m in the notation used in this work.

(∗) Corollary A.8 applies to N ≡ Gs for any s > 1. On the other hand, Theorem A.7
also applies to the so-called q-Gevrey sequences given by Mq := (q p2)p∈N with
q > 1. Each Mq violates (mg), but (A.11) is satisfied.

We also have the following result which shows how (3.3) can be obtained for the
dual sequence D (and for L). This is crucial when D (resp. L) shall belong to a family
F as considered in Sect. 4.

Proposition A.9 Let N ∈ LC be given, let D ∈ LC denote the corresponding dual
sequence, and let L given by (2.6) w.r.t. D. We assume that N is also having

(∗) α(ν) < +∞.

Then, β(δ) = β(λ) > 0 and both ωD and ωL satisfy (3.3).

Proof First, by [7, Thm. 3.16, Cor. 3.17], we know that α(ν) < +∞ implies (in
fact it is even equivalent to) (mg). Consequently, also (A.11) holds true, see (A.12).
Second, using these facts, Theorem A.2 implies that β(δ) > 0. Then, by [7, Thm. 3.11
(vii)⇔ (viii)] (applied to β = 0), we get γ (D) > 0 as well (for the definition and the
study of this growth index γ (·) for weight sequences, we refer to [7, Sect. 3.1]). By
combining [7, Cor. 4.6 (i)] and [7, Cor. 2.14] (applied to σ := ωD), we have that ωD

satisfies (3.3) and this condition is abbreviated by (ω1) in [7]. Finally, the equivalence
between D and L clearly preserves (3.3) for ωL by definition of the associated weight
functions and the equivalence [23, Thm. 3.1 (ii)⇔ (iii)] applied to the sequence D. ��

Let us combine now Theorem A.7 and Proposition A.9:
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Theorem A.10 Let N ∈ LC be given, let D ∈ LC denote the corresponding dual
sequence, and let L be given by (2.6) w.r.t. D. We assume that N also satisfies

(∗) 1 < β(ν) ≤ α(ν) < +∞.

Then, L is a sequence, such that lim p→+∞(l p)
1/p = 0, (ii) and (iv) in Sect.4.4 and all

requirements from (i) there except L0 ≤ L1. However, in view of (iv) in Remark A.5
also (i) from Sect.4.4 can be obtained when passing to L̃.

Note: By applying the technical Proposition 4.5, it is possible that, when given a
one-parameter family of sequences N (β), β > 0, and having the requirements from
TheoremA.10, to construct from the corresponding familyL := {L(β) : β > 0} (resp.
L̃ := {L̃(β) : β > 0}) a technical uniform bound a as required in Sect. 4 and hence to
apply Theorem 4.9 to L (resp. to L̃).

A.4: The bidual sequence

The goal of this final section is to show how the procedure from Sect. A.3 can be
reversed in a canonical way. Let us first recall: For any N ∈ LC, we have that the
corresponding dual sequence D ∈ LC, and so, in [5, Definition 2.1.41, p. 81], the
following natural definition has been given:

∀ p ≥ δ1 = 1 : εp+1 := D(p), ε0 = ε1 := 1, (A.14)

and set E p := ∏p
i=1 εi . Finally, we put E0 := 1 and so E ∈ LC with 1 = E0 = E1

follows by definition. This sequence E = (E p)p∈N is called the bidual sequence of
N , and in [5, Theorem 2.1.42, p. 81], it has been proven that N and E are equivalent.
(In fact, there even a slightly stronger equivalence on the level of the corresponding
quotient sequences has been established.)

We prove now converse versions of Lemmas A.3 and A.4.

Lemma A.11 Let D ∈ LC be given with α(δ) < 1.
Then, the (bi)-dual sequence E defined via (A.14) has (A.13) for some β > 1 (and

so E is strongly non-quasianalytic).

Proof Sinceα(δ) < 1,wehave that D satisfies (A.11); see the proof ofPropositionA.9.
Thus, β(ε) > 1 follows by Theorem A.2 and so, for some β > 1, we have

∃ H ≥ 1 ∀ 1 ≤ p ≤ q : εp

pβ
≤ H

εq

qβ
,

i.e., p �→ εp

pβ is almost increasing. ��

Lemma A.12 Let D ∈ LC be given with lim p→+∞ δp/p = 0 (resp. equivalently
limp→+∞(dp)

1/p = 0). Then, the dual sequence E satisfies limp→+∞ εp/p =
limp→+∞(ep)

1/p = +∞.
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Proof First, limp→+∞ δp/p = 0 if and only if lim p→+∞(dp)
1/p = 0 holds by (2.2).

Let C ≥ 1 be given, arbitrary but from now on fixed and w.l.o.g. we can take C ∈
N>0. Then, we find some pC ∈ N>0, such that δp ≤ pC−1 for all p ≥ pC holds true.
For all such (large) integers p, we also have pC ≥ pC , and so, δpC ≤ (pC)C−1 = p
for all p ≥ pC . By definition, since εp+1 = D(p) = |{ j ∈ N>0 : δ j ≤ p}| and
j �→ δ j is non-decreasing, we get now εp+1 ≥ pC ⇔ εp+1

p ≥ C for all p ≥ pC .
Thus, we are done, because C is arbitrary (large). ��

Finally, we get the following main result.

Theorem A.13 Let D ∈ LC be given with 1 = D0 = D1 and assume that

(∗) α(δ) < 1.

Then, one can apply Theorem 3.4 to the sequence L given by (2.6) and, in addi-
tion, the isomorphisms from Theorem 3.4 hold for the classes defined via D too
(by Remark 3.5). The corresponding dual sequence E ∈ LC (see (A.14)) is strong
non-quasianalytic.

Proof The first part holds by comment (b) in Sect. A.1 applied to D (even under more
general assumptions on the given sequence). The strong non-quasianalyticity for E
follows from Lemma A.11. ��
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