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Abstract
In this paper, we give new singular value inequalities for matrices. It is shown that if
A, B, X are n×nmatrices such that X is positive semidefinite, and if f : [0,∞) → R

is an increasing nonnegative convex function, then

s j

(
f

( |AXB∗|
‖X‖

))
≤

∥∥∥ f
(
A∗A+B∗B

2

)∥∥∥
‖X‖ s j (X)

and

s j
(
AXB∗) ≤ 1

2

∥∥∥∥ A∗A
‖A‖2 + B∗B

‖B‖2
∥∥∥∥ ‖A‖ ‖B‖ s j (X)

for j = 1, 2, ..., n. Some of our inequalities present refinements of some known
singular value inequalities.
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1 Introduction

LetMn(C) be the algebra of all n×n complex matrices. For A ∈ Mn(C), the singular
values of A, denoted by s1(A), ..., sn(A), are the eigenvalues of |A| = (A∗A)1/2

arranged in decreasing order and repeated according to multiplicity.
A norm |||·||| on Mn(C) is called unitarily invariant if |||U AV ||| = |||A||| for all

A ∈ Mn(C) and all unitary matricesU , V ∈ Mn(C). Some of the typical examples of
unitarily invariant norms are the spectral norm ‖A‖ = s1 (A) and the Ky Fan k-norm
‖A‖(k) = ∑k

j=1 s j (A) for k = 1, 2, ..., n.
One of the most famous inequalities for the singular values of matrices (see, e.g.,

[4, p. 75] or [7, p. 27]) asserts that if A, B, X ∈ Mn(C), then

s j (AXB) ≤ ‖A‖ ‖B‖ s j (X) (1.1)

for j = 1, 2, ..., n. Another important result is the celebrated matrix Young inequality
(see, e.g., [2]), which says that if A, B ∈ Mn(C) and p, q > 1 with 1

p + 1
q = 1, then

s j (AB
∗) ≤ s j

(
1

p
|A|p + 1

q
|B|q

)
(1.2)

for j = 1, 2, ..., n. Since unitarily invariant norms are increasing functions of singular
values, we have

∣∣∣∣∣∣AB∗∣∣∣∣∣∣ ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣ 1p |A|p + 1

q
|B|q

∣∣∣∣
∣∣∣∣
∣∣∣∣

for every unitarily invariant norm. The case p = q = 2 of the inequality (1.2), which
is a matrix arithmetic–geometric mean inequality, has been obtained earlier in [5].

It has been shown in [1] that if A, B, X ∈ Mn(C) are positive semidefinite, then

s j (A
1/2XB1/2) ≤ ‖X‖

2
s j (A + B)

for j = 1, 2, , ..., n.
For A, B ∈ Mn(C) and p, q > 1 with 1

p + 1
q = 1, let Cp,A,B = 1

p A
∗A + 1

q B
∗B.

It has been shown in [3] that

s j (AB
∗) ≤ s j (C

1/2
p,A,BC

1/2
q,A,B) (1.3)

for j = 1, 2, , ..., n.
It has been shown in [11] that

2s j (K ) ≤ s j

([
M K
K ∗ N

])
, j = 1, 2, ..., r (1.4)
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for any positive semidefinite matrix

[
M K
K ∗ N

]
, where M ∈ Mm(C), N ∈ Mn(C), and

r = min (m, n).
It has been shown in [9] that if X ,Y ∈ Mn(C), then

s j (X + Y ) ≤ 2s j (X ⊕ Y ) (1.5)

for j = 1, 2, ..., n.
In this paper, we give singular value inequalities for matrices. In Sect. 2, we give

new inequalities involving singular values and unitarily invariant norms of products
of matrices. In Sect. 3, we give applications of some of our results given in Sect. 2. In
fact, we introduce a refinement of the inequality (1.1) when X is positive semidefinite.
This refinement enables us to investigate the equality conditions of the inequality (1.1)
in this special case. In addition, we establish the inequality (1.4) using a new approach
of analysis. Moreover, we introduce a general version of the inequality (1.5) when the
matrices X and Y are positive semidefinite.

2 Main results

We start with the following lemmas. For the first lemma, see, e.g., [4, p. 291]. The
second lemma is a consequence of Theorem 3.2 in [6]. For the third lemma, see, e.g.,
[4, p. 72] or (III.19) in [4].

Lemma 2.1 Let A ∈ Mn(C) and let f : [0,∞) → R be a nonnegative increasing
function. Then,

s j ( f (|A|)) = f
(
s j (A)

)

for j = 1, 2, ..., n.

Lemma 2.2 Let A, X ∈ Mn(C) be such that A is positive semidefinite and X is
contraction. If f : [0,∞) → R is convex, then

s j ( f (X
∗AX)) ≤ s j (X

∗ f (A)X)

for j = 1, 2, ..., n.

Lemma 2.3 Let A, B ∈ Mn(C). Then,

k∏
j=1

s j (AB) ≤
k∏
j=1

s j (A)s j (B)

for k = 1, 2, ..., n.

The notions of weak majorization and weak-log-majorization are defined for
sequences of real numbers as follows: Let a = (

a j
)n
j=1 and b = (

b j
)n
j=1 be two
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sequences of real numbers arranged in such a way that a1 ≥ a2 ≥ · · · ≥ an and
b1 ≥ b2 ≥ · · · ≥ bn . We say that a is weakly majorized by b, written as a ≺w b, if∑k

j=1 a j ≤ ∑k
j=1 b j for k = 1, 2, ..., n. In addition, when an ≥ 0 and bn ≥ 0, we say

that a is weakly log-majorized by b, written as a ≺w log b, if
∏k

j=1 a j ≤ ∏k
j=1 b j for

k = 1, 2, ..., n. It is known that weak log-majorization implies weakmajorization (see,
e.g., [12, p. 19]). Moreover, a function f : [0,∞) → R is said to preserve weak-log-
majorization if f (a) ≺w log f (b) whenever a ≺w log b, where f (a) = (

f
(
a j

))n
j=1

and f (b) = (
f
(
b j

))n
j=1. For more details on such functions, we refer the reader

to [8]. In addition, f is called submultiplicative if f (xy) ≤ f (x) f (y) whenever
x, y ∈ [0,∞).

Theorem 2.4 Let A, B, X ∈ Mn(C), let p, q > 1 with 1
p + 1

q = 1, and let f :
[0,∞) → R be a nonnegative increasing submultiplicative convex function that
preserves weak-log majorization.

(a) If X is a positive semidefinite contraction, then

k∏
j=1

s j
(
f
(∣∣AXB∗∣∣2))

≤ ∥∥ f
(
Cp,A,B

)∥∥k ∥∥ f
(
Cq,A,B

)∥∥k k∏
j=1

s2j (X)

for k = 1, 2, ..., n.
(b) If X is a nonzero positive semidefinite matrix, then

k∏
j=1

s j

(
f

(
|AXB∗|2

‖X‖2
))

≤
∥∥ f

(
Cp,A,B

)∥∥k ∥∥ f
(
Cq,A,B

)∥∥k
‖X‖2k

k∏
j=1

s2j (X)

for k = 1, 2, ..., n. In particular, letting f (t) = t , we have

k∏
j=1

s2j
(
AXB∗) ≤ ∥∥Cp,A,B

∥∥k ∥∥Cq,A,B
∥∥k k∏

j=1

s2j (X)

for k = 1, 2, ..., n.

Proof Suppose that X is a positive semidefinite contraction and let A =AX1/2,
B =BX1/2. Then,

s j
(
f
(
Cp,A,B

)) = s j
(
f
(
X1/2Cp,A,B X

1/2
))

≤ s j
(
X1/2 f

(
Cp,A,B

)
X1/2

)
(by Lemma 2.2)

= s j
(
f 1/2

(
Cp,A,B

)
X f 1/2

(
Cp,A,B

))

≤ ∥∥ f
(
Cp,A,B

)∥∥ s j (X) (by the inequality (1.1)). (2.1)
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Similarly, we have

s j
(
f
(
Cq,A,B

)) ≤ ∥∥ f
(
Cq,A,B

)∥∥ s j (X) . (2.2)

Now,

k∏
j=1

s j (
∣∣AXB∗∣∣2)) =

k∏
j=1

s2j (AXB∗)

=
k∏
j=1

s2j (AB∗)

≤
k∏
j=1

s2j

(
C1/2

p,A,BC
1/2
q,A,B

)
(by the inequality (1.3))

≤
k∏
j=1

s2j

(
C1/2

p,A,B
)
s2j

(
C1/2
q,A,B

)
(by Lemma 2.3)

=
k∏
j=1

s j
(
Cp,A,B

)
s j

(
Cq,A,B

)
(2.3)

for k = 1, 2, ..., n, which means that

(
s j (

∣∣AXB∗∣∣2))n
j=1

≺w log
(
s j

(
Cp,A,B

)
s j

(
Cq,A,B

)
)
)n
j=1 .

Since f preserves weak-log-majorization, we have

(
f
(
s j (

∣∣AXB∗∣∣2)))n
j=1

≺w log
(
f
(
s j

(
Cp,A,B

)
s j

(
Cq,A,B

)
)
))n

j=1 (2.4)

and so,

k∏
j=1

s j
(
f
(∣∣AXB∗∣∣2))

=
k∏
j=1

f
(
s j

(∣∣AXB∗∣∣2))

≤
k∏
j=1

f
(
s j

(
Cp,A,B

)
s j

(
Cq,A,B

))
(by the inequality (2.4))

≤
k∏
j=1

f
(
s j

(
Cp,A,B

))
f
(
s j

(
Cq,A,B

))

(since f is submultiplicative)

=
k∏
j=1

s j
(
f
(
Cp,A,B

))
s j

(
f
(
Cq,A,B

))
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≤ ∥∥ f
(
Cp,A,B

)∥∥k ∥∥ f
(
Cq,A,B

)∥∥k k∏
j=1

s2j (X)

(by the inequalities (2.1) and (2.2))

for k = 1, 2, ..., n. This proves part (a). Part (b) follows by applying part (a) to the
positive semidefinite contraction matrix X

‖X‖ . ��
For A, B ∈ Mn(C), the Ky Fan dominance principle asserts that |||A||| ≤ |||B|||

for all unitarily invariant norms if and only if ‖A‖(k) ≤ ‖B‖(k) for k = 1, 2, ..., n (see,
e.g., [4, p. 93]or[7, p.72]). Sinceweak log-majorization implies weakmajorization, the
Ky Fan dominance principle, enables us to give the following application of Theorem
2.4.

Corollary 2.5 Let A, B, X ∈ Mn(C), p, q > 1 with 1
p + 1

q = 1, and let f : [0,∞) →
R be a nonnegative increasing submultiplicative convex function that preserves weak-
log-majorization.

(a) If X is a positive semidefinite contraction, then

∣∣∣
∣∣∣
∣∣∣ f (∣∣AXB∗∣∣2)∣∣∣

∣∣∣
∣∣∣ ≤ ∥∥ f

(
Cp,A,B

)∥∥ ∥∥ f
(
Cq,A,B

)∥∥ ∣∣∣
∣∣∣
∣∣∣ |X |2

∣∣∣
∣∣∣
∣∣∣

for every unitarily invariant norm.
(b) If X is a nonzero positive semidefinite, then

∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ f

(
|AXB∗|2

‖X‖2
)∣∣∣∣∣

∣∣∣∣∣
∣∣∣∣∣ ≤

∥∥ f
(
Cp,A,B

)∥∥ ∥∥ f
(
Cq,A,B

)∥∥
‖X‖2

∣∣∣∣∣∣∣∣∣ |X |2
∣∣∣∣∣∣∣∣∣

for every unitarily invariant norm. In particular, letting f (t) = t , we have

∣∣∣∣∣∣∣∣∣∣∣AXB∗∣∣2∣∣∣∣∣∣∣∣∣ ≤ ∥∥ f
(
Cp,A,B

)∥∥ ∥∥ f
(
Cq,A,B

)∥∥ ∣∣∣∣∣∣∣∣∣ |X |2
∣∣∣∣∣∣∣∣∣

for every unitarily invariant norm.

For p = q = 2, a stronger version of our result given in Theorem 2.4 can be seen
as follows.

Theorem 2.6 Let A, B, X ∈ Mn(C), and let f : [0,∞) → R be a nonnegative
increasing convex function.

(a) If X is a positive semidefinite contraction, then

s j
(
f
(∣∣AXB∗∣∣)) ≤

∥∥∥∥ f

(
A∗A + B∗B

2

)∥∥∥∥ s j (X)

for j = 1, 2, ..., n.
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(b) If X is a nonzero positive semidefinite matrix, then

s j

(
f

( |AXB∗|
‖X‖

))
≤

∥∥∥ f
(
A∗A+B∗B

2

)∥∥∥
‖X‖ s j (X)

for j = 1, 2, ..., n. In particular, letting f (t) = t , we have

s j
(
AXB∗) ≤ ‖A∗A + B∗B‖

2
s j (X)

for j = 1, 2, ..., n.

Proof Suppose that X is a positive semidefinite contraction, and let A =AX1/2,
B =BX1/2. Then,

s j ( f (
∣∣AXB∗∣∣)) = f (s j (AXB∗))

= f (s j (AB∗))
≤ f

(
s j

(
C2,A,B

))
(by the inequality (1.3))

= s j
(
f
(
X1/2C2,A,B X

1/2
))

(2.5)

≤ s j
(
X1/2 f

(
Cp,A,B

)
X1/2

)
(by Lemma 2.2)

≤ ∥∥ f
(
C2,A,B

)∥∥ s j (X) (by the inequality (1.1))

=
∥∥∥∥ f

(
A∗A + B∗B

2

)∥∥∥∥ s j (X) . (2.6)

This proves part (a). Part (b) follows by applying part (a) to the positive semidefinite
contraction matrix X

‖X‖ . ��
We need the following special case of Theorem V.2.3 in [4].

Lemma 2.7 Let A ∈ Mn(C) be positive semidefinite, and let f : [0,∞) → R be a
convex function with f (0) = 0. Then, f (αA) ≤ α f (A) for all α ∈ [0, 1].

It can be seen that if f : [0,∞) → R is a nonnegative convex function with
f (0) = 0, then f is increasing.

Theorem 2.8 Let A, B, X ∈ Mn(C) be such that A∗A + B∗B ≤ 2In, X is positive
semidefinite, and let f : [0,∞) → Rbe anonnegative convex functionwith f (0) = 0.
Then,

s j
(
f
(∣∣AXB∗∣∣)) ≤ ‖A∗A + B∗B‖

2
s j ( f (X))

for j = 1, 2, ..., n.
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Proof It follows from Theorem 2.6 that

s j
(
AXB∗) ≤ ‖A∗A + B∗B‖

2
s j (X)

The function f is nonnegative and convex with f (0) = 0, so it is increasing. Conse-
quently,

s j ( f (
∣∣AXB∗∣∣)) ≤ f

(‖A∗A + B∗B‖
2

s j (X)

)

≤ ‖A∗A + B∗B‖
2

f
(
s j (X)

)
(by Lemma 2.7)

= ‖A∗A + B∗B‖
2

s j ( f (X)) ,

as required. ��

3 Applications

In this section, we give applications of some of our results given in Sect. 2. First, we
start with an application of the particular case given in Theorem 2.6 (b). Our result can
be regarded as a refinement of the inequality (1.1) when X is positive semidefinite.

Corollary 3.1 Let A, B, X ∈ Mn(C) be such that X is positive semidefinite. Then,

s j
(
AXB∗) ≤ 1

2

∥∥∥∥ A∗A
‖A‖2 + B∗B

‖B‖2
∥∥∥∥ ‖A‖ ‖B‖ s j (X) (3.1)

for j = 1, 2, ..., n.

Proof The result follows from Theorem 2.6 (b) by replacing A and B by A
‖A‖ and B

‖B‖ ,
respectively. ��
Remark 3.2 It can be seen that for the case when X ∈ Mn(C) is positive semidefinite,
the inequality (3.1) is sharper than the inequality (1.1). Indeed, the triangle inequality
implies that

s j
(
AXB∗) ≤ 1

2

∥∥∥∥ A∗A
‖A‖2 + B∗B

‖B‖2
∥∥∥∥ ‖A‖ ‖B‖ s j (X)

≤ 1

2

(∥∥∥∥ A∗A
‖A‖2

∥∥∥∥ +
∥∥∥∥ B∗B
‖B‖2

∥∥∥∥
)

‖A‖ ‖B‖ s j (X)

= ‖A‖ ‖B‖ s j (X)

for j = 1, 2, ..., n.

The following lemma can be found in [10].



Singular value inequalities... Page 9 of 14 7

Lemma 3.3 Let A, B ∈ Mn(C) be nonzero positive semidefinite matrices. Then,

‖A + B‖ = ‖A‖ + ‖B‖ if and only if
∥∥∥A1/2B1/2

∥∥∥ = ‖A‖1/2 ‖B‖1/2 .

As an application of Corollary 3.1, we investigate the equality conditions of the
inequality (1.1) when X is positive semidefinite.

Corollary 3.4 Let A, B, X ∈ Mn(C) be nonzero matrices such that X is posi-
tive semidefinite. If s j (AXB∗) = ‖A‖ ‖B‖ s j (X) and s j (X) = 0 for some
j ∈ {1, 2, ..., n}, then ‖AB∗‖ = ‖A‖ ‖B‖ and ‖A∗A + B∗B‖ = ‖A‖2 + ‖B‖2.
Proof Suppose that s j (AXB∗) = ‖A‖ ‖B‖ s j (X) and s j (X) = 0 for some j ∈
{1, 2, ..., n}. It follows from Corollary 3.1 that

s j
(
AXB∗) ≤ 1

2

∥∥∥∥ A∗A
‖A‖2 + B∗B

‖B‖2
∥∥∥∥ ‖A‖ ‖B‖ s j (X)

≤ ‖A‖ ‖B‖ s j (X)

= s j
(
AXB∗) .

Therefore,
∥∥∥ A∗A

‖A‖2 + B∗B
‖B‖2

∥∥∥ = 2 =
∥∥∥ A∗A

‖A‖2
∥∥∥ +

∥∥∥ B∗B
‖B‖2

∥∥∥. This, together with Lemma 3.3,

implies that

‖ |A| |B| ‖ = ‖A‖ ‖B‖ ,

which is equivalent to

∥∥AB∗∥∥ = ‖A‖ ‖B‖ .

On the other hand, since ‖ |A| |B| ‖ = ‖A‖ ‖B‖, we have
∥∥∥(

A∗A
)1/2 (

B∗B
)1/2∥∥∥ = ∥∥A∗A

∥∥1/2 ∥∥B∗B
∥∥1/2 . (3.2)

Consequently, the relation (3.2) together with Lemma 3.3, implies that

∥∥A∗A + B∗B
∥∥ = ‖A‖2 + ‖B‖2 ,

as required. ��
Remark 3.5 It should bementioned here that the converse ofCorollary 3.4 is not always

true as the following example reveals: Let A =
[
0 1
0 0

]
, B =

[
0 0
0 1

]
, and X =

[
1 1
1 1

]
.

Then, X is positive semidefinite and s1 (AXB∗) = 1 < 2 = ‖A‖ ‖B‖ s1 (X), while
‖AB∗‖ = ‖A‖ ‖B‖ = 1 and ‖A∗A + B∗B‖ = ‖A‖2 + ‖B‖2 = 2.

An application of Theorem 2.4 can be seen as follows.
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Corollary 3.6 Let M ∈ Mm(C) and N ∈ Mn(C) be such that X =
[
M K
K ∗ N

]
is

positive semidefinite. Let r = min (m, n) and p, q > 1 with 1
p + 1

q = 1, and let
f : [0,∞) → R be a nonnegative submultiplicative convex function that preserves
weak-log majorization.

(a) If X is contraction and f is increasing , then

k∏
j=1

s j
(
f
(
|K |2

))
≤ max

(
f 2k

(
1

p

)
, f 2k

(
1

q

)) k∏
j=1

s2j (X)

for k = 1, 2, ..., r .
(b) If X is nonzero and f is increasing, then

k∏
j=1

s j

(
f

(
|K |2
‖X‖2

))
≤

max
(
f 2k

(
1
p

)
, f 2k

(
1
q

))
‖X‖2k

k∏
j=1

s2j (X)

for k = 1, 2, ..., r . In particular, letting f (t) = t , we have

k∏
j=1

s j (K ) ≤ max

(
1

pk
,
1

qk

) k∏
j=1

s j (X)

for k = 1, 2, ..., r .
(c) If f (0) = 0, then

k∏
j=1

s j
(
f
(
|K |2

))
≤ max

(
1

p2k
,

1

q2k

) k∏
j=1

s j
(
f 2 (X)

)

for k = 1, 2, ..., r .

Proof Let A =
[
Im 0
0 0

]
and B =

[
0 0
0 In

]
. Then, A∗A + B∗B = Im+n , and so

k∏
j=1

s j
(
f
(
|K |2

))
=

k∏
j=1

s j
(
f
(∣∣AXB∗∣∣2))

≤ ∥∥ f
(
Cp,A,B

)∥∥k ∥∥ f
(
Cq,A,B

)∥∥k k∏
j=1

s2j (X) (by Theorem 2.4)

= max

(
f 2k

(
1

p

)
, f 2k

(
1

q

)) k∏
j=1

s2j (X) .

This proves part (a).
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Part (b) follows by applying part (a) to the contraction matrix X
‖X‖ .

For part (c), the particular case of part (b) is equivalent to a ≺w log b, where

a =
(
s2j (K )

)r
j=1

and b =
(
max

(
1
p2

, 1
q2

)
s2j (X)

)r
j=1

. Since f preserves weak-log-

majorization, we have f (a) ≺w log f (b), and so

k∏
j=1

f
(
s2j (K )

)
≤

k∏
j=1

f

(
max

(
1

p2
,
1

q2

)
s2j (X)

)
. (3.3)

Since 0 < max
(

1
p2

, 1
q2

)
< 1 and f is convex with f (0) = 0, the inequality (3.3),

together with Lemma 2.7, implies that

k∏
j=1

s j
(
f
(
|K |2

))
≤ max

(
1

p2k
,

1

q2k

) k∏
j=1

f
(
s2j (X)

)
. (3.4)

Now, part (c) follows from the inequality (3.4) and the submultiplicativity of f . ��
The following result is an application of Corollary 3.1. In this result, we establish

the inequality (1.4) using a different approach of analysis other than that used in [11].

Corollary 3.7 Let M ∈ Mm(C) and N ∈ Mn(C) be such that X =
[
M K
K ∗ N

]
is

positive semidefinite. Let r = min (m, n) and f : [0,∞) → R be a nonnegative
convex function with f (0) = 0 . Then,

(a)

2s j (K ) ≤ s j (X) (3.5)

for j = 1, 2, ..., r .
(b)

2s j ( f (|K |)) ≤ s j ( f (X)) (3.6)

and

s j

(
f

( |K |
‖X‖

))
≤ f

( 1
2

)
‖X‖ s j (X) (3.7)

for j = 1, 2, ..., r ..

Proof Let A =
[
Im 0
0 0

]
and B =

[
0 0
0 In

]
. Then, A∗A + B∗B = Im+n . Applying

Corollary 2.8 to the function f (t) = t , we have

s j
(
AXB∗) ≤ ‖A∗A + B∗B‖

2
s j (X)
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= 1

2
s j (X) . (3.8)

Now, the inequality (3.5) follows from the inequality (3.8) and the fact that

s j
(
AXB∗) = s j (K ) .

For part (b), applying both sides of the inequality in part (a) to the increasing function
f , we have

s j ( f (|K |)) ≤ s j

(
f

(
X

2

))
. (3.9)

Since f is convex with f (0) = 0, the inequality (3.6) follows from the inequality
(3.9) and Lemma 2.7. Part (c) follows by an argument similar to that used in the proof
of the inequality ( 3.6). ��

In the rest of this section, we give inequalities related to the inequality ( 1.5), from
whichwe get a general version of this inequality for the casewhen X and Y are positive
semidefinite matrices.

We start with the following application of Theorem 2.4.

Corollary 3.8 Let A, B, X ,Y ∈ Mn(C), p, q > 1 with 1
p + 1

q = 1, and let f :
[0,∞) → R be a nonnegative increasing submultiplicative convex function that
preserves weak-log majorization.

(a) If X and Y are positive semidefinite contractions, then

k∏
j=1

s j
(
f
(∣∣AX + Y B∗∣∣2))

≤ 2max
(∥∥ f

(
Cp,A,In

)∥∥k ,
∥∥ f

(
Cq,B,In

)∥∥k)

×max
(∥∥ f

(
Cq,A,In

)∥∥k ,
∥∥ f

(
Cp,B,In

)∥∥k) k∏
j=1

s2j (X ⊕ Y )

for k = 1, 2, ..., n.
(b) If X and Y are nonzero positive semidefinite matrices, then

k∏
j=1

s j

(
f

(
|AX + Y B∗|2

max
(‖X‖2 , ‖Y‖2)

))

≤
2max

(∥∥ f
(
Cp,A,In

)∥∥k ,
∥∥ f

(
Cq,B,In

)∥∥k)
max

(‖X‖2k , ‖Y‖2k)

×max
(∥∥ f

(
Cq,A,In

)∥∥k ,
∥∥ f

(
Cp,B,In

)∥∥k) k∏
j=1

s2j (X ⊕ Y )
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for k = 1, 2, ..., n. In particular, letting f (t) = t , we have

k∏
j=1

s2j
(
AX + Y B∗) ≤ 2max

(∥∥Cp,A,In

∥∥k ,
∥∥Cq,B,In

∥∥k)

×max
(∥∥Cq,A,In

∥∥k ,
∥∥Cp,B,In

∥∥k) k∏
j=1

s2j (X ⊕ Y )

for k = 1, 2, ..., n.

Proof Let A =
[
A 0
0 In

]
, B =

[
In 0
0 B

]
, and X =

[
X 0
0 Y

]
. Then, X is positive

semidefinite. Now,

s j
(
f
(∣∣AX + Y B∗∣∣)) ≤ 2s j

(
f
(∣∣AX ⊕ Y B∗∣∣)) (by the inequality (1.5))

= 2s j
(
f
(∣∣AXB∗∣∣)) . (3.10)

The results now follow from the inequality (3.10) by applying Theorem 2.4 to the
matrices A,B, and X . ��

When p = q = 2 a stronger version ofCorollary 3.8 can be obtained usingTheorem
2.6. The proof is similar to that given for Corollary 3.8. We leave the details for the
interested reader.

Corollary 3.9 Let A, B, X ,Y ∈ Mn(C), and let f : [0,∞) → R be a nonnegative
increasing convex function.

(a) If X and Y are positive semidefinite contractions, then

s j
(
f
(∣∣AX + Y B∗∣∣)) ≤ 2max

(
f

(
‖A‖2 + 1

2

)
, f

(
‖B‖2 + 1

2

))
s j (X ⊕ Y )

for j = 1, 2, ..., n.
(b) If X and Y are nonzero positive semidefinite matrices, then

s j

(
f

( |AX + Y B∗|
max (‖X‖ , ‖Y‖)

))
≤

2max
(
f
( ‖A‖2+1

2

)
, f

( ‖B‖2+1
2

))
max (‖X‖ , ‖Y‖) s j (X ⊕ Y )

for j = 1, 2, ..., n. In particular, letting f (t) = t , we have

s j
(
AX + Y B∗) ≤

(
max

(
‖A‖2 , ‖B‖2

)
+ 1

)
s j (X ⊕ Y )

for j = 1, 2, ..., n.

As a consequence of the particular case of Corollary 3.9, we have the following
result.
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Corollary 3.10 Let A, B, X ,Y ∈ Mn(C) be such that X and Y are positive semidefi-
nite. Then,

s j
(
AX + Y B∗) ≤ 2max (‖A‖ , ‖B‖) s j (X ⊕ Y )

for j = 1, 2, ..., n.

Proof In the particular case of Corollary 3.9, replacing A and B by t A and t B, respec-
tively, where t > 0, we get

s j
(
AX + Y B∗) ≤

(
t2 max

(‖A‖2 , ‖B‖2) + 1

t

)
s j (X ⊕ Y ) (3.11)

for all t > 0. Now, the result follows by taking the infimum to both sides of the
inequality (3.11) over all positive real numbers t and observing that

inf
t>0

1 + t2 max
(‖A‖2 , ‖B‖2)
t

= 2max (‖A‖ , ‖B‖) .

��
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