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Abstract
In this article we continue the author’s investigation of the Möbius-invariant Willmore flow
moving parametrizations of umbilic-free tori in Rn and in the n-sphere Sn . In the main
theorems of this article we prove basic properties of the evolution operator of the “DeTurck
modification” of the Möbius-invariant Willmore flow and of its Fréchet derivative by means
of a combination of the author’s results about this topic with the theory of bounded H∞-
calculus for linear elliptic operators due to Amann, Denk, Duong, Hieber, Prüss and Simonett
with Amann’s and Lunardi’s work on semigroups and interpolation theory. Precisely, we
prove local real analyticity of the evolution operator [F �→ P∗( · , 0, F)] of the “DeTurck
modification” of theMöbius-invariantWillmore flow in a small open ball inW 4− 4

p ,p(Σ,Rn),
for any p ∈ (3,∞), about any fixed smooth parametrization F0 : Σ −→ Rn of a compact and
umbilic-free torus in Rn . We prove moreover that the entire maximal flow line P∗( · , 0, F0),
starting tomove in a smooth and umbilic-free initial immersion F0, is real analytic for positive
times, and that therefore theFréchet derivative DFP∗( · , 0, F0)of the evolution operator in F0
can be uniquely extended to a family of continuous linear operatorsGF0(t2, t1) in L p(Σ,Rn),
whose ranges are dense in L p(Σ,Rn), for every fixed pair of times t2 ≥ t1 within the interval
of maximal existence (0, Tmax(F0)).

Keywords Willmore flow · Functional analytic properties · Regularity · Conformal
invariance

Mathematics Subject Classification 53C42 · 35K46 · 35R01 · 47B12 · 58J35

1 Introduction and state of the art

In [13] the author has proved short-time existence and uniqueness of smooth flow lines of
the following non-linear, Willmore-type evolution equation:
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∂t ft = −1

2

1

|A0
ft
|4

(
�⊥

ftH ft + Q(A0
ft )(H ft )

)
≡ − 1

|A0
ft
|4 ∇L2W( ft ). (1)

Here, { ft }t∈R+ denotes a differentiable family ofW 4,2-immersions mapping some arbitrarily
fixed compact smooth torus Σ into Rn or into Sn , for n ≥ 3, without any umbilic points.
As already pointed out in the author’s article [13], the “umbilic-free condition” |A0

ft
|2 > 0

on Σ implies that χ(Σ) = 0, where χ denotes the topological Euler-characteristic, which
forces the geometric flow (1) to be only well-defined on differentiable families of sufficiently
smooth umbilic-free tori, immersed into Rn or Sn , with n ≥ 3. In flow Eq. (1), W denotes
the Willmore-functional

W( f ) :=
∫

Σ

KM
f + 1

4
| H f |2 dμ f , (2)

which can more generally be considered on C2-immersions f : Σ −→ M , mapping any
closed smooth Riemannian orientable surface Σ into an arbitrary smooth Riemannian man-
ifold M , where KM

f (x) denotes the sectional curvature of M w.r.t. the “immersed tangent
plane” Dfx (TxΣ) in T f (x)M . Themost prominent cases are: K f ≡ 0 ifM = Rn and K f ≡ 1
if M = Sn . Regarding the aims of this article, we will only have to consider the simplest
case M = Rn , with n ≥ 3. We endow the torus Σ with the pullback f ∗geuc w.r.t. f of the
Euclidean metric of Rn , i.e. with coefficients gi j := 〈∂i f , ∂ j f 〉Rn , and we let A f denote
the second fundamental form of the immersion f : Σ −→ Rn , defined on pairs of tangent
vector fields X , Y on Σ by:

A f (X , Y ) := DX (DY ( f ))− PTan( f )(DX (DY ( f ))) ≡ (DX (DY ( f )))
⊥ f , (3)

where DX (V )�x denotes the classical derivative of a vector field V : Σ −→ Rn in direction
of the tangent vector field X ∈ Γ (TΣ) at a point x ∈ Σ , and where

PTan( f ) :
⋃
x∈Σ

{x} × Rn −→
⋃
x∈Σ

{x} × T f (x)( f (Σ))

denotes the bundle morphism, which projects the entire ambient space Rn orthogonally into
its subspaces T f (x)( f (Σ)) – the tangent spaces of the immersion f in the points f (x) for
every x ∈ Σ – and where ⊥ f abbreviates the bundle morphism IdRn − PTan( f ). Furthermore,
A0

f denotes the tracefree part of A f , i.e.

A0
f (X , Y ) := A f (X , Y )− 1

2
g f (X , Y )H f

and

H f := trace(A f ) ≡ gi jf A f (∂i , ∂ j )

(“Einstein’s summation convention”) denotes the mean curvature vector of the immersion
f : Σ −→ Rn . Finally, Q(A f ) respectively Q(A0

f ) operates on vector fields φ which are
sections of the normal bundle of f , i.e. which “are normal along f ”, by assigning:

Q(A f )(φ) := gi jf gklf A f (∂i , ∂k)〈A f (∂ j , ∂l), φ〉Rn ,

which is by definition again a section of the normal bundle of f .
Furthermore, Weiner computed in [33], Sect. 2, that the first variation of the Willmore func-
tional in a smooth immersion f : Σ −→ Rn , n ≥ 3, in direction of a smooth section Ψ of
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the normal bundle of f :

δW( f , Ψ ) := ∂t (W( f + t Ψ ))�t=0= 1

2

∫

Σ

〈�⊥
f H f + Q(A0

f )(H f ), Ψ 〉Rn dμ f

=:
∫

Σ

〈∇L2W( f ), Ψ 〉Rn dμ f . (4)

For the reader’s convenience we recall the following Proposition from [13]:

Proposition 1 Any differentiable family { ft } of C4-immersions ft : Σ −→ Rn without
umbilic points, i.e. with | A0

ft
|2> 0 on Σ ∀ t ∈ [0, T ), solves the flow equation

∂t ft = −1

2
| A0

ft |−4
(�⊥

ftH ft + Q(A0
ft )(H ft )

) ≡ − | A0
ft |−4 ∇L2W( ft ) (5)

if and only if its composition Φ( ft ) with any applicable Möbius-transformation Φ of Rn

solves the same flow equation, thus, if and only if

∂t (Φ( ft )) = − | A0
Φ( ft ) |−4 ∇L2W(Φ( ft ))

holds∀ t ∈ [0, T )and for everyΦ ∈ Möb(Rn), forwhichΦ( ft ) iswell-defined onΣ×[0, T ).

Obviously, the above proposition suggests to term the geometric flow (5) the “Möbius-
invariant Willmore flow” (MIWF). Actually, the author was able to show in the Appendix
of [13], that the expression on the right hand side of Eq. (5) is the analytically simplest
modification of the classical differential operator [ f �→ ∇L2W( f )] from line (4), which
yields a “conformally invariant flow”. Looking at the right hand side of evolution Eq. (1),
one can easily see its “degeneracy” and thus imagine, that the corresponding flow produces
many singular flow lines and thus several interesting technical challenges. Now, comparing
the MIWF (1) to the classical Willmore flow, given by the equation

∂t ft = −1

2

(
�⊥

ftH ft + Q(A0
ft )(H ft )

)
≡ −∇L2W( ft )

the MIWF has the big advantage, that its flow lines can be conformally mapped—by stereo-
graphic projection—either from Rn into Sn or from Sn into Rn , depending on the concrete
objectives of the investigation. In particular the “3-sphere” is a simply-connected compact
Lie-group—diffeomorphic to SU(2)—can be interpreted as the set of quaternions of length 1,
is fibered by the Hopf-fibration π : S3 −→ S2 and contains the Clifford-torus—an embed-
ded minimal surface in S3, which is the global minimizer of the Willmore functional (2)
among all compact surfaces of genus≥ 1 immersed into S3, on account of [24], Theorem A.
This particular mathematical situation actually plays a key role in the proof of the first main
theorem of the author’s preprint [15], yielding a sufficient condition for global existence and
full convergence of smooth flow lines of the MIWF in S3; see here point (2) of the list below.
Moreover, even restricted to the rather narrow class of “Hopf-tori” in S3, the MIWF seems
to develop “singularities”—see Definition 2 below—since it reduces via the Hopf-fibration
π : S3 −→ S2 to the “degenerate” parabolic flow:

∂tγt = − 1

(κ2γt + 1)2

(
2

(
∇⊥

γ ′t
|γ ′t |

)2
(κγt )+ |κγt |2κγt + κγt

)

≡ − 1

(κ2γt + 1)2
∇L2E(γt ) (6)
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for smooth closed, regular curves γt : S1 −→ S2, where “κγt ” denotes the curvature vectors
of the curves γt , and “∇L2E” denotes the L2-gradient of twice the classical elastic energy,
i.e. of the functional

E(γ ) :=
∫

S1
1+ |κγ |2 dμγ .

See Propositions 3.2 and 3.3 in [14] for technical details of this particular “dimension reduc-
tion”. The author’s most recent research in [16] reveals, that this sort of “degeneracy” of the
MIWF does actually not improve under the additional energy condition “W(F0) < 8π” on
an initial parametrization F0 of a smooth Hopf-torus π−1(trace(γ0)) in S3. Hence, theMIWF
presents us withmany challenging questions and puts themathematical machinery ofmodern
Geometric Analysis to the test. 1 On the other hand, we can also use “Rn” as ambient space
for flow lines of the MIWF, and this allows us to apply heavy machinery from both linear
and non-linear “Functional Analysis”, in order to investigate the evolution operator of the
MIWF—as an operator between appropriately chosen Banach spaces—via its linearization,
and this is actually the main technical focus of this article and also of the author’s paper [13].
So far, the author has proved four basic results about the MIWF:

(1) Short-time existence and uniqueness of smooth flow lines {P(t, 0, F0)}t≥0 of theMöbius-
invariant Willmore flow (1), which start moving in C∞-smooth and umbilic-free initial
immersions F0 : Σ −→ Rn , see Theorem 1 in [13] for the precise statement.

(2) Global existence and full Ck(Σ)-convergence of any flow line {P(t, 0, F0)}t≥0 of the
MIWF (1) to a smooth parametrization of aClifford-torus inS3, provided {P(t, 0, F0)}t≥0
starts moving in a C∞-smooth immersion F0 : Σ −→ S3 which is sufficiently close
to a fixed smooth parametrization of a Clifford-torus in a h2+β(Σ,R4)-norm. Here,
“h2+β(Σ,R)” denotes the “little Hölder space” of differentiation order 2+ β. See The-
orem 1.1 in [15] for the precise statement.

(3) Stability of the above “full convergence property” of flow lines of the MIWF (1) w.r.t.
perturbations of their umbilic-free initial immersions F : Σ −→ S3 in anyC4,γ (Σ,R4)-
norm. See here Theorem 1.2 in [15].

(4) Global existence and full Ck−1,α(Σ)-convergence of any flow line {P(t, 0, F0)}t≥0 of
the MIWF (1) into some Ck-local minimizer of the Willmore functional, which starts
moving in a C∞-smooth immersion f0 : Σ −→ R3 that is sufficiently close to a fixed
Ck-local minimizer of the Willmore functional in a Ck,α(Σ,R3)-norm. See Theorem
1.3 in [15] for the precise statement.

In this article, wewill combine the theory of boundedH∞-calculus for linear elliptic differen-
tial operators of higher order due to Amann, Denk, Duong, Hieber, Prüss and Simonett in [2,
5, 10, 11] with Amann’s and Lunardi’s work on non-autonomously generated “semigroups”
and “interpolation theory” in [3, 21, 22], and with modern regularity criteria due to Shao and
Simonett [27–29], in order to prove below in Theorems 3, 4 and 5 basic properties of the
evolution operator {P∗(t, 0, F0)}t≥0 of the “DeTurck modification” (13) of the MIWF (1) in
Rn and of its “linearization”. Just as in the author’s first paper [13] about the MIWF, a certain
adaption of the “DeTurck trick” will also be used in this paper, in order to be able to apply
well developed theories dealing with linear respectively quasilinear parabolic differential
equations. Moreover we should also mention here, that certain variants of Proposition 2 and

1 One should remark here, that the classical Willmore flow in S3 actually turns out to have only global smooth
flow lines, which start moving in smooth parametrizations of arbitrary smooth Hopf-tori in S3, see Theorem
2.1 in [14].
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of Theorem 1 below in Sect. 2 play key rôles in the proof of the above mentioned Theorem
1.3 of the author’s preprint [15] about the MIWF; see point (4) in the list above.
Returning to the abovementionedopenquestion about “singularities” of theMIWF,we should
also note here, that the statements of the fivemain theorems of this article holdmutatis mutan-
dis also for the classical Willmore flow in Rn . Hence modulo obvious changes, Theorems 3,
4 and 5 of this article can be formulated for the classical Willmore flow inRn and can then be
combined with the main theorem of the author’s article [14] about flow lines of the classical
Willmore flow in R4, whose initial immersions parametrize smooth Hopf-tori in S3, particu-
larlywith the aim to follow the lines ofAndrews’ article [6] and to prove, that generically every
such flow line of the classical Willmore flow converges fully and smoothly to some smooth
parametrization of the Clifford-torus in S3—modulo some Möbius-transformation of S3—
without imposing any initial Willmore energy condition. Actually, motivated by Andrews’
article [6], Theorems 3, 4 and 5—particularly the final part of Theorem 5—have been dis-
covered and proved by the author exactly with the aim, to control—with “relatively high
precision”—the deviation of flow lines {P∗(t, 0, F)}t≥0 in (102) of the “DeTurck-modified”
flow Eq. (13) w.r.t. perturbations of their initial immersions F in small open balls B4,p

ρ (F0)
in W 4,p(Σ,Rn) at arbitrarily large times t >> 1, provided every flow line {P∗(t, 0, F)}t≥0
starting in F ∈ B4,p

ρ (F0)∩C∞(Σ,Rn) with ρ > 0 sufficiently small, certainly exists glob-
ally, i.e. for all t ≥ 0. It is quite a remarkable consequence of this article, that the functional
analytic statements of Theorems 4 and 5 turn out to hold along flow lines of the “rather degen-
erate” MIWF, and not only along flow lines of the classical Willmore flow in Rn , provided
we choose p > 3 in those two theorems.
This paper is organized as follows: In Sect. 2 we firstly introduce some basic notation and
prove fundamental properties of the non-linear differential operator (15) corresponding to
the “DeTurck modification” (13) of the MIWF (1) and of its linearization in the setting
of parabolic L p-spaces. Moreover, in Sect. 2 we also prove a new short-time existence
result for evolution Eq. (13) and real analyticity—both in space and in time—of maximal
flow lines to evolution Eq. (13) starting in smooth—but not necessarily real analytic—and
umbilic-free initial immersions of Σ into Rn . To this end we follow the strategies of the
papers [12, 18, 26–29], i.e. we use the technique by Escher, Prüss, Shao and Simonett of
parameter-dependent diffeomorphisms on closed manifolds, maximal regularity in both L p-
and hβ -spaces and the “Implicit Function Theorem” for real analytic, non-linear operators.
In Sect. 3 we prove the main results of this paper, whose proofs heavily rely on the local
real analyticity of the evolution operator of evolution Eq. (13)—see the first part of Theorem
4—and the above mentioned real analyticity of smooth flow lines of evolution Eq. (13).
In particular, this regularity result is a very effective tool, in order to prove the two final
statements of this paper, Theorem 5 (ii) and (iii), yielding the fact that the Fréchet derivative
of the evolution operator of evolution Eq. (13) in any smooth and umbilic-free immersion
F0 can be interpreted as a 2-parameter family “GF0(t, s)” of linear continuous operators
in L p(Σ,Rn) mapping W 4,p(Σ,Rn) into itself and having dense range in L p(Σ,Rn), for
any choice of the two parameters s ≤ t within the open interval of maximal existence
(0, Tmax(F0)) of the considered flow line P∗( · , 0, F0) starting in F0 at time s = 0, and for
any fixed p > 3.
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2 Preparation for the proofs of Theorems 4 and 5

We follow the definition ofBesov- and Sobolev-Slobodeckij-spacesWs,p(Rm+) on half spaces
Rm+ in Sections 2.9.1 and 2.9.3 in [31] and define here similarly L p- and Ws,p-functions on
smooth domains respectively on compact, closed smooth surfaces, having values in Rn .

Definition 1 Let p ∈ (1,∞) and s ≥ 2 be two real numbers, n ∈ N, and letΩ be a bounded
domain in R2 with smooth boundary and M a compact, closed smooth surface, equipped
with an atlas A := {(Ω j , ψ j )} j=1,...,N of coordinate patches Ω j ⊂ M and smooth charts

ψ j : Ω j
∼=−→ B2

1 (0).

(1) We define the space of L p-functions on the compact surface M by

L p(M,Rn) := { u : M −→ Rn | u ◦ ψ−1
j ∈ L p(B2

1 (0),R
n) for j = 1, . . . , N },

and we set

‖ u ‖L p(M,Rn):= max
j=1,...,N ‖ u ◦ ψ−1

j ‖L p(B2
1 (0),R

n) .

(2) We define the Sobolev-Slobodeckij-spaceWs,p(Ω,Rn) on the bounded domainΩ ⊂ R2

by

Ws,p(Ω,Rn) := {u ∈ L p(Ω,Rn)| ∃ g = (g1, . . . , gn) ∈ Ws,p(R2,Rn)

s.t. u(x) = g(x) for H2 − almost every x ∈ Ω }.
Here, the Sobolev-Slobodeckij-space “Ws,p(R2,R)” is defined as in Sect. 2.3.1 in [31].

(3) We define the Sobolev-Slobodeckij-space Ws,p(M,Rn) on the compact surface M by

Ws,p(M,Rn) := {u ∈ L p(M,Rn) | u ◦ ψ−1
j ∈ Ws,p(B2

1 (0),R
n) for j = 1, . . . , N }

and its norm by

‖ u ‖Ws,p(M,Rn):= max
j=1,...,N ‖ u ◦ ψ−1

j ‖Ws,p(B2
1 (0),R

n)

for any u ∈ Ws,p(M,Rn).

��
Moreover, we will need:

Definition 2 Let Σ be a smooth compact torus and n ≥ 3 an integer.

(a) We denote by Immuf (Σ,Rn) the subset ofC2(Σ,Rn) consisting of umbilic-free immer-
sions, i.e.:

Immuf (Σ,Rn) := { f ∈ C2(Σ,Rn) | f is an immersion with | A0
f |2> 0 on Σ }.

(b) A “flow line” of theMIWF (1) inRn is a smooth family { ft }t∈[0,T ) of smooth immersions
of Σ into Rn , such that the resulting smooth function f : Σ × [0, T ) −→ Rn satisfies
Eq. (1) classically on Σ × [0, T ), i.e. such that

∂t ft (x) = −1

2

1

|A0
ft
(x)|4

(
�⊥

ftH ft (x)+ Q(A0
ft )(H ft )(x)

)

holds pointwise in every (x, t) ∈ Σ × [0, T ).
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(c) We use exactly the same terminology as in part (b) for smooth solutions { ft }t∈[0,T ) of
the “relaxed MIWF-equation” in Rn , which is:

(
∂t ft (x)

)⊥ ft = −1

2

1

|A0
ft
(x)|4

(
�⊥

ftH ft (x)+ Q(A0
ft )(H ft )(x)

)

for (x, t) ∈ Σ×[0, T ). Here,⊥ ft abbreviates the projection of the velocity vector ∂t ft (x)
into the normal space of the immersion ft within Rn , for every fixed x ∈ Σ , as in (3).

(d) Let F0 : Σ −→ Rn be a smooth and umbilic-free immersion and {Ft }t∈[0,T ) a flow line
of the MIWF starting in F0. We call [0, T ) the “interval of maximal existence” of the
MIWF starting in F0, if either T = ∞, or if there holds T < ∞ and there is not: an ε > 0
and a smooth solution {F̃t }t∈[0,T+ε) of the MIWF with F̃t = Ft on Σ for t ∈ [0, T ). In
both cases the element T ∈ R+ ∪ {∞} is uniquely determined by the initial immersion
F0, and we call it the “maximal time of existence” of theMIWF starting in F0, in symbols
“Tmax(F0)”, respectively we call {Ft }t∈[0,Tmax(F0)) the “maximal solution” of evolution
Eq. (1) starting in F0.

(e) If Tmax(F0) is finite, then we also call Tmax(F0) “the singular time” of the flow line {Ft }
of the MIWF starting in F0. In this case we also say, that the respective flow line of the
MIWF “forms a singularity” as t ↗ Tmax(F0).

��
We should note here, that Definition 2, (b)–(e), makes sense on account of “short-time
existence and uniqueness” of flow lines of theMIWF, guaranteed by Theorem 1 in [13]. Now,
for any fixed immersion G : Σ −→ Rn of class C2 and a smooth chart ψ of an arbitrary
coordinate patchΣ ′ of a fixed smooth compact torusΣ , wewill denote throughout this article
the resulting partial derivatives on Σ ′ by ∂i , i = 1, 2, the coefficients gi j := 〈∂i G, ∂ j G〉Rn

of the first fundamental form of G w.r.t. ψ and the associated Christoffel-symbols (ΓG)mkl :=
gmj
G 〈∂klG, ∂ j G〉Rn of (Σ ′,G∗(geu)). Moreover, we define the first (covariant) derivatives by
∇G
i (v) := ∇G

∂i
(v) := ∂i (v), i = 1, 2, and the second covariant derivatives by

∇G
kl (v) ≡ ∇G

k ∇G
l (v) := ∂klv − (ΓG)mkl ∂mv (7)

of any function v ∈ C2(Σ,R). Moreover, for any vector field V ∈ C2(Σ,Rn)we define the
projections of its first derivatives onto the normal bundle of the immersed torus G(Σ) by

∇⊥G
i (V ) ≡ (∇G

i (V ))⊥G := ∇G
i (V )− PTan(G)(∇G

i (V ))

and the “normal second covariant derivatives” of V w.r.t. the immersion G by

∇⊥G
k ∇⊥G

l (V ) := ∇⊥G
k (∇⊥G

l (V ))− (ΓG)mkl ∇⊥G
m (V ).

Using these terms, we define the Beltrami-Laplacian w.r.t. G by �G(V ) := gklG∇G
kl (V ), its

projection (�GV )⊥G := (
gklG∇G

k ∇G
l (V )

)⊥G onto the normal bundle of the surface G(Σ)

and the “normal Beltrami-Laplacian” by �⊥G
G (V ) := gklG∇⊥G

k ∇⊥G
l (V ). We shall note here

that Eqs. (3) and (7) together imply:

(AG)i j = AG(∂i , ∂ j ) = ∂i j G − (ΓG)mi j ∂mG = ∇G
i ∇G

j (G), (8)

which shows that the second fundamental form AG is a covariant tensor field of degree 2 and
that there holds:

HG = gi jG (AG)i j = gi jG ∇G
i ∇G

j (G) = �G(G) (9)
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for the mean curvature of the immersion G. Now we recall from [13], that the main problem
about Eq. (5) is its non-parabolicity. We have

�⊥
f H f + Q(A0

f )(H f ) = (� fH f )
⊥ f + 2 Q(A f )(H f )− 1

2
| H f |2 H f (10)

and by (9):

(� fH f )
⊥ f = gi jf gklf ∇ f

i ∇ f
j ∇ f

k ∇ f
l ( f )

−gi jf gklf 〈∇ f
i ∇ f

j ∇ f
k ∇ f

l ( f ), ∂m f 〉 gmr
f ∂r ( f ) (11)

for any W 4,2-immersion f : Σ −→ Rn , which shows that the leading term of the right-
hand side of (5), i.e. of [{ ft } �→| A0

ft
|−4 ∇L2W( ft )], is not uniformly elliptic (of fourth

order), even if | A0
ft
|2 should stay positive on the torus Σ for all times t ∈ [0, T ]. In

order to overcome this unpleasant obstruction we have applied in [13] the “DeTurck trick”
in the following way: We fix some C∞-smooth immersion F0 of Σ into Rn arbitrarily and
compute:

∇ f
k ∇ f

l ( f ) = (
∂kl f − (ΓF0)

m
kl∂m( f )

)+ Cm
kl ( f , F0) ∂m( f )

= ∇F0
k ∇F0

l ( f )+ Cm
kl ( f , F0) ∂m( f )

for

Cm
kl ( f , F0) :=

(
(ΓF0)

m
kl − (Γ f )

m
kl

)
on Σ ′.

It is important to note here, that the difference (ΓF0)
m
kl − (Γ f )

m
kl is a tensor field of 3rd degree

and that therefore the difference

gi jf gklf

(
∇ f
i ∇ f

j ∇ f
k ∇ f

l ( f )− ∇ f
i ∇ f

j

(
Cm
kl ( f , F0) ∂m( f )

))

= gi jf gklf ∇ f
i ∇ f

j ∇F0
k ∇F0

l ( f ) (12)

is a “scalar”, i.e. does not depend on the choice of the local chartψ , and thus yields a globally
well-defined differential operator of fourth order, forW 4,2-immersions f : Σ −→ Rn again.
Moreover, one can easily verify by (7) and by the derivation formulae in (31) below, that
f �→ gi jf gklf ∇ f

i ∇ f
j ∇F0

k ∇F0
l ( f ) is a non-linear operator of fourth order whose leading term

is gi jf gklf ∇F0
i ∇F0

j ∇F0
k ∇F0

l ( f ), which is locally elliptic in the sense of Section 1 in [23].

Since the highest order term of the above expression ∇ f
i ∇ f

j (C
m
kl ( f , F0) ∂m( f )) is given by

∇ f
i ∇ f

j

(
(ΓF0)

m
kl − (Γ f

)m
kl) ∂m( f ) and since the latter term is a section of the tangent bundle

of the immersion f , we are thus naturally led to firstly consider flow lines of the evolution
equation

∂t ( ft ) = −1

2
| A0

ft |−4
(
2 δW( ft )+ TF0( ft )

) =: MF0( ft ), (13)

for some arbitrarily fixed C∞−smooth immersion F0 : Σ −→ Rn , where the symbol
[ f �→ TF0( f )] denotes a globally well-defined differential operator of fourth order, which
via locally defined coordinates is concretely given by the formula

TF0( f ) := gi jf gklf gmr
f 〈∇ f

i ∇ f
j ∇ f

k ∇ f
l ( f ), ∂m f 〉 ∂r f

−gi jf g
kl
f ∇ f

i ∇ f
j

(
(ΓF0)

m
kl − (Γ f )

m
kl

)
∂m( f ), (14)
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for any W 4,2-immersion f : Σ −→ Rn . On account of formula (12) the right-hand side
“MF0( ft )” of Eq. (13) can thus be expressed by:

MF0( ft )(x) = −1

2
| A0

ft |−4 gi jft g
kl
ft ∇

ft
i ∇ ft

j ∇F0
k ∇F0

l ( ft )(x)

+B(x, Dx ft , D
2
x ft , D

3
x ft ), (15)

for (x, t) ∈ Σ ′×[0, T ], and this differential operator is locally elliptic in the sense of Section 1
in [23], as well. Here, the symbols Dx ft , D2

x ft , D
3
x ft abbreviate the matrix-valued functions

(∂1 ft , ∂2 ft ), (∇F0
i j ft )i, j∈{1,2} and (∇F0

i jk ft )i, j,k∈{1,2}, and the n components of the lower order

term B( · , Dx ft , D2
x ft , D

3
x ft ) are “scalars”, i.e. well-defined functions onΣ ′×[0, T ]whose

values do not depend on the choice of the chartψ ofΣ ′. Hence, there has to exist some well-
defined function B : Σ×R2n×R4n×R8n → Rn whose n components are rational functions
in their 14n real variables, such that Eq. (15) holds “globally” for any pair (x, t) ∈ Σ×[0, T ],
and we arrive at the non-linear equation

∂t ( ft ) = −1

2
| A0

ft |−4 gi jft g
kl
ft ∇

ft
i ∇ ft

j ∇F0
k ∇F0

l ( ft )+ B( · , Dx ft , D
2
x ft , D

3
x ft ) (16)

of fourth orderwith quasilinear leading term, called the “DeTurckmodification of theMIWF”,
whose linearization in any fixed family of W 4,p-immersions ft : Σ −→ Rn belonging to
the parabolic L p-space

XT ,p := W 1,p([0, T ]; L p(Σ,Rn)) ∩ L p([0, T ];W 4,p(Σ,Rn)), (17)

being well-defined for any p ∈ (1,∞), will turn out to yield a uniformly parabolic operator
from XT ,p to L p([0, T ]; L p(Σ,Rn))—see Theorem 1 below—provided we choose here
p > 3 and provided the immersions ft satisfy | A0

ft
|2> 0 on Σ , for every t ∈ [0, T ].

The mathematical significance of the choice “p > 3” lies in embeddings (29), (37) and (66)
below, which might fail to be continuous for p ∈ (1, 3]; see here also the footnote addressing
embedding (66). It should be emphasized here, that embeddings (29), (30), (37) and (66)
play key roles in the proofs of Theorems 1–5 below.
Nowwe fix some additional smooth immersionU0 ∈ Immuf (Σ,Rn)∩C∞(Σ,Rn), consider
the maximal flow line {P(t, 0,U0)}t∈[0,Tmax(U0)) of the MIWF-Eq. (1) and choose some
0 < T < Tmax(U0), where Tmax(U0) has been defined in Definition 2. We recall from the
proof of Theorem 1 in [13], that there is a unique smooth family of smooth diffeomorphisms
φt ≡ φ

U0,F0
t : Σ −→ Σ with φ0 = idΣ , t ∈ [0, T ], such that the reparametrization

{P(t, 0,U0)◦φU0,F0
t }t∈[0,T ] satisfies Eq. (13) respectively (16). Nowwe fix some p ∈ (3,∞)

and some open neighborhoodWU0,T ,p of the above flow line {P(t, 0,U0) ◦φU0,F0
t }t∈[0,T ] in

the space XT ,p from line (17), and we shall follow Spener’s strategy in [30], to use the fact
that there holds for the Banach space of traces of elements in XT ,p at the initial time t = 0:

γ0(XT ,p) ≡ trace(XT ,p) = (L p(Σ,Rn),W 4,p(Σ,Rn))1− 1
p ,p

= B
4− 4

p
p,p (Σ,Rn) = W 4− 4

p ,p(Σ,Rn), (18)

by Corollary 1.14 in [22] respectively Theorem 4.10.2 in Chapter III of [2], combined with
Theorem 4.3.3 in [31] and Theorem 1.2.4 in [32] respectively formula (3.5) in [3], which
motivates us to consider the non-linear operator

Ψ F0,T : WU0,T ,p ⊂ XT ,p −→ W 4− 4
p ,p(Σ,Rn)× L p([0, T ]; L p(Σ,Rn)) =: YT ,p
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defined by:

Ψ F0,T ({ ft }t∈[0,T ]) := (γ0({ ft }), {∂t ( ft )−MF0( ft )}t∈[0,T ]), (19)

compare here to Section 1.5 in Chapter III of [2]. We shall at first investigate the properties
of exactly this operator in the following theorem, Theorem 1, and then in Theorem 2 we
shall precisely address unique short-time existence of solutions to evolution Eq. (16) in the
space XT ,p . The most important techniques in these two theorems are the explicit use of the
quasi-linearity of the operator [ f �→ MF0( f )] in lines (13) and (15) in combination with
Theorem 2.1 in [18], and the “linearization” of the quasi-linear operator (19) in appropriate
points of its open domain WU0,T ,p ⊂ XT ,p , yielding linear parabolic differential operators
and thus the applicability of classical “Linear Functional Analysis”—in accordance with the
classical approach to the Ricci-flow; see e.g. Chapter 5 in [7].

Theorem 1 Let Σ be a smooth compact torus, F0 ∈ C∞
Imm(Σ,Rn) a smooth immersion,

U0 ∈ Immuf (Σ,Rn) ∩ C∞(Σ,Rn) a smooth and umbilic-free initial immersion of Σ into
Rn, and let T ∈ (0, Tmax(U0)) and p ∈ (3,∞) be arbitrarily chosen, where Tmax(U0) has
been defined in Definition 2. Then there is a sufficiently small open neighbourhood WU0,T ,p

in the Banach space XT ,p about the smooth solution {P(t, 0,U0) ◦ φ
U0,F0
t }t∈[0,T ] of the

modified MIWF-Eq. (16), such that the following statements hold:

(1) For any family of immersions { ft } ∈ WU0,T ,p there holds the identity

MF0({ ft }) = K F0({ ft }).({ ft }) in L p([0, T ]; L p(Σ,Rn)), (20)

where K F0 is the non-linear operator from line (25), here applied to ft ∈ Immuf (Σ,Rn)

for each t ∈ [0, T ].
(2) The map Ψ F0,T : WU0,T ,p −→ YT ,p, defined in line (19), is of class Cω on the open

subset WU0,T ,p of the Banach space XT ,p from line (17).
(3) In any fixed element { ft } ∈ WU0,T ,p the Fréchet derivative of the second component of

Ψ F0,T is a linear, uniformly parabolic operator of order 4, whose leading operator acts
on each component of f = { ft } separately:

(D(Ψ F0,T )2( f )).(η) ≡ ∂t (η)− D(MF0)( f ).(η)

= ∂t (η)+ 1

2
| A0

ft |−4 gi jft g
kl
ft ∇F0

i jkl(η)+
+Bi jk

3 · ∇F0
i jk(η)+ Bi j

2 · ∇F0
i j (η)+ Bi

1 · ∇F0
i (η) (21)

on Σ × [0, T ], for any element η = {ηt } of the tangent space T f WU0,T ,p = XT ,p.

Here, the coefficients | A0
ft

|−4 gi jft g
kl
ft

of the leading order term are of class

C0,α([0, T ];C0,α(Σ,R)), Bi j
2 and Bi

1 are the coefficients of Matn,n(R)-valued, con-
travariant tensor fields of degrees 2 and 1, which depend on x, Dx ft , D2

x ft , D
3
x ft and

on D4
x ft and are of class

L p([0, T ]; L p(Σ,Matn,n(R))). They depend on the spatial derivatives of third order

{∇F0
i jk ft } and of fourth order {∇F0

i jkl ft } of { ft } affine linearly. Finally Bi jk
3 are the coeffi-

cients of aMatn,n(R)-valued, contravariant tensor field of degree 3, which depends on x,
Dx ft and D2

x ft only and is of class C
0,α([0, T ];C0,α(Σ,Matn,n(R))), for α(p) ∈ (0, 1)

as in (66) below.
(4) The Fréchet derivative of Ψ F0,T yields a topological isomorphism

DΨ F0,T ( f ) : T f WU0,T ,p = XT ,p
∼=−→ YT ,p
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in any fixed family of immersions f ≡ { ft } ∈ C4(Σ × [0, T ],Rn) ∩WU0,T ,p.

��
Theorem 2 Let Σ be a smooth compact torus, p ∈ (3,∞), and let F0 ∈ C∞

Imm(Σ,Rn) and

U0 ∈ Immuf (Σ,Rn) ∩W 4− 4
p ,p(Σ,Rn) be fixed immersions.

(1) There are sufficiently small numbers T = T (U0) > 0 and ε = ε(U0) > 0, such that for

every initial immersion u0 ∈ W 4− 4
p ,p(Σ,Rn) satisfying

‖ U0 − u0 ‖
W

4− 4
p ,p

(Σ,Rn)
< ε (22)

there is a unique solution {u(t, u0)}t∈[0,T ] of the non-linear Cauchy problem
∂t ft = MF0( ft ) on Σ × [0, T ] with f0 = u0 on Σ, (23)

from lines (13) and (16), i.e. of the problem Ψ F0,T ({ ft }) = (u0, 0), within the Banach
space XT ,p.

(2) Let T = T (U0) > 0 and ε = ε(U0) > 0 be as in the first part of the theorem.

Then for every initial immersion u0 ∈ W 4− 4
p ,p(Σ,Rn) satisfying condition (22) the

unique short-time solution {u(t, u0)}t∈[0,T ] of Cauchy problem (23) possesses a unique
extension {P∗(t, 0, u0)}t∈[0,t+(u0)) to a maximal, half-sided open interval of existence
[0, t+(u0)), whichmeans that t+(u0) > T , that for every T ∗ ∈ [T , t+(u0)) the restriction
{P∗(t, 0, u0)}t∈[0,T ∗] of {P∗( · , 0, u0)} to Σ × [0, T ∗] is the unique solution of Cauchy
problem (23) in XT ∗,p, and that t+(u0) is maximal in R+ ∪∞ with this property.

��
Moreover, for only smooth and umbilic-free initial immersions U0 we will prove, that the
maximal smooth solution of Cauchy problem (23) becomes even real analytic for positive
times, i.e. immediately after its initial time. This is the decisive regularity result of this paper.
In its proof we will combine slight modifications of several results of Theorem 1 respectively
techniques of its proof with the modern method in [12], similarly to the procedure in Sections
3–6 of [28] or Sections 3–4 in [27]. Earlier respectively simpler methods, as e.g. in [8] or in
[19], apply in different mathematical situations and cannot yield the statement of Theorem
3 (ii) below.

Theorem 3 Suppose thatΣ is a smooth compact torus, that F0 is a fixed C∞-smooth immer-
sion of Σ into Rn, that U0 ∈ Immuf (Σ,Rn) ∩C∞(Σ,Rn) is an arbitrary smooth and
umbilic-free initial immersion, and that p ∈ (3,∞).

(1) The maximal solution {P∗(t, 0,U0)}t∈[0,t+(U0)) of the quasilinear parabolic Cauchy
problem (23) - here with u0 = U0 - from the second part of Theorem 2 is of class
C∞(Σ × [0, t+(U0)),Rn), and it is therefore a maximal flow line of evolution Eq. (13)
in the sense of Definition 2, (d), with Tmax(U0) = t+(U0).

(2) Suppose that the smooth torus Σ is additionally endowed with a complex structure, and
that only the immersion F0 is additionally of class Cω(Σ,Rn). Then the maximal flow
line {P∗(t, 0,U0)}t∈[0,Tmax(U0)) of evolution Eq. (13) from the first part of this theorem is
additionally of class Cω(Σ × (0, Tmax(U0)),Rn).

��
We firstly prepare the proofs of Theorems 1–3 by means of the following elementary lemma.
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Lemma 1 (1) For every p ∈ (1,∞), the differential operator [ f �→ MF0( f )] from line (13)
is a well-defined map from Immuf (Σ,Rn) ∩ W 4,p(Σ,Rn) to L p(Σ,Rn), and it has a
quasilinear structure, which means here precisely that there holds:

MF0( f ) = K F0( f ).( f ), for every f ∈ Immuf (˝,Rn) ∩W4,p(˝,Rn), (24)

where K F0 is a non-linear operator

K F0 : Immuf (Σ,Rn) −→ L(W 4,p(Σ,Rn), L p(Σ,Rn)), (25)

whose restriction to Immuf (Σ,Rn)∩W 4− 4
p ,p(Σ,Rn), endowedwith the W 4− 4

p ,p-norm,
is locally Lipschitz continuous, if here additionally p > 3.

(2) For every fixed h ∈ Immuf (Σ,Rn) and every p ∈ (1,∞), the value −K F0(h) :
W 4,p(Σ,Rn) −→ L p(Σ,Rn) of operator (25) is of maximal L p-regularity on [0, T ]
w.r.t. the pair (W 4,p(Σ,Rn), L p(Σ,Rn)), i.e. −K F0(h) is of classMRp([0, T ];W 4,p

(Σ,Rn), L p(Σ,Rn)) in the notation of [4] or [18].

Proof (1) First of all we would like to refine the rough, non-linear formulation (15) of the
differential operator MF0 appearing in line (13). To this end, we recall from lines (10)–
(14) that

MF0( f ) = −1

2

1

|A0
f |4

(
gi jf gklf ∇ f

i ∇ f
j ∇ f

k ∇ f
l ( f )

−gi jf g
kl
f ∇ f

i ∇ f
j

(
(ΓF0)

m
kl − (Γ f )

m
kl

)
∂m( f )

+2 Q(A f )(H f )− 1

2
| H f |2 H f

)

= −1

2

1

|A0
f |4

(
gi jf gklf ∇ f

i ∇ f
j ∇F0

k ∇F0
l ( f )

+gi jf g
kl
f

(
(ΓF0)

m
kl − (Γ f )

m
kl

)∇ f
i ∇ f

j (∂m( f ))

+ gi jf g
kl
f ∇ f

i

(
(ΓF0)

m
kl − (Γ f )

m
kl

)∇ f
j (∂m( f ))

+2 Q(A f )(H f )− 1

2
| H f |2 H f

)
, (26)

for any fixed umbilic-free immersion f ∈ W 4,p(Σ,Rn) with p ∈ (1,∞). Using now
formulae (7)–(9) and the first two lines of the general derivation formulae (31) below
for covariant tensor fields, one can deduce—similarly to the technical reasoning in the
proof of the second part of Theorem 1—the following more systematic formulation of
the right hand side in (26):

MF0( f )(x) = −1

2

1

|A0
f |4(x)

gi jf gklf ∇ f
i ∇ f

j ∇F0
k ∇F0

l ( f )(x)

+N F0(x, Dx f (x), D
2
x f (x)) · D3

x f (x)

+CF0(x, Dx f (x), D
2
x f (x)) · D2

x f (x)

+DF0(x, Dx f (x), D
2
x f (x)) · Dx f (x) (27)

for x ∈ Σ and for every fixed umbilic-free immersion f ∈ W 4,p(Σ,Rn), where the
functionsN F0 : Σ×R2n×R4n −→ Matn,8n(R), CF0 : Σ×R2n×R4n −→ Matn,4n(R)

and DF0 : Σ × R2n × R4n −→ Matn,2n(R) have the same algebraic structures as the
function MF0 in formula (39) below. In particular, the right-hand side of formula (27)
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depends only affine linearly on the covariant derivatives of f of fourth and third order.
Hence, formula (27) shows especially, that the non-linear differential operatorMF0 maps
the intersection Immuf (Σ,Rn) ∩W 4,p(Σ,Rn) into L p(Σ,Rn).
Now we are able to guess the desired non-linear map K F0 appearing in assertions (24)
and (25) to be:

(K F0(h).η)(x) := −1

2

1

|A0
h |4

gi jh gklh ∇h
i ∇h

j∇F0
k ∇F0

l (η)(x)

+N F0(x, Dxh(x), D
2
xh(x)) · D3

xη(x)

+CF0(x, Dxh(x), D
2
xh(x)) · D2

xη(x)

+DF0(x, Dxh(x), D
2
x h(x)) · Dxη(x), (28)

for x ∈ Σ , and for any fixed umbilic-free immersion h and η ∈ W 4,p(Σ,Rn), and
formula (27) shows us indeed, that the choice of the non-linear map K F0 in (28)
yields assertion (24) for every umbilic-free immersion f ∈ W 4,p(Σ,Rn). Now, by
formula (28) the linear operator K F0(h) has continuous coefficients and thus belongs to
L(W 4,p(Σ,Rn), L p(Σ,Rn)), for every h ∈ Immuf (Σ,Rn) and for every p > 1. If we
assume additionally that p > 3, then we can use the fractional Sobolev embedding

W 4− 4
p ,p(Σ,Rn) ↪→ C2,α(Σ,Rn), (29)

for 0 < α < 1 with α ≤ 2 − 6
p , and the classical mean value theorem, in order to infer

again from formula (28), that the map K F0 in (25) is locally Lipschitz continuous on

Immuf (Σ,Rn) ∩W 4− 4
p ,p(Σ,Rn).

(2) From the first part of the lemmawe know, that for any fixed h ∈ Immuf (Σ,Rn)we obtain
a bounded, linear differential operator −K F0(h) : W 4,p(Σ,Rn) −→ L p(Σ,Rn) with
continuous coefficients. Moreover, again formula (28) shows, that the operator−K F0(h)
is uniformly elliptic in the sense of Proposition 2 below. Hence, Proposition 2 guarantees
us, that ∂t−K F0(h)maps the Banach space X0

T—defined below in (71)—isomorphically
onto L p([0, T ], L p(Σ,Rn)), for any fixed p ∈ (1,∞), thus that −K F0(h) is of class
MRp([0, T ];W 4,p(Σ,Rn), L p(Σ,Rn)) for every p ∈ (1,∞), using the notation of
[4] or [18].

��
Proof of Theorem 1 (1) On account of the embedding

XT ,p ↪→ C0([0, T ],W 4− 4
p ,p(Σ,Rn)) (30)

withT -independent embedding constant—seehereProposition 1.4.2 andTheorem4.10.2
of Chapter III in [2], Corollary 1.14 in [22] and formula (18) above—and on account
of embedding (29), we can derive identity (20) immediately from identity (24), for any
family of immersions { ft } ∈ WU0,T ,p , provided the neighbourhood WU0,T ,p about the

flow line {P(t, 0,U0) ◦ φ
U0,F0
t } in XT ,p has been chosen sufficiently small.

(2) The first component of the operator Ψ F0,T from line (19) is linear and continuous on
account of Theorem 4.10.2 in Chapter III of [2], thus it is of class Cω. In order to prove
that also the second component of the operatorΨ F0,T is of classCω, we shall firstly prove
its C1-regularity, following the strategy of the proof of Theorem 2 in [13], because this
preparation considerably simplifies the proof of its real analyticity and also the explicit
computation of the Fréchet derivative of the operator Ψ F0,T in any fixed element { ft } of
a sufficiently small neighbourhoodWU0,T ,p about the flow line {P(t, 0,U0) ◦φU0,F0

t } in

123



67 Page 14 of 48 Partial Differential Equations and Applications (2022) 3 :67

XT ,p .
α) At first we aim at a slight improvement of formula (27) above. To this end, we fix an

arbitrary smooth chart ψ : O ∼=−→ Σ ′ of an arbitrary coordinate patch Σ ′ of Σ , which
yields partial derivatives ∂m ,m = 1, 2, onΣ ′. For any C2-immersion G : Σ −→ Rn the
choice of ψ yields the coefficients gi j := 〈∂i G, ∂ j G〉Rn of the first fundamental form
of G w.r.t. ψ and the associated Christoffel-symbols (ΓG)mkl := gmj 〈∂klG, ∂ j G〉Rn of
(Σ ′,G∗(geu)). On account of (7) and by the general derivation formulae

∇G
i (ωk) = ∂i (ωk)− (ΓG)mik ωm

∇G
i (λ jk) = ∂i (λ jk)− (ΓG)mi j λmk − (ΓG)mik λ jm

∇G
i (ζ jkl) = ∂i (ζ jkl)− (ΓG)mi j ζmkl − (ΓG)mik ζ jml − (ΓG)mil ζ jkm (31)

on Σ ′ for the coefficients ωk , λ jk and ζ jkl (w.r.t. to the chart ψ) of covariant
C1-tensor fields ω, λ and ζ of degrees 1, 2 and 3, one can verify that for any
W 4,p-immersion f : Σ −→ Rn , for any fixed C∞-immersion G : Σ −→
Rn and for fixed i, j, k, l ∈ {1, 2} there is a unique rational function PG

(i jkl) ∈
C∞(Σ ′)[v1, . . . , v2n, w1, . . . , w4n, y1, . . . , y8n] (with n real components) in 14n real
variables, whose coefficients are rational expressions involving the partial derivatives
∂i (G1), . . . , ∂i (Gn), ∂i j (G1), . . . , ∂i j (Gn), ∂i jk(G1), . . ., ∂i jk(Gn) of the components
of G up to third order, such that

∇ f
i ∇ f

j ∇G
k ∇G

l ( f ) = ∇G
i ∇G

j ∇G
k ∇G

l ( f )

+PG
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n),∇G

111( f
1), . . . ,∇G

222( f
n))

(32)

holds on Σ ′. We note here that the terms

PG
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n),∇G

111( f
1), . . . ,∇G

222( f
n))

must be the coefficients of a covariant tensor field of fourth degree on Σ ′, and moreover
we note, that this expression is linear w.r.t. the derivatives ∇G

rsm( f 1), . . . ,∇G
rsm( f n) of

third order of the components of f , i.e. we have

PG
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n),∇G

111( f
1), . . . ,∇G

222( f
n))

= MG
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n)) ·

·
(
∇G
111( f

1),∇G
112( f

1), . . . ,∇G
221( f

n),∇G
222( f

n)
)T

+P̃G
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n)) (33)

where the expression

MG
(i jkl)(∇G

1 ( f 1), . . . ,∇G
2 ( f n),∇G

11( f
1), . . . ,∇G

22( f
n))

is a Matn,8n(R)-valued function, whose entries are rational expressions involving the
partial derivatives ∂i (G1), . . . , ∂i (Gn), ∂i j (G1), . . . , ∂i j (Gn), ∂i jk(G1),. . ., ∂i jk(Gn) of
G up to third order and the derivatives ∇G

1 ( f 1),. . ., ∇G
2 ( f n), ∇G

11( f
1), . . . ,∇G

22( f
n) of

f up to only second order. Compare here also with the statement of Lemma 3.4 in [30].
Moreover, since there holds

| A0
f |2= gikf g jl

f 〈(A0
f )i j , (A

0
f )kl〉Rn (34)

123



Partial Differential Equations and Applications (2022) 3 :67 Page 15 of 48 67

and (A f )i j ≡ A f (∂i , ∂ j ) = ∂i j f − (Γ f )
m
i j ∂m f for every umbilic-free W 4,p-immersion

f by formulae (7) and (8), one can easily verify by means of formula (56) below, that
there is a unique rational function QG ∈ C∞(Σ ′)[v1, . . . , v2n, w1, . . . , w4n] in 6n real
variables, whose coefficients are rational expressions involving the partial derivatives
∂i (G1), . . ., ∂i (Gn), ∂i j (G1), . . . , ∂i j (Gn) of the components of G up to second order,
such that

| A0
f |4= QG(∇G

1 ( f 1),∇G
1 ( f 2), . . . ,∇G

2 ( f n),∇G
11( f

1),∇G
11( f

2), . . . ,∇G
22( f

n)) (35)

holds onΣ ′, which is a “scalar”, i.e. which does not depend on the choice of the chartψ of
Σ ′. Combining (32) and (35) and recalling that every immersion P(t, 0,U0) ◦ φU0,F0

t of
the considered flow line of Eq. (16) does not have any umbilic points onΣ , we obtain the
existence of a unique function RF0 ∈ C∞(Σ ′)[v1, . . . , v2n, w1, . . . , w4n, y1, . . . , y8n],
whose components are rational functions in their 14n real variables, whose coefficients
are rational functions of the partial derivatives of the components of F0 up to third order
and which is linear w.r.t. the last 8n variables y1, . . . , y8n on account of formula (33),
such that

1

2
| A0

ft |−4 gi jft g
kl
ft ∇ ft

i ∇ ft
j ∇F0

k ∇F0
l ( ft )

= 1

2
| A0

ft |−4 gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )

+RF0 (∇F0
1 ( f 1t ), . . . ,∇F0

2 ( f nt ),∇F0
11 ( f

1
t ), . . . ,∇F0

22 ( f
n
t ),∇F0

111( f
1
t ), . . . ,∇F0

222( f
n
t )) (36)

holds onΣ ′ × [0, T ] for any family of immersions { ft } in a sufficiently small neighbour-
hood WU0,T ,p of the fixed flow line {P(t, 0,U0) ◦ φU0,F0

t }t∈[0,T ] in the space XT ,p from
line (17). At this point we have already silently used the composition of embedding (30)
with embedding (29), yielding the continuous embedding

XT ,p ↪→ C0([0, T ];C2,α(Σ,Rn)) (37)

for any α ∈ (0, 1) with α ≤ 2− 6
p , provided p ∈ (3,∞). We should note here, that the

n components of

RF0(∇F0
1 ( f 1t ), . . . ,∇F0

2 ( f nt ),∇F0
11 ( f

1
t ), . . . ,∇F0

22 ( f
n
t ),∇F0

111( f
1
t ), . . . ,∇F0

222( f
n
t ))

are “scalars” as well, i.e. they do not depend on the choice of the chart ψ of Σ ′. On
account of formulae (27) and (19), we infer from (36) the following representation of the
second component of the operator Ψ F0,T :

∂t ft (x)−MF0( ft )(x)

= ∂t ft (x)+ 1

2
| A0

ft (x) |−4 gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )(x)

+RF0(∇F0
1 ( f 1t ), . . . ,∇F0

2 ( f nt ), . . . ,∇F0
111( f

1
t ),∇F0

111( f
2
t ), . . . ,∇F0

222( f
n
t ))(x)

−N F0(x, Dx ft (x), D
2
x ft (x)) · D3

x ft (x)

−CF0(x, Dx ft (x), D
2
x ft (x)) · D2

x ft (x)

−DF0(x, Dx ft (x), D
2
x ft (x)) · Dx ft (x)

=: ∂t ft (x)+ 1

2
| A0

ft (x) |−4 gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )(x)

+F F0(x, Dx ft (x), D
2
x ft (x), D

3
x ft (x)) (38)
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for any family of immersions { ft } ∈ WU0,T ,p and for (x, t) ∈ Σ ′ × [0, T ], if the
neighbourhood WU0,T ,p of the flow line {P(t, 0,U0) ◦ φ

U0,F0
t }t∈[0,T ] in XT ,p is chosen

sufficiently small. Here and in the sequel, the symbols Dx f , D2
x f , D

3
x f , . . . abbrevi-

ate the matrix-valued functions (∂1 f , ∂2 f ), (∇F0
i j f )i, j∈{1,2}, (∇F0

i jk f )i, j,k∈{1,2}, . . .. On
account of the arbitrariness of the choice of the coordinate patch Σ ′ and its chart ψ
and by the compactness of Σ Eq. (38) gives rise to a unique and well-defined function
F F0 : Σ×R2n×R4n×R8n −→ Rn whose n components are rational functions in their
14n real variables, such that (38) holds onΣ × [0, T ], and not only onΣ ′ × [0, T ]. It is
important to note, that by (27) and (36) the function f �→ F F0( · , Dx f , D2

x f , D
3
x f ) in

(38) has the same algebraic structure as the function f �→ RF0(∇F0
1 ( f 1), . . . ,∇F0

222( f
n)),

in particular f �→ F F0( · , Dx f , D2
x f , D

3
x f ) is affine linear w.r.t. the derivatives

(∇F0
i jk f )i, j,k∈{1,2} of third order, similarly to the illustration in formula (33) onΣ ′. Hence,

there are functions MF0 : Σ × R2n × R4n −→ Matn,8n(R),

[(x, v1, . . . , v2n, w1, . . . , w4n) �→ MF0(x, v1, . . . , v2n, w1, . . . , w4n)],
and F̃ F0 : Σ × R2n × R4n −→ Rn depending smoothly on x and rationally on the 6n
variables vi and w j , such that

F F0(x, v1, . . . , v2n, w1, . . . , w4n, y1, . . . , y8n)

= MF0(x, v1, . . . , v2n, w1, . . . , w4n) · (y1, y2, . . . , y8n−1, y8n)T
+F̃ F0(x, v1, . . . , v2n, w1, . . . , w4n). (39)

Now, since the entire flow line {P(t, 0,U0) ◦ φ
U0,F0
t }, starting in the fixed umbilic-

free initial immersion U0, solves Eq. (16) within the space C∞(Σ × [0, T ],Rn) and
thus consists of umbilic-free immersions, all summands in line (38) remain uniformly
bounded on Σ × [0, T ]. Hence, there are open connected neighbourhoods Ot of the
graphs

Gt := {(x, Dx (P(t, 0,U0) ◦ φ
U0,F0
t )(x), D2

x (P(t, 0,U0) ◦ φ
U0,F0
t )(x))| x ∈ Σ}

⊂ Σ × R6n

for t ∈ [0, T ], such that MF0 and F̃ F0 are C∞-smooth on the open subset
⋃

t∈[0,T ]Ot of
Σ × R6n . Now, on account of the compactness of Σ and of [0, T ] there is some δ > 0,
such that there holds:

distΣ×R6n (Gt , ∂Ot ) > 2δ ∀ t ∈ [0, T ]. (40)

Similarly to the proof of Theorem 2 in [13] and in view of inequality (40) and of embed-
ding (37) we define an open neighbourhood Vδ of the function

[(x, t) �→ (Dx (P(t, 0,U0) ◦ φ
U0,F0
t )(x), D2

x (P(t, 0,U0) ◦ φ
U0,F0
t )(x))]

within the space C0([0, T ],C0,α(Σ,R6n)), with the exponent α = α(p) ∈ (0, 1) from
line (37), by setting

h̄ ∈ Vδ :⇐⇒‖ (Dx (P(t, 0,U0) ◦ φ
U0,F0
t ), D2

x (P(t, 0,U0) ◦ φ
U0,F0
t ))− h̄t ‖L∞(Σ,R6n)

< δ ∀ t ∈ [0, T ].
It is an immediate consequence of this definition and of inequality (40), that there holds:

h̄ ∈ Vδ �⇒ (x, h̄t (x)) ∈ Ot ⊂ Σ × R6n ∀ (x, t) ∈ Σ × [0, T ]. (41)
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Now, in order to show that the non-linear operator

WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ F F0(x, Dx ft (x), D
2
x ft (x), D

3
x ft (x))] ∈

∈ L p([0, T ], L p(Σ,Rn))

is of class C1 on a sufficiently small open neighborhood WU0,T ,p of the flow line

{P(t, 0,U0) ◦ φ
U0,F0
t } in XT ,p , we shall proceed similarly to the proof of Theorem

2 in [13] and consider here the Banach space

B := C0([0, T ];C0,α(Σ,R6n))× L p([0, T ];W 1,p(Σ,R8n)), (42)

equipped with the canonical product norm

‖ h ‖B :=‖ h̄ ‖C0([0,T ];C0,α(Σ,R6n)) + ‖ h∗ ‖L p([0,T ];W 1,p(Σ,R8n))

for h = (h̄, h∗) ∈ B. We firstly derive from Eq. (39), that the classical derivative of the
function F F0 in any point (v,w, y) ∈ R2n × R4n × R8n , in which F F0 is smooth, and
in direction of any fixed vector (v,w, y) ∈ R2n × R4n × R8n reads:

D(v,w,y)F F0(x, (v,w, y)) · (v,w, y)

= D(v,w)(M
F0(x, v, w) · y) · (v,w)+ MF0(x, v, w) · y

+D(v,w)F̃ F0(x, v, w) · (v,w). (43)

Now we fix some h ∈ B, whose first component h̄ ∈ C0([0, T ];C0,α(Σ,R6n)) is
contained in Vδ , and we use statement (41), Eq. (43) and the mean value theorem, in
order to compute for any η ∈ B whose first component η̄ ∈ C0([0, T ];C0,α(Σ,R6n))

satisfies ‖ η̄ ‖C0([0,T ];C0,α(Σ,R6n))≤ ε:

|MF0(x, h̄t (x)+ η̄t (x)) · η∗t (x)− MF0(x, h̄t (x)) · η∗t (x)|
≤ C(Σ, F0, h̄, ε) |η̄t (x)| |η∗t (x)| (44)

∀ (x, t) ∈ Σ × [0, T ] and also:
|D(v,w)(M

F0(x, h̄t (x)+ η̄t (x)) · h∗t (x))− D(v,w)(M
F0(x, h̄t (x)) · h∗t (x))|

≤ C(Σ, F0, h̄, ε) |η̄t (x)| |h∗t (x)| (45)

∀ (x, t) ∈ Σ × [0, T ], provided ε = ε(F0, h̄) > 0 is sufficiently small. Now we obtain
by means of an integration of estimates (44) and (45) the estimates

‖ MF0( · , h̄ + η̄) · η∗ − MF0( · , h̄) · η∗ ‖L p(Σ×[0,T ],Rn)

≤ C(Σ, F0, h̄, ε) ‖ η∗ ‖L p(Σ×[0,T ],R8n) ‖ η̄ ‖L∞(Σ×[0,T ],R6n) (46)

and

‖ D(v,w)(M
F0( · , h̄ + η̄) · h∗)− D(v,w)(M

F0( · , h̄) · h∗) ‖
L p(Σ×[0,T ],R6n2 )

≤ C(Σ, F0, h̄, ε) ‖ h∗ ‖L p(Σ×[0,T ],R8n) ‖ η̄ ‖L∞(Σ×[0,T ],R6n), (47)

for any η ∈ B whose first component η̄ satisfies ‖ η̄ ‖C0([0,T ];C0,α(Σ,R6n))≤ ε. Moreover,
we infer from the fact that h̄ ∈ Vδ and from the definition of Vδ:

‖ D(v,w)(M
F0( · , h̄ + η̄) · η∗) ‖

L p(Σ×[0,T ],R6n2 )

≤ C(Σ, F0, h̄, ε) ‖ η∗ ‖L p(Σ×[0,T ],R8n) . (48)
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Now we derive from the linearity of the map [(v,w, y) �→ D(v,w)(MF0(x, v, w) · y)]
w.r.t. y the identity

D(v,w)(M
F0(x, h̄ + s η̄) · (h∗ + sη∗))− D(v,w)(M

F0(x, h̄) · h∗)
= D(v,w)(M

F0(x, h̄ + s η̄) · h∗)− D(v,w)(M
F0(x, h̄) · h∗)

+s D(v,w)(M
F0(x, h̄ + s η̄) · η∗), (49)

and we infer from Eq. (43), from estimates (46)–(48), from Eq. (49) and from the mean
value theorem that the operator

F F0
� : Vδ × L p([0, T ];W 1,p(Σ,R8n)) ⊂ B −→ L p([0, T ]; L p(Σ,Rn)) (50)

mapping h = (h̄, h∗) �→ F F0( · , h̄, h∗), satisfies:
‖ F F0

� (h + η)− F F0
� (h)− D(v,w,y)F F0( · , h) · η ‖L p([0,T ];L p(�,Rn))

=‖
∫ 1

0

(
D(v,w,y)F F0( · , h + s η)− D(v,w,y)F F0( · , h)) ds · η ‖L p([0,T ];L p(�,Rn))

≤‖
∫ 1

0

[
D(v,w)(M

F0( · , h̄ + s η̄) · h∗)− D(v,w)(M
F0( · , h̄) · h∗)

+s D(v,w)(M
F0( · , h̄ + s η̄) · η∗)

]
ds · η̄ ‖L p([0,T ];L p(�,Rn))

+ ‖
∫ 1

0

[
MF0( · , h̄ + sη̄)− MF0( · , h̄)

]
ds · η∗ ds ‖L p([0,T ];L p(�,Rn))

+ ‖
∫ 1

0

[
D(v,w)F̃ F0( · , h̄ + s η̄)− D(v,w)F̃ F0( · , h̄)

]
ds · η̄ ‖L p([0,T ];L p(�,Rn))

≤ C(�, F0, h̄, ε)
[
‖ h∗ ‖L p([0,T ];L p(�,R8n)) ‖ η̄ ‖2L∞(�×[0,T ],R6n)

+ ‖ η̄ ‖L∞(�×[0,T ],R6n) ‖ η∗ ‖L p([0,T ];L p(�,R8n))

+ ‖ η∗ ‖L p([0,T ];L p(�,R8n)) ‖ η̄ ‖L∞(�×[0,T ],R6n)

+ ‖ η̄ ‖L p([0,T ];L p(�,R6n)) ‖ η̄ ‖L∞(�×[0,T ],R6n)

]

≤ Ĉ(�, T , F0, h, ε, p) ‖ η ‖2B ,
for any η ∈ B whose first component η̄ ∈ C0([0, T ];C0,α(Σ,R6n)) satisfies ‖
η̄ ‖C0([0,T ];C0,α(Σ,R6n))≤ ε. This estimate proves that the operator F F0

� in line (50) is

Fréchet differentiable in any point h ∈ Vδ × L p([0, T ];W 1,p(Σ,R8n)) and that the
Fréchet derivative of F F0

� in any such h ∈ B is concretely given by the formula:

DF F0
� (h).η = D(v,w,y)F F0( · , h) · η

= D(v,w)(M
F0( · , h̄) · h∗) · η̄ + MF0( · , h̄) · η∗ + D(v,w)F̃ F0( · , h̄) · η̄, (51)

where we have used Eq. (43) in the second equality. Moreover, one can easily deduce
from formulae (44), (45) and (51), that the Fréchet derivative DF F0

� (h) : B −→
L p([0, T ]; L p(Σ,Rn)) depends continuously on h ∈ B. Furthermore, since we had
taken the exponent α = α(p) ∈ (0, 1) from embedding (37), we can now use this
embedding, in order to see that the linear map

XT ,p  [(x, t) �→ ft (x)] L�→ [(x, t) �→ (Dx ft (x), D
2
x ft (x), D

3
x ft (x))] ∈ B
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is continuous and thus maps a sufficiently small open neighborhoodWU0,T ,p of the flow

line {P(t, 0,U0)◦φU0,F0
t }t∈[0,T ] in XT ,p into theproductVδ×L p([0, T ];W 1,p(Σ,R8n)).

Hence, the composition

WU0,T ,p  [(x, t) �→ ft (x)] �→ (F F0
� ◦ L)([(x, t) �→ ft (x)]) ≡

≡ [(x, t) �→ F F0(x, Dx ft (x), D
2
x ft (x), D

3
x ft (x))] ∈ L p([0, T ]; L p(Σ,Rn))

has just turned out to be a non-linear C1-operator, and we infer from formula (51) that

DF F0 ( · , Dx ft , D
2
x ft , D

3
x ft ).(Dxηt , D

2
xηt , D

3
xηt )

= D(v,w)(M
F0 ( · , Dx ft , D

2
x ft ) · D3

x ft ) · (Dxηt , D
2
xηt )

+MF0 ( · , Dx ft , D
2
x ft ) · D3

xηt + D(v,w)F̃ F0 ( · , Dx ft , D
2
x ft ) · (Dxηt , D

2
xηt ), (52)

for every { ft }t∈[0,T ] ∈ WU0,T ,p and {ηt } ∈ T f WU0,T ,p = XT ,p . Repeating the above
reasoning starting in line (42)—using now Eqs. (34) and (35) instead of Eq. (39) and
again embedding (37)—and adjusting the definition of the auxiliary Banach space B in
(42) appropriately, one can also show that the operator

XT ,p ⊃ WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ A(x, Dx ft (x), D
2
x ft (x))]

:= [(x, t) �→ 1

2
|A0

ft |−4(x)] ∈ C0(Σ × [0, T ],R) (53)

and also the operator

XT ,p ⊃ WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ Q(Dx ft (x), D
4
x ft (x))]

:= [(x, t) �→ gi jft (x) g
kl
ft (x)∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )(x)] ∈ L p([0, T ]; L p(Σ,Rn)) (54)

are of class C1 on a sufficiently small open neighborhood WU0,T ,p of the flow line

{P(t, 0,U0) ◦φU0,F0
t }t∈[0,T ] in XT ,p . Hence, both the first and the second component of

the operator Ψ F0,T : WF0,T ,p −→ YT ,p have turned out to be of class C1. We should
mention here already for later use, that the above function

Q : R2n × R16n −→ Rn, (v, p) �→ Q(v, p), (55)

in (54) is rational in its first 2n variables v1, . . . , v2n and linear in its last 16n variables
p1, . . . p16n . This follows immediately from the definition in (54) and from the identity

(g f )
i j ≡ ((g f )i j )

−1 = 1

det(g f )
((g f )i j )

� (56)

by Cramer’s rule, for any C1-immersion f : Σ −→ Rn . See here also [13], p. 1165.
β) Now we go on proving higher regularity of the operator Ψ F0,T : WU0,T ,p −→ YT ,p ,
following the lines of the proof of Proposition 3.5 in Appendix A.1 of [30]. To this end,
we first recall the special algebraic structure of the function

XT ,p ⊃ WU0,T ,p  [(x, t) �→ ft (x)]
�→ [(x, t) �→ F F0 (x, Dx ft (x), D

2
x ft (x), D

3
x ft (x))] ∈ L p([0, T ]; L p(Σ,Rn)) (57)

in (38), which is expressed by the affine linear structure of the function
F F0(x, v1, . . . , v2n, w1, . . . , w4n, y1, . . . , y8n) in formula (39) w.r.t. the variable y ∈
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R8n , representing the third covariant derivatives ∇F0
111( ft ), . . ., ∇F0

222( ft ) in Eqs. (16) and
(38). Now, the function MF0 : Σ × R2n × R4n −→ Matn,8n(R), i.e.

[(x, v1, . . . , v2n, w1, . . . , w4n) �→ MF0(x, v1, . . . , v2n, w1, . . . , w4n)], (58)

and the function F̃ F0 : Σ × R2n × R4n −→ Rn depend rationally on the 6n variables
vi and w j , representing the derivatives ∇F0

1 ( ft ),∇F0
2 ( ft ), ∇F0

11 ( ft ), . . ., ∇F0
22 ( ft ) in Eqs.

(16) and (38). We recall here that the embedding (37) guarantees, that we have for the
covariant derivatives up to second order:

∇F0
1 ( ft ),∇F0

2 ( ft ),∇F0
11 ( ft ), . . . ,∇F0

22 ( ft ) ∈ C0(Σ × [0, T ],Rn), (59)

whereas there holds trivially:

∇F0
111( ft ), . . . ,∇F0

222( ft ),∇F0
1111( ft ), . . . ,∇F0

2222( ft ) ∈ L p([0, T ]; L p(Σ,Rn)) (60)

for any { ft } ∈ WU0,T ,p . Therefore, we may proceed as in the proof of Proposition 3.5 in
[30], making use of the fact that by Proposition 2.5 in [28] the bilinear maps

C0(Σ × [0, T ],R)
⊗

C0(Σ × [0, T ],R) −→ C0(Σ × [0, T ],R),

u1 ⊗ u2 �→ [(x, t) �→ u1(x, t) · u2(x, t)] (61)

and

C0(Σ × [0, T ],Matn,m(R))
⊗

L p([0, T ]; L p(Σ,Rm)) −→ L p([0, T ]; L p(Σ,Rn)),

(M, Y ) �→ [(x, t) �→ M(x, t) · Y (x, t)] (62)

are continuous and thus real analytic, for any fixed pair of integers m, n ∈ N, and that—
similarly to Proposition 6.4 in [29]—the non-linear operator

{ u ∈ C0(Σ × [0, T ],R)| inf
Σ×[0,T ] |u| > δ } −→ C0(Σ × [0, T ],R), u �→ 1

u
, (63)

is real analytic, for any fixed δ > 0. Now, due to formula (39) the operator in line (57)
can be expressed as the sum of the two following operators:
a) The composition of the linear continuous operator

WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ (x, Dx ft (x), D
2
x ft (x))]

∈ C0(Σ × [0, T ],Σ × R6n)

with the function [(x, v, w) �→ MF0(x, v1, . . . , v2n, w1, . . . , w4n)], matrix-multiplied
by theR8n-valued function [(x, t) �→ D3

x ft (x)] ∈ L p([0, T ]; L p(Σ,R8n)) of all covari-
ant derivatives of third order of { ft } ∈ WU0,T ,p ,
b) the composition of the above linear function [(x, t) �→ ft (x)] �→ [(x, t) �→
(x, Dx ft (x), D2

x ft (x))] with the function

[(x, v, w) �→ F̃ F0(x, v1, . . . , v2n, w1, . . . , w4n)]. (64)

Now, taking into account that the functions MF0 and F̃ F0 in (58) and (64) are rational
expressions in the variables v1, . . . , v2n, w1, . . . , w4n and in the partial derivatives of the
smooth immersion F0 up to third order, and recalling the regularity of the covariant deriva-
tives of any fixed { ft } ∈ WU0,T ,p up to second order respectively up to fourth order in (59)
and (60), we can successively apply statements (61)–(63), in order to argue as in the proof
of Proposition 3.5 in [30], that the non-linear operators composed above in (a) and (b) are
real analytic maps fromWU0,T ,p to L p([0, T ]; L p(Σ,Rn)), implying that the non-linear
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operator in line (57) is actually real analytic fromWU0,T ,p to L p([0, T ], L p(Σ,Rn)), as
well. Moreover, we can see that the operator { ft } �→ {Q(Dx ft , D4

x ft )} in formula (54)
is the composition of the linear continuous operator

WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ (Dx ft (x), D
4
x ft (x))]

∈ C0([0, T ];C1,α(Σ,R2n))× L p([0, T ]; L p(Σ,R16n))

with the function Q : R2n ×R16n → R from line (55), which is rational in the variables
v1, . . . , v2n and linear in the variables p1, . . . , p16n . We may therefore argue again by
means of statements (61)–(63), that the non-linear operator in line (54) is actually real
analytic. Similarly, one can show by means of formulae (8), (9), (34), (61) and (63) that
the non-linear operator

WU0,T ,p  [(x, t) �→ ft (x)] �→ [(x, t) �→ A(x, Dx ft (x), D
2
x ft (x))]

≡ [(x, t) �→| A0
ft (x) |−4] ∈ C0(Σ × [0, T ],R)

from line (53) is real analytic. Hence, combining these three results we can finally
conclude by means of formula (38)—and again using statement (62) - that the “DeTurck-
modification”

MF0 : WU0,T ,p −→ L p([0, T ]; L p(Σ,Rn))

of the original differential operator [{ ft } �→ {|A0
ft
|−4 ∇L2W( ft )}] in formulae (13)

and (15) is a real analytic operator from WU0,T ,p to L p([0, T ]; L p(Σ,Rn)). Since the
operator ∂t : XT ,p −→ L p([0, T ]; L p(Σ,Rn)) is linear and continuous, we have thus
proved the assertion of the third part of the theorem.

(3) Just as in the proof of the second part of Theorem 2 in [13], one can infer from a
combination of the result of the third part of this theorem with formulae (38) and (52)–
(54) and with the chain- and product rule for non-linear C1-operators, that the Fréchet
derivative of the second component of ΨU0,T in any fixed { ft } ∈ WU0,T ,p is given by
the formula:

(D(Ψ F0,T )2({ ft })).({ηt }) ≡ ∂tηt − D(MF0)({ ft }).({ηt })
= ∂tηt + 1

2
| A0

ft |−4
(
DvQ(Dx ft , D

4
x ft ) · Dx (ηt )

+gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l (ηt )

)

+D(v,w)A( · , Dx ft , D
2
x ft ) ·

(
Dxηt , D

2
xηt

)
gi jft g

kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )

+D(v,w,y)F F0( · , Dx ft , D
2
x ft , D

3
x ft ) ·

(
Dxηt , D

2
xηt , D

3
xηt

)

= ∂tηt + 1

2
| A0

ft |−4 gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l (ηt )

+Bi jk
3 ( · , Dx ft , D

2
x ft ) · ∇F0

i jk(ηt )

+Bi j
2 ( · , Dx ft , D

2
x ft , D

3
x ft , D

4
x ft ) · ∇F0

i j (ηt )

+Bi
1( · , Dx ft , D

2
x ft , D

3
x ft , D

4
x ft ) · ∇F0

i (ηt ) (65)

on Σ × [0, T ], for η = {ηt } ∈ T f WU0,T ,p = XT ,p , where Bi jk
3 ( · , Dx ft , D2

x ft ),

Bi j
2 ( · , Dx ft , D2

x ft , D
3
x ft , D

4
x ft ), B

i
1( · , Dx ft , D2

x ft , D
3
x ft , D

4
x ft ) are coefficients of

Matn,n(R)-valued, contravariant tensor fields of degrees 3, 2 and 1. It is important to
note here, that a quick inspection of formula (54) shows, that the gradient DvQ(v, p)
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of the function Q in line (55) w.r.t. v depends linearly on the variables p1, . . . , p16n ,
just as the function [(v, p) �→ Q(v, p)] itself does. See here again [13], p. 1165.
Combining this information with formulae (52), (53) and (65), we see that the coef-
ficients Bi

1( · , Dx ft , D2
x ft , D

3
x ft , D

4
x ft ) and Bi j

2 ( · , Dx ft , D2
x ft , D

3
x ft , D

4
x ft ) depend

affine linearly on the derivatives of third order ∇F0
i jk ft and of fourth order ∇F0

i jkl ft of
any fixed element { ft } ∈ WU0,T ,p . Now, since the derivatives of third and fourth

order ∇F0
i jk ft and ∇F0

i jkl ft are of class L p([0, T ]; L p(Σ,Rn)) by (60), and since all

the remaining factors respectively summands in Bi j
2 ( · , Dx ft , D2

x ft , D
3
x ft , D

4
x ft ) and

Bi
1( · , Dx ft , D2

x ft , D
3
x ft , D

4
x ft ) are of class C

0([0, T ];C0,α(Σ)) on account of formu-
lae (39), (52) and (65) and on account of embedding (37), these two types of coefficients
are of class L p([0, T ]; L p(Σ,Matn,n(R))), provided the open neighborhood WU0,T ,p

of the fixed flow line {P(t, 0,U0)◦φU0,F0
t }t∈[0,T ] in XT ,p is sufficiently small. Compare

here also with the proof of Lemma 3.4 in [30]. Moreover, using the fact that the map
MF0 : Σ × R2n × R4n −→ Matn,8n(R) in (58) depends smoothly on x and rationally
on the 6n variables vi andw j , we conclude that the coefficients B

i jk
3 ( · , Dx ft , D2

x ft ) are
of class C0,α([0, T ],C0,α(Σ,Matn,n(R))), for some appropriate α = α(p) ∈ (0, 1), on
account of formulae (52) and (65), and on account of the continuous embedding

XT ,p ↪→ C0,α([0, T ];C2,α(Σ,Rn)), (66)

for some small α ∈ (0, 1) only depending on p, provided p ∈ (3,∞). 2 Using again
embedding (66), one can see immediately in formula (65), that the leading term

{ηt } �→
{
∂tηt + 1

2
| A0

ft |−4 gi jft g
kl
ft ∇F0

i ∇F0
j ∇F0

k ∇F0
l (ηt )

}
(67)

of the second component of the Fréchet derivative DΨ F0,T ({ ft }) is a uniformly parabolic
linear differential operator of fourth order in the sense of Proposition 2 below, mapping
XT ,p into L p([0, T ]; L p(Σ,Rn)), for any fixed { ft } ∈ WU0,T ,p , whose coefficients are
of class C0,α([0, T ],C0,α(Σ,R)), and it obviously acts on each component of {ηt } ∈
XT ,p separately. This proves all assertions of the fourth part of the theorem.

(4) First of all, the coefficients of the leading term (67) of the second component of
DΨ F0,T ({ ft }) are of class C2(Σ ×[0, T ],R), if { ft } ∈ C4(Σ ×[0, T ],Rn)∩WU0,T ,p .
Hence, they satisfy the regularity requirements of Proposition 2 below. Moreover, the
leading operator in (67) is obviously uniformly elliptic and diagonal onΣ×[0, T ] in the
sense of Proposition 2 below for g := gF0 , since the functions ft : Σ −→ Rn have to
stay umbilic-free immersions for every t ∈ [0, T ], if the open neighborhood WU0,T ,p of

the flow line {P(t, 0,U0)◦φU0,F0
t }t∈[0,T ] in XT is sufficiently small, taking here embed-

ding (66) again into account. Moreover, the remaining coefficients Bi jk
3 ( · , Dx ft , D2

x ft ),

Bi j
2 ( · , Dx ft , D2

x ft , D
3
x ft , D

4
x ft ) and Bi

1( · , Dx ft , D2
x ft , D

3
x ft , D

4
x ft ) of the second

component of DΨ F0,T ({ ft }) in (65) are of class C0(Σ × [0, T ],Matn,n(R)), and thus
their restrictions to Ωκ × [0, T ], for any fixed coordinate patch Ωκ ⊂ Σ of a finite atlas
of Σ as in Section 10 of [5], satisfy the conditions of Proposition 2 below. Hence, we

2 Embedding (66) obviously improves embedding (37)—at least if T remains fixed—and it can be proved
exactly as the statement of the third part of Lemma 3.3 in [30] by means of identification of fractional Sobolev
spaces with appropriate Besov spaces and identification of certain Besov spaces with appropriate Hölder-
Zygmund spaces, taken from [3, 32], furthermore by means of continuous embeddings between appropriate
Besov spaces in [3] and by means of appropriate interpolation theorems, taken from [3, 22].
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infer from this proposition, that both the linear operator

∂t − D(MF0)({ ft }) : X0
T := {{ut } ∈ XT ,p | u0 ≡ 0 } ∼=−→ L p([0, T ]; L p(Σ,Rn))

and the Fréchet derivative DΨ F0,T ({ ft }) : XT ,p
∼=−→ YT ,p of the non-linear operator

Ψ F0,T in (19) are isomorphisms, in any { ft } ∈ C4(Σ × [0, T ],Rn) ∩WU0,T ,p . ��
In order to justify the proof of the fourth part of Theorem 1,we combine results due toAmann,
Duong, Hieber and Simonett in [2, 4, 5, 11], yielding the following general statement.

Proposition 2 Let Σ be a smooth, compact, orientable surface without boundary, g ∈
Γ (T 0,2Σ) a C∞-smooth Riemannian metric on Σ , ∇g the corresponding Levi-Civita-

connection on Σ , n ∈ N, p ∈ (1,∞), and T > 0 arbitrarily fixed, and let ψ : O ∼=−→ Σ ′
be a smooth chart of an arbitrary coordinate patchΣ ′ ofΣ , yielding partial derivatives ∂m,
m = 1, 2, and the coefficients gi j := g(∂i , ∂ j ) of the metric g, restricted to Σ ′. Moreover,
let

∂t + L : XT ,p −→ L p([0, T ]; L p(Σ,Rn))

be a linear differential operator of order4, whose leading operator of fourth order is diagonal,
i.e. acts on each component of f separately:

(∂t + L)( f )(x, t) := ∂t ( ft )(x)+ Ai jkl
4 (x, t)∇g

i jkl( ft )(x)

+Ai jk
3 (x, t)∇g

i jk( ft )(x)+ Ai j
2 (x, t)∇g

i j ( ft )(x)

+Ai
1(x, t)∇g

i ( ft )(x)+ A0(x, t) ( ft )(x), (68)

in every pair (x, t) ∈ Σ ′×[0, T ], and L has to satisfy the following “structural hypotheses”:

(1) Ai jkl
4 , Ai jk

3 , Ai j
2 , A

i
1, A0 are the coefficients of contravariant and continuous tensor fields

A4, A3, A2, A1, A0 on Σ × [0, T ] of degrees 4, 3, . . . , 0. Moreover, the tensor A4

has to be the square E ⊗ E of a contravariant real-valued symmetric tensor field E of
order 2, i.e. Ai jkl

4 (x, t) = Ei j (x, t) Ekl(x, t) with Ei j (x, t) = E ji (x, t) ∈ R, for every
(x, t) ∈ Σ ′ × [0, T ].

(2) The tensor field E is required to be positive definite on Σ × [0, T ], i.e. there has to be a
number Λ ≥ 1 such that there holds:

Ei j (x, t) ξiξ j ≥ Λ−1/2 gi j (x) ξiξ j (69)

for any vector ξ = (ξ1, ξ2) ∈ R2 and for any pair (x, t) ∈ Σ ′ × [0, T ].
(3) There holds supΣ×[0,T ] |Ar | ≤ Λ, for r = 0, 1, 2, 3, 4.

Then the following three statements hold:

(1) For every θ ∈ (0, π/2) there are numbers ω = ω(Σ,Λ, p, θ, n) > 0 and M =
M(Σ,Λ, p, θ, n) ≥ 1, such that for each fixed t∗ ∈ [0, T ] the elliptic operator

ω IdL p(Σ,Rn) + Lt∗ := ω IdL p(Σ,Rn) +
(
Ai jkl
4 ( · , t∗)∇g

i jkl + Ai jk
3 ( · , t∗)∇g

i jk

+Ai j
2 ( · , t∗)∇g

i j + Ai
1( · , t∗) ∇g

i + A0( · , t∗)
)

(70)

in L p(Σ,Rn)mapsW 4,p(Σ,Rn) isomorphically onto L p(Σ,Rn) and is of type (M, π−
θ) in the sense of formula (1.1) in [5] respectively of formula (4.7.8) in Chapter III of
[2].
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(2) The operator

(γ0, ∂t + L) : XT ,p
∼=−→ YT ,p ≡ W 4− 4

p ,p(Σ,Rn)× L p([0, T ], L p(Σ,Rn))

is a topological isomorphism, where γ0 : XT ,p −→ W 4− 4
p ,p(Σ,Rn) is the trace oper-

ator at time t = 0, mapping {ut } �→ u0; see also formula (18).
(3) The parabolic linear operator

∂t + L : X0
T := {{ut } ∈ XT ,p | γ0({ut }) ≡ 0 } ∼=−→ L p([0, T ], L p(Σ,Rn)) (71)

is a topological isomorphism.

Proof We fix an arbitrary uniformly parabolic operator L as in (68) satisfying the structural
hypotheses (1), (2) and (3) of this proposition, andwe choose a finite atlas {(Ωκ,ψκ)}κ=1,...,K
of smooth charts for Σ as in Section 10 of [5]. Since the coefficients of L are assumed to
be continuous, we can consider—instead of the original operator ∂t + L in (68)—for every
fixed t∗ ∈ [0, T ] the linear, uniformly elliptic differential operator

η �→ Lt∗(η) :=
(
Ai jkl
4 ( · , t∗)∇g

i jkl + Ai jk
3 ( · , t∗)∇g

i jk +
+Ai j

2 ( · , t∗)∇g
i j + Ai

1( · , t∗) ∇g
i + A0( · , t∗)

)
(η) (72)

in L p(Σ,Rn)with domainW 4,p(Σ,Rn). Now, by the second assumption of this proposition
the highest order term

W 4,p(Σ,Rn)  η �→ At∗(η) := Ei j ( · , t∗) Ekl( · , t∗)∇g
i jkl(η) ∈ L p(Σ,Rn) (73)

of the linear operator Lt∗ in line (72) is uniformly elliptic and diagonal, in every fixed
t∗ ∈ [0, T ]. Hence, the spectrum of its “symbol”, which is given by the family of linear
maps

(At∗)�(x, ξ) := IdCn ·
( ∑
i, j,k,l

Ei j (x, t∗) Ekl(x, t∗) ξi ξ j ξk ξl

)
: Cn −→ Cn, (74)

for x ∈ Ωκ , for every ξ ∈ R2 with |ξ | = 1 and κ ∈ {1, . . . , K }, is precisely given by:

σ((At∗)�(x, ξ)) =
{ ∑
i, j,k,l

Ei j (x, t∗) Ekl(x, t∗) ξi ξ j ξk ξl
}

for every x ∈ Ωκ , for ξ ∈ R2 with |ξ | = 1 and for κ ∈ {1, . . . , K }, and these are real
positive numbers, being uniformly bounded from below in terms of Λ−1, on account of the
required uniform positive definiteness of the tensor field E on Σ × [0, T ] by assumption
(69). In particular, the “principal symbol” of the operator Lt∗ in line (72) is “parameter
elliptic” in every fixed point x ∈ Σ with “angle of ellipticity”= 0 in the sense of Section
10 in [5] respectively Section 7 in [11], for every fixed t∗ ∈ [0, T ]; see here also Section
5.1 in [10]. Since the coefficients of the linear operators {Lt }t∈[0,T ] are also assumed to
be uniformly bounded in L∞(Σ) in terms of Λ, we can thus infer from Theorem 10.1
in [5] and from Theorem 7.1 in [11], that for any fixed θ ∈ (0, π/2) there are numbers
ω = ω(Σ,Λ, p, θ, n) > 0 and M = M(Σ,Λ, p, θ, n) ≥ 1, such that

(1) the linear operator ω IdL p(Σ,Rn) + Lt∗ in L p(Σ,Rn) yields an isomorphism

ω IdL p(Σ,Rn) + Lt∗ : W 4,p(Σ,Rn)
∼=−→ L p(Σ,Rn),
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(2) the linear operator ω IdL p(Σ,Rn) + Lt∗ is of positive type (M, π − θ), which means
precisely that the inverse

(
(ω + λ) IdL p(Σ,Rn) + Lt∗

)−1 : L p(Σ,Rn) −→ L p(Σ,Rn)

exists and is bounded for every complex number λ, which is contained in the sector

Sϑ := { λ ∈ C∗ | |arg(λ)| ≤ ϑ } ∪ {0}
with apex in 0 and with half opening angle ϑ := π − θ ∈ (

π
2 , π

)
, and that there holds

the estimate

‖ (
(ω + λ) IdL p(Σ,Rn) + Lt∗

)−1 ‖L(L p(Σ,Rn),L p(Σ,Rn))≤ M

1+ |λ| (75)

for every λ ∈ Sϑ , and for every fixed t∗ ∈ [0, T ],
(3) the linear operatorω IdL p(Σ,Rn)+Lt∗ admits a boundedH∞-calculus in L p(Σ,Rn)with

angle θ , whichmeans precisely that for any bounded holomorphic function f : S̊θ −→ C
there holds

‖ f (ω IdL p(Σ,Rn) + Lt∗) ‖L(L p(Σ,Rn),L p(Σ,Rn))≤ M ‖ f ‖L∞(S̊θ )
,

in the sense of Sections 2 and 7 in [11], again for some sufficiently large constant M =
M(Σ,Λ, p, θ, n) > 0. By formula (2.4) in [5] respectively Corollary 7.2 in [11] the
third conlcusion implies particularly, that

(4) the operatorω IdL p(Σ,Rn)+Lt∗ has bounded imaginary powers in L p(Σ,Rn)with angle
θ , i.e. that there holds for every fixed t∗ ∈ [0, T ]:

‖ (ω IdL p(Σ,Rn) + Lt∗)
i s ‖L(L p(Σ,Rn),L p(Σ,Rn))≤ M eθ s,

for every s ∈ R, and for every fixed θ ∈ (0, π/2).

On account of our assumption, that the coefficients Ai jkl
4 , . . . , A0 of the family of linear

operators L = {Lt }t∈[0,T ] are continuous on Σ × [0, T ] there holds trivially
[t �→ Lt ] ∈ C0([0, T ],L(W 4,p(Σ,Rn), L p(Σ,Rn)).

Hence, combining the above four statements (1)–(4) with the facts that L p(Σ,Rn) is a
UMD-space by Theorem 4.5.2 in Chapter III of [2], and that the trace operator γ0 maps XT ,p

continuously ontoW 4− 4
p ,p(Σ,Rn) by formula (18), we can deduce the second and the third

assertion of this proposition from a combination of Theorem 4.10.8 in Chapter III of [2] with
Theorem 7.1 in [4]. ��
Proof of Theorem 2 (1) Formulae (20) respectively (24) motivate us, to consider the quasi-

linear parabolic Cauchy problem

∂t ft = K F0( ft ).( ft ) on Σ × [0, T ], with f0 = u0 on Σ (76)

in the space XT ,p , instead of Cauchy problem (23). Now, on account of embedding
(29) we can choose some small open neighbourhood VU0 of the umbilic-free immer-

sion U0 in W 4− 4
p ,p(Σ,Rn) which is still contained in Immuf (Σ,Rn), and we can

infer from Lemma 1, that the non-linear operator K F0 in formula (76) is of class
C0,1(VU0 ,L(W 4,p(Σ,Rn), L p(Σ,Rn)), and that especially the linear differential oper-
ator−K F0(U0) is of maximal L p-regularity on [0, T ]w.r.t. (W 4,p(Σ,Rn), L p(Σ,Rn)).
We may therefore apply Theorem 2.1 - here with interpolation parameter μ = 1—and
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Remark 2.3 in [18] to Cauchy problem (76), and we obtain from this theorem some small
positive time T = T (U0) > 0 and an ε = ε(U0) > 0, such that for any immersion
u0 ∈ VU0 with

‖ u0 −U0 ‖
W

4− 4
p ,p

(Σ,Rn)
< ε (77)

the quasilinear parabolic Cauchy problem (76) has exactly one solution [t �→ u(t, u0)] in
XT (U0),p . Now, on account of the evolution equation in (76) and on account of embedding
(37) the unique short-time solution [t �→ u(t, u0)] of Cauchy problem (76) in XT (U0),p

has to consist of umbilic-free immersions only. Hence, formula (24) tells us, that the
function [t �→ u(t, u0)] also solves the original Cauchy problem (23) in XT (U0),p , for
every initial immersion u0 ∈ VU0 satisfying condition (77). Now vice versa, any short-
time solution of the original Cauchy problem (23) in XT ∗(u0),p , for some sufficiently
small T ∗(u0) > 0, has to consist of only umbilic-free immersions—for the same reason
as above—and therefore any such short-time solution is a short-time solution of Cauchy
problem (76) in XT ∗(u0),p as well, for any fixed initial immersion u0 ∈ VU0 satisfying
condition (77). Therefore, the above unique short-time solution [t �→ u(t, u0)] of Cauchy
problem (76) in XT (U0),p also solvesCauchy problem (23) uniquely in XT (U0),p , for every
initial immersion u0 ∈ VU0 satisfying condition (77) with ε = ε(U0) > 0 sufficiently
small, which proves the assertion.

(2) The proof of the second part of the theorem now follows immediately from the result of
the first part of this theorem, combined with Lemma 1 of this article and Corollary 2.2
and Remark 2.3 of [18].

��

Now we finally arrive at the proof of Theorem 3:

(1) Theorem 1 in [13] yields the existence of a C∞-smooth short-time solution
{P(t, 0,U0)}t∈[0,τ ] of the MIWF-Eq. (1) starting in U0 for some τ > 0, and its proof
also yields a smooth family of smooth diffeomorphisms φ

U0,F0
t : Σ −→ Σ with

φ
U0,F0
0 = idΣ , for t ∈ [0, τ ], such that the composition {P(t, 0,U0) ◦ φ

U0,F0
t }t∈[0,τ ] is a

C∞-smooth solution of themodified evolutionEq. (13), i.e. it solvesCauchy problem (23)
with u0 = U0 in the classC∞(Σ×[0, τ ],Rn). This short-time solution can be continued
to a uniquemaximal flow line of evolutionEq. (13) starting inU0, in the sense ofDefinition
2, (d). On the other hand this maximal flow line also solves problem (23) with u0 = U0

in the space XT ∗,p , for any T ∗ ∈ (0, Tmax(U0)), and thus coincides with the unique max-
imal solution {P∗(t, 0,U0)}t∈[0,t+(U0)) of Cauchy problem (23) from the second part of
Theorem 2 restricted toΣ × [0, T ∗], which implies especially that Tmax(U0) ≤ t+(U0).
Now we show that actually Tmax(U0) = t+(U0) holds. To this end, we choose some
T ∈ (0, t+(U0)), and we recall that the unique solution {P∗(t, 0,U0)}t∈[0,T ] of problem
(23) in XT ,p has to be of classC0,α([0, T ];C2,α(Σ,Rn)), on account of embedding (66),
for some small α = α(p) ∈ (0, 1). Therefore Lemma 1 guarantees us, that evolution Eq.
(13) has the quasilinear structure appearing in formulae (24) or (76) along its solution
{P∗(t, 0,U0)}t∈[0,T ], and this fact inspires us, to consider the linear operator

LF0,U0 := ∂t − K F0(P∗( · , 0,U0)) :
C4+α,1+ α

4 (Σ × [0, T ],Rn) −→ Cα, α4 (Σ × [0, T ],Rn), (78)
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which is uniformly parabolic and has coefficients of class Cα, α4 (Σ × [0, T ],Rn), thus
satisfies all conditions of Corollary 3 in [13] and yields therefore an isomorphism

LF0,U0 : {{ηt } ∈ C4+α,1+ α
4 (Σ × [0, T ],Rn) | η0 = U0}

∼=−→ Cα, α4 (Σ × [0, T ],Rn)

between affine linear spaces, again with the exponent α from embedding (66). Moreover,
there holds the linear parabolic differential Eq.

LF0,U0(P∗(t, 0,U0)) = ∂t (P∗(t, 0,U0))− K F0(P∗(t, 0,U0)).(P∗(t, 0,U0))

= 0 for a.e. t ∈ [0, T ] (79)

on account of Eqs. (23), (24) and (68), and also P∗(0, 0,U0) = U0. Hence, since
obviously C4+α,1+ α

4 (Σ × [0, T ],Rn) is a Banach subspace of XT ,p , we can there-
fore conclude as in the proof of Theorem 3 in [13], that the family of immersions
{P∗(t, 0,U0)}t∈[0,T ] solves Cauchy problem (23) not only in XT ,p but actually in
the smaller Banach space C4+α,1+ α

4 (Σ × [0, T ],Rn). Now we can combine this
new information again with the linear parabolic Eq. (79) and with the smoothness
of U0, in order to infer by means of Proposition 3 in [13] higher regularity of class

C4+k+α,1+ k+α
4 (Σ×[0, T ],Rn), inductively for every k ∈ N0, just as in the proof of The-

orem 3 in [13]. Hence, the unique solution {P∗(t, 0,U0)}t∈[0,T ] of Cauchy problem (23)
in XT ,p has turned out to be of class C∞(Σ × [0, T ],Rn), for every T ∈ (0, t+(U0)),
proving that the maximal solution {P∗(t, 0,U0)}t∈[0,t+(U0)) of problem (23) from the
second part of Theorem 2 is a maximal flow line of evolution Eq. (13) in the sense of
Definition 2, (d), and that also Tmax(U0) ≥ t+(U0) has to hold.

(2) Now we consider the unique maximal solution {P∗(t, 0,U0)}t∈[0,Tmax(U0)) of problem
(23) from the first part of this theorem—starting in a smooth and umbilic-free immersion
U0 - and we assume here additionally that Σ is a complex compact torus and that the
immersion F0 is not only smooth but real analytic on Σ w.r.t. the prescribed complex
structure. On account of the complicated, quasilinear structure of the differential operator
[ f �→ MF0( f )] in formula (27) respectively (38), we cannot directly apply Simonett’s
and Shao’s regularity theory for linear parabolic equations on uniformly regular Rieman-
nian manifolds [28, 29] to smooth solutions of our Eq. (23), in order to prove their real
analyticity, locally in space and time. But we still succeed here as Shao did in [27] or in
Section 4 of [28] - discussing the real analyticity of theWillmore flow respectively of the
Ricci-DeTurck flow—localizing the quasilinear differential operator in (24) respectively
(76) in terms of a particular partition of unity, then adopting the argument of the proof of
Proposition 3.7 in [28] viaTheorem4.2 in [12] for each localized differential operator, and
then conclude by means of Proposition 2.5 and Lemma 3.8 in [28] and Proposition 6.4 in
[29]. Moreover, we will have to work here in slightly different function spaces, namely in
little Hölder spaces hs(Σ,Rn) instead of L p-spaces, thus exactly following Shao’s work
in [27] or Sections 4–6 of his paper [28]. Our argument therefore clearly deviates from the
proof of Theorem 3.14 in Appendix A.3 in [30], discussing the real analyticity of short-
time solutions of the elastic energy flow in Rm+1. Henceforth, we will work with a finite
conformal atlas A := {(Oj , ϕ j )} j=1,...,N of Σ with ϕ j : Oj

∼=−→ B2
1 (0), j = 1, . . . , N ,

with invers maps ψ j := (ϕ j )
−1, and we shall consider some arbitrary point p ∈ Σ and

some coordinate patch (Ojp , ϕ jp ) ofA containing p. As explained in Section 3.1 in [28],

we can add a conformal chart ϕι : Oι

∼=−→ B2
1 (0) to the atlas A, satisfying ϕι(p) = 0,

resulting in another conformal atlas Ã = A ∪ (Oι, ϕι). Furthermore, we introduce as in
Section 3.1 of [28] or in Section 4 of [29] open balls Bi := B2

iε0
(0), with i = 1, . . . , 5
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and 0 < ε0 < 1
5 , cut-off functions χ ∈ C∞

c (B2, [0, 1]) and ς ∈ C∞
c (B5, [0, 1]) with

χ ≡ 1 on B1 and ς ≡ 1 on B4, the truncated shift

θμ(y) := y + μχ(y), for y ∈ B2
1 (0), (80)

of points y in B2
1 (0), with μ ∈ B2

r (0) for some sufficiently small r ∈ (0, ε0)—see here
Section 2 in [12]—and the induced truncated shift about p on Σ :

Θμ(x) :=
{
(ϕι)

−1(θμ(ϕι(x)) : x ∈ Oι

x : x /∈ Oι.

By Proposition 2.4 in [12]—see also Lemma 3.1 in [28]—the truncated shift θμ induces
topological automorphisms of hs(U ,Rn) for any open subset U ⊂ R2 containing the

closed ball B3 = B2
3ε0

(0) and for any Hölder exponent s ∈ R+ \ N0, simply in terms of
composition:

u �→ (θμ)
∗(u) = u ◦ θμ

with invers

u �→ (θμ)∗(u) = u ◦ (θμ)
−1,

for functions u : U −→ Rn . Similarly, for functions u : Σ −→ Rn the truncated shift
Θμ induces a transformation

u �→ Θ∗
μ(u) := ϕ∗ι θ∗μψ∗

ι (ςu)+ (1− ς) u,

where we identified ς with its pullback ϕ∗ι ς from B2
1 (0) onto Oι ⊂ Σ , and this transfor-

mation is again an automorphism of hs(Σ,Rn) for any Hölder exponent s ∈ R+ \ N0,
on account of Proposition 3.3 in [28]. Now, as in Section 3.4 in [28] we choose a time
T ∈ (0, Tmax(U0)), another time t0 ∈ (0, T ), a small open interval B3ε0(t0) ⊂ (0, T )

about t0 and another bump function ξ ∈ C∞
c ((0, T ),R) with

supp(ξ) ⊂ (t0 − 2ε0, t0 + 2ε0) and ξ ≡ 1 on [t0 − ε0, t0 + ε0],
yielding the time-dependent time-translations

%λ(t) := t + λ ξ(t), for t ∈ [0, T ], (81)

for fixed parameters λ ∈ R. Furthermore, following the procedure in Section 3.4 of [28],
we consider the time-dependent shift θξ(t)·μ(y) = y + χ(y) ξ(t) μ, inducing

T̃μ(u)(y, t) := (θξ(t)·μ)∗(u)(y, t), for (y, t) ∈ U × [0, T ],
for functions u : U × [0, T ] −→ Rn , and analogously

Tμ(u)(x, t) := (Θξ(t)·μ)∗(u)(x, t), for (x, t) ∈ Σ × [0, T ], (82)

for functions u : Σ × [0, T ] −→ Rn and for |μ| < r , with r as in (80). Finally, together
with the time-shift in (81) we consider the local modifications

uλ,μ(x, t) := (Φ∗
λ,μu)(x, t) := (Tμ ◦ %∗λ)(u)(x, t)

= u(x + ξ(t) χ(x) μ, t + ξ(t) λ), for (x, t) ∈ Σ × [0, T ], (83)
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of any given function u : Σ × [0, T ] −→ Rn , with |λ|2 + |μ|2 < r2. By Proposition
3.10 in [28] and by the open mapping theorem the local modifications in (83) induce
topological automorphisms of the Banach space

E1 := C0([0, T ]; h4+β(Σ,Rn)) ∩ C1([0, T ]; hβ(Σ,Rn)) (84)

for some arbitrary β ∈ (0, 1), provided r in (80) and (83) is chosen sufficiently small.
We note here for later use, that there holds

uλ,μ(x, 0) = u(x + ξ(0) χ(x) μ, ξ(0) λ) = u(x, 0), for x ∈ Σ,

for any fixed function u : Σ ×[0, T ] −→ Rn . Moreover, Proposition 3.10 in [28] yields
a certain operator

[(λ, μ) �→ B(λ,μ)] ∈ Cω(B3
r (0),C

0([0, T ],L(h4+β(Σ,Rn), hβ(Σ,Rn)))) (85)

with B(λ,0) ≡ 0 such that

∂t uλ,μ(x, t) = (1+ ξ ′(t) λ) (Φλ,μ)
∗(∂t ut )(x)+ B(λ,μ)(uλ,μ)(x, t) (86)

holds ∀ (x, t) ∈ Σ × [0, T ] and for any fixed family of functions {ut } ∈ E1. Now
we apply formulae (83) and (86) directly to the flow line {P∗(t, 0,U0)}t∈[0,T ]—which
we shall henceforth abbreviate by {u∗t }t∈[0,T ]—and we shall use the important fact, that
the right hand side of evolution Eq. (13) is given by the time-independent, quasilinear
operator in formula (27) respectively (28) along smooth flow lines, on account of the
first part of Theorem 1. We see therefore, that the function u∗λ,μ ≡ (Φλ,μ)

∗(u∗) satisfies
u∗λ,μ( · , 0) = u∗( · , 0) = U0 on Σ and the equation

∂t u
∗
λ,μ(x, t) = (1+ ξ ′(t) λ) (Φλ,μ)

∗(∂t u∗t )(x)+ B(λ,μ)(u
∗
λ,μ)(x, t)

= (1+ ξ ′(t) λ) Tμ ◦ %∗λ(K F0(u∗t ).(u∗t ))(x)+ B(λ,μ)(u
∗
λ,μ)(x, t)

= (1+ ξ ′(t) λ) Tμ
(
K F0(%∗λu∗t ).(%∗λu∗t )

)
(x)+ B(λ,μ)(u

∗
λ,μ)(x, t)

= (1+ ξ ′(t) λ) Tμ
(
K F0((Tμ)

−1(u∗λ,μ)).((Tμ)−1(u∗λ,μ))
)
(x, t)+ B(λ,μ)(u

∗
λ,μ)(x, t)

= (1+ ξ ′(t) λ) Tμ ◦MF0 ◦ (Tμ)
−1(u∗λ,μ)(x, t)+ B(λ,μ)(u

∗
λ,μ)(x, t) (87)

for (x, t) ∈ Σ × [0, T ], where we have used the time-independence of the operator K F0

from formula (28) in the third line. Following now the notation of Section 4 in [27] or
Sections 4–6 in [28], we shall abbreviate E0 := hβ(Σ,Rn) and E1 := h4+β(Σ,Rn),
and moreover

E0 := C0([0, T ]; hβ(Σ,Rn)),

for the same β ∈ (0, 1) as in the definition of the spaceE1 in (84). Hence, in this proof we
shall exchange the parabolic L p-spaces L p([0, T ]; L p(Σ,Rn)) and XT ,p from (17) by
the smaller function spaces E0 and E1, in order to argue correctly throughout this proof.
Since the considered flow line {u∗t }t∈[0,T ] of Eq. (13) is smooth and thus contained in the
Banach space E1, we can choose a small open neighborhood VU0,T ,p about {u∗t }t∈[0,T ]
in E1, and we shall introduce the non-linear operatorΨ : VU0,T ,p× B3

r (0) −→ E1×E0,
sending the triple ({ ft }, (λ, μ)) to the pair

(
γ0({ ft })−U0

∂t ft − (1+ ξ ′(t) λ) Tμ ◦MF0 ◦ (Tμ)−1({ ft })− B(λ,μ)({ ft })
)
.
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We should note here for later use, that statement (87) is equivalent to:

Ψ (u∗λ,μ, (λ, μ)) = 0 in E1 × E0, (88)

for every pair (λ, μ) ∈ B3
r (0). Nowwe shall prove exactly as in Section 4 of [27], that this

operator is real analytic, provided VU0,T ,p and r > 0 are chosen sufficiently small. We
can firstly infer from (85) and Proposition 2.5 in [28] - exactly as on p. 12 in [27]—that
there holds:

[({ ft }, (λ, μ)) �→ B(λ,μ)({ ft })] ∈ Cω(VU0,T ,p × B3
r (0),E0). (89)

Now we aim to prove, that the technically most challenging operator

[({ ft }, μ) �→ (Tμ ◦MF0 ◦ (Tμ)
−1)({ ft })] (90)

within the above definition of Ψ is of class Cω(VU0,T ,p × B2
r (0),E0). To this end,

we proceed exactly as on pp. 12–13 in [27], making again use of the fact, that the
non-linear differential operator [ f �→ MF0( f )] has actually a quasilinear structure
[ f �→ K F0( f ).( f )], which is given by formula (28) respectively (38), i.e. that there
holds:

MF0( ft )(x) = (K F0( ft ).( ft ))(x)

= −1

2

1

|A0
ft
|4(x) g

i j
ft
gklft ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( ft )(x)

+Ñ F0(x, Dx ft (x), D
2
x ft (x)) · D3

x ft (x)

+C̃F0(x, Dx ft (x), D
2
x ft (x)) · D2

x ft (x)

+D̃F0(x, Dx ft (x), D
2
x ft (x)) · Dx ft (x) (91)

for (x, t) ∈ Σ×[0, T ] and every { ft } ∈ VU0,T ,p—providedVU0,T ,p is chosen sufficiently
small in E1—where the functions Ñ F0 , C̃F0 and D̃F0 in (91) have the same algebraic
structure as the functionsN F0 ,CF0 andDF0 in formulae (28) and (38). In order to correctly
deal with the quasilinearity of the decisive factor [ f �→ gi jf gklf ∇F0

i ∇F0
j ∇F0

k ∇F0
l ( f )] of

the leading differential operator in (91), we have to localize this operator on the particular
coordinate patch Ojp containing the point p, which we had chosen above. As explained
on p. 68 in [28], we can use a fixed localization system {(π j , ζ j )} j=1,...,N subordinate to
our original conformal atlasA = {(Oj , ϕ j )} j=1,...,N , meeting properties (L1)–(L3) on p.
49 in [28], together with the additional localization function ζι := ϕ∗ι (ζ ) on the auxiliary
coordinate patch Oι—similarly to the original bump functions ζ j := ϕ∗j (ζ ), which are

pullbacks w.r.t. the original charts ϕ j of a fixed bump function ζ ∈ C∞
c (B2

1 (0), [0, 1])
appearing in condition (L2) on p. 49 in [28]—in order to define a new, more suitable
partition of unity subordinate to our original atlas A by:

π̃ j := π2
j − π̃ jp π

2
j , 1 ≤ j ≤ N , with π̃ jp := ζ jp + ζι − ζ jp ζι.

The particular bump functionπ :=
√
π̃ jp has support in the original chart (Ojp , ϕ jp ) ∈ A

containing the chosen point p, and its construction guarantees that ψι(B4) ⊂ [π = 1],
provided ε0 > 0 is chosen appropriately. Now first of all, we obtain the operator identity

K F0(h) = π2 · K F0(h)+
∑
j $= jp

π̃ j · K F0(h) in L(E1, E0), (92)
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for every fixed h ∈ Immuf (Σ,Rn). According to formula (31)we have for any immersion
h ∈ E1:

π(x) ·
(
gi jh (x) gklh (x)∇F0

i ∇F0
j ∇F0

k ∇F0
l (h)(x)

)

= π(x) ·
(
gi jh (x) gklh (x) ∂i jklh(x)+ Di jk

3 (x, ∂xh(x), ∂
2
x h(x)) · ∂i jkh(x)

+D̃(x, ∂xh(x), ∂
2
x h(x))

)
, (93)

for x ∈ Ojp , where ∂xh(x) := (∂1h, ∂2h)(x) and ∂2x h(x) := (∂211h, . . . , ∂
2
22h)(x), and

where Di jk
3 and D̃ are Matn,n(R)- respectively Rn-valued functions on Ojp , whose

components are rational functions of the partial dervatives of h up to second order—as
precisely indicated in (93)—and additionally of the partial derivatives of F0 up to fourth

order, which are here real analytic. Using the fixed chart ψ jp = (ϕ jp )
−1 : B2

1 (0)
∼=−→

Ojp , the partial derivatives in (93) correspond to partial derivatives on B2
1 (0), and there-

fore the differential operator on the right-hand side of (93) is a well-defined quasilinear
differential operator on Ojp , which extends smoothly to the zero-operator on entire Σ .
Similarly to p. 67 in [28] and to p. 13 in [27] we infer from formulae (31) and (56), that
the right-hand side in (93) can be written as a quotient, whose nominator is a sum of
finitely many products of locally defined, linear differential operators up to order o = 4,
i.e. of [

v �→ coα ∂α(v)
]
, for functions v ∈ C4(Ojp ,R

n), (94)

and whose denominator is exactly given by:
[
v �→ (

det
[
(〈∂i (v), ∂ j (v)〉)i j

])2]
, for functions v ∈ C1(Ojp ,R

n), (95)

here applied to the restriction of the immersion h ∈ E1 to the coordinate patch Ojp ⊂ Σ ,
where α = (α1, α2) ∈ (N0)

2 with 1 ≤ o := |α| = α1 + α2 ≤ 4, and where especially
c4α(x) = π(x) for |α| = 4. In view of the proof of Proposition 3.7 in [28], we shall

interpret here the operators in (94) as differential operators mapping h4+β
cp (Σ,Rn) into

hβ
cp(Σ,Rn), adopting here the non-standard notation

hscp(�,Rn) := { u ∈ hs(�,Rn) | supp(u) ⊆ ψι(B5) }, for s ∈ R+ \ N0,

from Section 3.1 in [28], and we should note here, that the above coefficients coα , with
o = |α| ∈ {1, 2, 3}, are smooth real-valued functions on the entire patch Ojp and even
real analytic functions on any open subsetUjp ⊂ Ojp satisfyingUjp ⊂ [π = 1], because
they are composed of certain partial derivatives of the components of the real analytic
immersion F0, and they might also contain the smooth bump function π from (93) as
a factor. As mentioned at the beginning of Section 3.2 in [28], we should choose here
the open set Ujp in such a way, that ψι(B3) ⊂ Ujp ⊂ ψι(B4) holds, in view of the fact
that ψι(B4) is contained in [π = 1], by construction. Hence, exactly as in the proof of
Proposition 3.7 in [28] we can conclude via Theorem 4.2 in [12] combined with Lemma
3.1 in [28], that the maps

[
μ �→ Θμ ◦

(
coα ∂α

)
◦ (Θμ)

−1] (96)

are of class Cω(B2
r (0),L(h4+β

cp (Σ,Rn), hβ
cp(Σ,Rn))), for each order o = |α| ∈

{1, 2, 3, 4}, provided 0 < r & ε0. Now we may apply Lemma 3.8 in [28] respec-
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tively Lemma 5.1 in [12] to statement (96)—here with the basic Banach space
L(h4+β

cp (Σ,Rn), hβ
cp(Σ,Rn))—and we infer, that the maps

[
μ �→ Tμ ◦

(
coα ∂α

)
◦ (Tμ)

−1] (97)

are of class Cω(B2
r (0),C

0([0, T ],L(h4+β
cp (Σ,Rn), hβ

cp(Σ,Rn)))), for each order o =
|α| ∈ {1, 2, 3, 4}, provided r > 0 is sufficiently small. See here the definition in (82)
and also formula (4.8) in [28]. Since the “cut-off” differential operator in (93) extends
trivially to entireΣ and is a rational expression of linear differential operators as pointed
out in (94) and (95), we can finally combine the result in (97) via Proposition 6.4 in [29]
and Proposition 2.5 in [28], in order to conclude that the map

[
({ ft }, μ) �→ Tμ ◦

(
π · (gi j

T−1μ ({ ft }) g
kl
T−1μ ({ ft }) ∇

F0
i ∇F0

j ∇F0
k ∇F0

l (T−1μ ({ ft }))
))]

(98)

is of class Cω(VU0,T ,p × B2
r (0),E0), where we should keep in mind the fact, that the

derivatives of fourth and third order in (93) contribute only affine linearly to (98). On
account of formulae (7)–(9) and (34) exactly the same method can be employed, in order
to prove that the remaining factor 1

2|A0
ft
|4 in (91) gives rise to a map

[
({ ft }, μ) �→ Tμ ◦

(
π · 1

2 |A0
(Tμ)−1({ ft })|4

)]
(99)

of classCω(VU0,T ,p×B2
r (0),C

0([0, T ]; hβ(Σ,R))). Now, combining the results in (98)
and (99) again via Proposition 2.5 in [28], we infer that the entire leading operator on
the right hand side of (91) yields a map

[
({ ft }, μ) �→ Tμ ◦

(
π2 · 1

2

1

|A0
(Tμ)−1({ ft })|4

gi j
(Tμ)−1({ ft }) g

kl
(Tμ)−1({ ft })

·∇F0
i ∇F0

j ∇F0
k ∇F0

l ((Tμ)
−1({ ft }))

) ]
(100)

of regularity class Cω(VU0,T ,p × B2
r (0),E0). Since the remaining three terms in (91) of

order< 4 can be handled in exactly the same way, the above method shows that the map
[
({ ft }, μ) �→

(
Tμ ◦

(
π2 ·MF0

)
◦ (Tμ)

−1)({ ft })
]

is of regularity class Cω(VU0,T ,p × B2
r (0),E0). Since each remaining map [({ ft }, μ) �→

(Tμ ◦ (π̃ j ·MF0) ◦ (Tμ)−1)({ ft })], for j $= jp , according to our decomposition in (92),
is trivially of regularity class Cω(VU0,T ,p× B2

r (0),E0) as well, we can sum them up and
finally infer from

∑N
j=1 π̃ j = 1 onΣ the correctness of our claim in (90). Together with

statement (89) we conclude again via Proposition 2.5 in [28], that the map Ψ is of class
Cω(VU0,T ,p × B3

r (0),E0) indeed, provided VU0,T ,p and r > 0 are chosen sufficiently
small.
Furthermore, one can prove exactly as in the second and third part of Theorem 1, that
the quasilinear differential operator

∂t −MF0 : VU0,T ,p ⊂ E1 −→ E0

is real analytic—here w.r.t. the norms of the Banach spaces E1 and E0, differing from
the corresponding L p-spaces—and that its Fréchet-derivative

∂t − DMF0({ ft }) : T{ ft }VU0,T ,p = E1 −→ E0

123



Partial Differential Equations and Applications (2022) 3 :67 Page 33 of 48 67

in any fixed { ft } ∈ VU0,T ,p is a linear, uniformly parabolic operator of fourth order,
concretely given by formula (21) again. Moreover, since the considered flow line
{u∗t }t∈[0,T ] ≡ {u(t,U0)}t∈[0,T ] is C∞-smooth, one can argue as in the proof of Proposi-
tion 2—but now via Theorems 3.3 and 3.7 in [29], here applied simply with interpolation
parameter γ = 1—that for each fixed time s ∈ [0, T ] the linear operator

(
γ0, ∂t − DMF0(u

∗
s )

)
: E1

∼=−→ E1 × E0

is a topological isomorphism. Now, again on account of formula (21) combined with
the smoothness of {u∗t }t∈[0,T ], we can infer from Lemma 2.8 (a) in [9]—here again with
interpolation parameter μ = 1—that

(
γ0, ∂t − DMF0({u∗t })

)
: E1

∼=−→ E1 × E0 (101)

is an isomorphism as well, similarly to the statement of the fourth part of Theorem 1. On
the other hand, the Fréchet-derivative of the real analytic map Ψ : VU0,T ,p × B3

r (0) −→
E1 × E0 w.r.t. its first argument in the special point ({ ft }, (μ, λ)) = ({u∗t }, (0, 0)) is
exactly the linear, isomorphic operator in (101), due to B(0,0) ≡ 0. Since we also know
that Ψ (u∗λ,μ, (λ, μ)) = 0 for all (λ, μ) ∈ B3

r (0) by (88), the Implicit Function Theorem
for real analytic operators [[34], Theorem4.B andCorollary 4.23] yields some small open,
non-empty ball B3

ε0
(0) ⊂ B3

r (0) and a unique real analytic map h : B3
ε0
(0) −→ VU0,T ,p ,

such that h(λ, μ) = u∗λ,μ for (λ, μ) ∈ B3
ε0
(0), implying especially that (λ, μ) �→ u∗λ,μ

is a real analytic function from B3
ε0
(0) into E1. Hence, Theorem 1.1 in [28] respectively

Theorem 4.1 in [29] finally yield the asserted real analyticity of the flow line {u∗t }t∈[0,T ]
about both any point p ∈ Σ and any time t0 ∈ (0, T ), and for every T ∈ (0, Tmax(U0)).

��

3 Main theorems 4 and 5 and their proofs

In this section we will prove the main results of this article. We shall start with a further
investigation of the evolution operator of the “DeTurck modification” (13) of the MIWF (1)
and of its linearization. For any fixed immersion F0 ∈ Immuf (Σ,Rn)∩C∞(Σ,Rn) and for

any fixed p ∈ (3,∞) we will denote by B
4− 4

p ,p
ρ (F0) the open ball of radius ρ > 0 about

F0 in the space of traces W
4− 4

p ,p(Σ,Rn) from line (18), and we will abbreviate XT for the
basic Banach space XT ,p from line (17), and similarly YT := YT ,p .

Theorem 4 Suppose that Σ is a smooth compact torus and that F0 is a smooth and
umbilic-free immersion, i.e. of class C∞(Σ,Rn) ∩ Immuf (Σ,Rn). Furthermore, let T ∈
(0, Tmax(F0)) and p ∈ (3,∞) be arbitrarily chosen, where Tmax(F0) has been defined in
Definition 2. Then the following statements hold:

(1) There is some ρ = ρ(Σ, F0, T , p) > 0, such that for every F ∈ W 4− 4
p ,p(Σ,Rn) with

‖ F − F0 ‖
W

4− 4
p ,p

(Σ,Rn)
< ρ the existence interval [0, t+(F)) of the maximal solution

{P∗( · , 0, F)} of Cauchy problem (23) from the second part of Theorem 2 contains the
prescribed interval [0, T ], and the resulting evolution operator

P∗( · , 0, · ) : B4− 4
p ,p

ρ (F0) ⊂ W 4− 4
p ,p(Σ,Rn) −→ XT , (102)
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mapping any element F of the open ball B
4− 4

p ,p
ρ (F0) about F0 in W 4− 4

p ,p(Σ,Rn) to
the unique solution {P∗(t, 0, F)}t∈[0,T ] of Cauchy problem (23) in XT , is of class Cω.

(2) For any fixed ξ ∈ W 4,p(Σ,Rn) the function [(x, t) �→ (DFP∗(t, 0, F0).ξ)(x)] arising
from the Fréchet derivative

DFP∗( · , 0, F0) : W 4− 4
p ,p(Σ,Rn) −→ XT (103)

of the evolution operator [F �→ P∗( · , 0, F)] in line (102) in the immersion F0 is the
unique solution {zt } of the linear uniformly parabolic initial value problem (104) in

C1([0, T ]; L p(Σ,Rn)) ∩ C0([0, T ];W 4,p(Σ,Rn)), which starts moving at time t = 0
in the given function ξ ∈ W 4,p(Σ,Rn): 3

∂t ut (x) = (D(MF0 )(P∗(t, 0, F0)).ut )(x)

≡ −1

2
| A0

P∗(t,0,F0)(x) |−4 gi jP∗(t,0,F0) g
kl
P∗(t,0,F0) ∇F0

i ∇F0
j ∇F0

k ∇F0
l (ut )(x)

−Bi jk
3 (x, DxP∗(t, 0, F0), D2

xP∗(t, 0, F0)) · ∇F0
i jk(ut )(x)

−Bi j
2 (x, DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0)) · ∇F0
i j (ut )(x)

−Bi
1(x, DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0)) · ∇F0
i (ut )(x)

for (x, t) ∈ � × [0, T ] and with u0 = ξ on Σ, (104)

where

Bi jk
3 ( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0)),

Bi j
2 ( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0)),
Bi
1( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0))

are coefficients of Mat3,3(R)-valued, contravariant tensor fields of degrees 3, 2 and 1,
whose basic properties have been proved in Theorem 1 (iii).

(3) The Fréchet derivative in line (103) of the evolution operator [F �→ P∗( · , 0, F)] in
the umbilic-free immersion F0 has the particular property, to yield for every fixed time
t ∈ [0, T ] a linear continuous operator

DFP∗(t, 0, F0) : W 4,p(Σ,Rn) −→ W 4,p(Σ,Rn), (105)

and this linear operator has a unique continuous linear extension

DFP∗(t, 0, F0) : L p(Σ,Rn) −→ L p(Σ,Rn) (106)

for every fixed time t ∈ [0, T ], whose range is contained in W 4,p(Σ,Rn), if t ∈ (0, T ].
(4) The differential Eq. (104) generates a parabolic fundamental solution

GF0(t, s) : L p(Σ,Rn) −→ L p(Σ,Rn), ∀ s ≤ t ∈ [0, T ],
with range in W 4,p(Σ,Rn) for t > s, which extends the family of linear opera-
tors [(t, s) �→ DFP∗(t, s,P∗(s, 0, F0))] continuously and linearly from the space
W 4,p(Σ,Rn) to the space L p(Σ,Rn), i.e. we have

GF0(t, s) = DFP∗(t, s,P∗(s, 0, F0)) : W 4,p(Σ,Rn) −→ W 4,p(Σ,Rn), (107)

3 According toDefinition 4.1.1 in [21] thismeans exactly, that the function [(x, t) �→ (DFP∗(t, 0, F0).ξ)(x)]
is the unique strict solution of initial value problem (104) w.r.t. the Banach spaces X := L p(Σ,Rn) and

D := W 4,p(Σ,Rn).
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for every pair s ≤ t ∈ [0, T ]. In particular, this uniquely extended family
of linear operators in L(L p(Σ,Rn), L p(Σ,Rn))—again denoted by [(t, s) �→
DFP∗(t, s,P∗(s, 0, F0))]—has the semigroup property:

DFP∗(t, s,P∗(s, 0, F0)) ◦ DFP∗(s, r ,P∗(r , 0, F0)) = DFP∗(t, r ,P∗(r , 0, F0)) (108)

in L p(Σ,Rn), for any 0 ≤ r ≤ s ≤ t ≤ T .
(5) For every fixed t ∈ (0, T ] and ξ∗ ∈ (L p(Σ,Rn))∗ the function

ys :=
(
DFP∗(t, s,P∗(s, 0, F0))

)∗
(ξ∗), for s ∈ [0, t],

is of class

{ys} ∈ C1([0, t); (L p(Σ,Rn))∗) ∩ C0([0, t); D(A∗0)) ∩ C0([0, t]; (L p(Σ,Rn))∗), (109)

it is the unique classical solution4 of the adjoint linear terminal value problem:

∂s ys = −
(
D(MF0)(P∗(s, 0, F0))

)∗
(ys) in (L p(Σ,Rn))∗, ∀ s ∈ [0, t),

yt = ξ∗ in (L p(Σ,Rn))∗, (110)

and its time inverse {ỹs} := {yt−s} is the unique mild solution 5 of the initial value
problem:

∂s ỹs =
(
D(MF0)(P∗(t − s, 0, F0))

)∗
(ỹs) in (L p(Σ,Rn))∗, ∀ s ∈ (0, t],

ỹ0 = ξ∗ in (L p(Σ,Rn))∗. (111)

Proof (1) On account of the first part of Theorem 3 there is a unique, maximal flow line
{P∗(t, 0, F0)}t∈[0,Tmax(F0)) of evolution Eq. (16), in the sense of Definition 2, (d), because
the immersion F0 was supposed to be smooth and umbilic-free. Furthermore we know
from Theorem 1, that for any fixed T ∈ (0, Tmax(F0)) there is some open neighborhood
WF0,T ,p about the smooth solution {P∗(t, 0, F0)}t∈[0,T ] of Eq. (13) within the space
XT , such that the operator Ψ F0,T in line (19) is a Cω-map from WF0,T ,p to YT , whose
Fréchet derivative in the particular element {P∗(t, 0, F0)}t∈[0,T ] ∈ WF0,T ,p ∩ C∞(Σ ×
[0, T ],Rn) yields a topological isomorphism between XT and YT . Noting also that there
holds

Ψ F0,T ({P∗(t, 0, F0)}t∈[0,T ]) = (F0, 0) ∈ YT ,

by definition of the operatorΨ F0,T in (19) and since {P∗(t, 0, F0)}t∈[0,T ] solves Eq. (13),
we infer from the InverseMapping Theorem for non-linearCω-operators [[34], Theorem
4.B and Corollary 4.23], that there is some small open ball Bρ((F0, 0)) ⊂ YT , with ρ =
ρ(Σ, F0, T , p) > 0, and an appropriate further open neighborhoodW ∗

F0,T ,p ⊂ WF0,T ,p

of {P∗(t, 0, F0)}t∈[0,T ] in XT , such that

Ψ F0,T : W ∗
F0,T ,p

∼=−→ Bρ((F0, 0))

is a Cω-diffeomorphism. Hence, by definition of the map Ψ F0,T the restriction of the

inverse map (Ψ F0,T )−1 to the product B
4− 4

p ,p
ρ (F0)× {0} ⊂ Bρ((F0, 0)) yields exactly

4 See here Definition 4.1.1 in [21].
5 See here Definition 4.1.4 in [21].
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the unique maximal solutions {P∗(t, 0, F)}t∈[0,T ] of the parabolic Cauchy problems in
(23) restricted to Σ × [0, T ] from the second part of Theorem 2, i.e.:

XT  {P∗(t, 0, F)}t∈[0,T ] = (Ψ F0,T )−1((F, 0))

∀ F ∈ B
4− 4

p ,p
ρ (F0) ⊂ W 4− 4

p ,p(Σ,Rn), (112)

and this map consequently has to be of class Cω as a non-linear operator from

W 4− 4
p ,p(Σ,Rn) to XT .

(2) Now we show that the Gateaux derivative of the evolution operator [F �→ P∗( · , 0, F)]
of Eq. (13) in the fixed umbilic-free immersion F0 has to coincide with the unique strict
solution of the linear parabolic initial value problem (104); compare here to the footnote
attached to Eq. (104) regarding this terminology. To this end, we firstly fix some function
ξ ∈ W 4,p(Σ,Rn) \ {0} arbitrarily, in order to define the auxiliary function

y( · , h) := P∗( · , 0, F0 + h ξ) ∈ XT ,

for sufficiently small |h| ≥ 0. We can immediately see that there holds y(0, h) =
P∗(0, 0, F0+h ξ) = F0+h ξ . Recalling statement (102) of the first part of this theorem
we set h∗(T , ξ) := ρ

‖ξ‖W4,p (Σ,Rn )
for the same ρ > 0 as in statement (102), in order to

guarantee that the initial immersions y(0, h) satisfy ‖ y(0, h) − F0 ‖W 4,p(Σ)< ρ for
every |h| < h∗(T , ξ). Furthermore, we have that

y(0, h)− y(0, 0)

h
= F0 + h ξ − F0

h
= ξ for h $= 0. (113)

On account of the second part of Theorem 1 there is an open neighborhoodWF0,T ,p of the
flow line {y(t, 0)}t∈[0,T ] = {P∗(t, 0, F0)}t∈[0,T ] in the space XT , such that the operator

MF0 : WF0,T ,p
Cω−→ L p([0, T ]; L p(Σ,Rn)), { ft }t∈[0,T ] �→ {MF0( ft )}t∈[0,T ](114)

is real analytic, and on account of the first part of this theorem the evolution operator

P∗( · , 0, · ) in line (102) maps the open W 4− 4
p ,p-ball B

4− 4
p ,p

ρ (F0) about F0 into the
open neighborhoodWF0,T ,p of {y(t, 0)}t∈[0,T ] real analytically, thus in particular locally
Lipschitz continuously. Hence, we conclude that for every ε > 0 there is a δ(ε) > 0,
such that

‖ y( · , h)− y( · , 0) ‖XT≡‖ P∗( · , 0, F0 + h ξ)− P∗( · , 0, F0) ‖XT < ε, (115)

for any |h| < δ(ε). Therefore, we can choose some positive h∗ < h∗(T , ξ) =
ρ

‖ξ‖W4,p (Σ,Rn )
that small, such that every convexly combined function [(s, x) �→

(σ y(s, h) + (1 − σ) y(s, 0))(x)] is contained in the open neighborhood WF0,T ,p of
the flow line {y(t, 0)}t∈[0,T ] in XT , for every fixed σ ∈ [0, 1], provided we have
0 ≤ |h| < h∗. Now, since we know from the second part of Theorem 2 respec-

tively from the first part of this theorem, that for every fixed F ∈ B
4− 4

p ,p
ρ (F0)

the solution {P∗(t, 0, F)}t∈[0,T ] of flow Eq. (13) is an element of the space XT =
W 1,p([0, T ]; L p(Σ,Rn)) ∩ L p([0, T ];W 4,p(Σ,Rn)), the differential Eq. (13), i.e.

∂t (P∗( · , 0, F)) = MF0(P∗( · , 0, F)) in L p([0, T ]; L p(Σ,Rn)),

and embedding (30) imply the integral equation

P∗(t, 0, F)− F =
∫ t

0
MF0(P∗(s, 0, F)) ds in L p(Σ,Rn) (116)
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for every t ∈ [0, T ] and for every fixed F ∈ B
4− 4

p ,p
ρ (F0). Moreover, we recall here

that for any η ∈ XT the function (D(MF0)(σ y( · , h) + (1 − σ) y( · , 0)))(η) is not
only an abstract element of the Banach space L p([0, T ]; L p(Σ,Rn)), but it can be
“concretely computed” in terms of the right hand side of formula (21), at least in L1-
almost every s ∈ [0, T ]. Recalling now statements (113) and (114) and the fact that we
have {σ y(s, h)+(1−σ) y(s, 0))}s∈[0,T ] ∈ WF0,T ,p , for every fixed σ ∈ [0, 1] and every
0 ≤ |h| < h∗, we can combine Eq. (116) with the generalized mean value theorem, in
order to infer for the difference quotients

zh( · ) := 1

h

(
y( · , h)− y( · , 0)) ∈ XT , being defined for 0 < |h| < h∗,

the crucial equation

zh(t) = y(0, h)− y(0, 0)

h
+

∫ t

0

1

h

(
MF0 (y(s, h))−MF0 (y(s, 0))

)
ds

= ξ +
∫ t

0

∫ 1

0
D(MF0 )

(
σ y(s, h)+ (1− σ) y(s, 0)

)
.
( y(s, h)− y(s, 0)

h

)
dσ ds

≡ ξ +
∫ t

0

( ∫ 1

0
D(MF0 )

(
σ y(s, h)+ (1− σ) y(s, 0)

)
dσ

) ( y(s, h)− y(s, 0)

h

)
ds

≡ ξ +
∫ t

0
NF0,hξ (s).(zh(s)) ds on Σ, (117)

for every t ∈ [0, T ] and for 0 < |h| < h∗. Here, we have used the abbreviation

NF0,hξ (s) :=
∫ 1

0
D(MF0)

(
σ y(s, h)+ (1− σ) y(s, 0)

)
dσ,

for 0 < |h| < h∗, which again has to be interpreted pointwise in L1-almost every
s ∈ [0, T ] by means of the right hand side of formula (21). Now, using again statement
(115) and the fact from line (114), that MF0 : WF0,T ,p −→ L p([0, T ]; L p(Σ,Rn)) is
an operator of class Cω, we infer that for every ε > 0 there is some δ̃(ε) > 0, such that

‖ NF0,hξ ( · )− D(MF0)(y( · , 0)) ‖L(XT ,L p([0,T ],L p(Σ,Rn)))

≤
∫ 1

0
‖ D(MF0)

(
σ y( · , h)+ (1− σ) y( · , 0))

−D(MF0)(y( · , 0)) ‖L(XT ,L p([0,T ],L p(Σ,Rn))) dσ < ε (118)

holds, provided 0 < |h| < δ̃(ε). Now, again using the result of the first part of this
theorem, i.e. statement (102), we can immediately infer from the definition of the fam-
ily {zh} and from the chain rule, that {zh} converges in XT to the Fréchet derivative
DFP∗( · , 0, F0).(ξ) applied to ξ respectively to the Gateaux derivative DξP∗( · , 0, F0)
w.r.t. ξ of the evolution operator [F �→ {P∗(t, 0, F)}t∈[0,T ]] as h → 0:

lim
h→0

zh ≡ lim
h→0

y(s, h)− y(s, 0)

h

= lim
h→0

([
(x, t) �→ P∗(t, 0, F0 + h ξ)(x)− P∗(t, 0, F0)(x)

h

])

≡ [(x, t) �→ DξP∗(t, 0, F0)(x)] =: z∗ in XT . (119)
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Wenote here that it is an immediate consequence of the above construction of the function
z∗ and of embedding (30), that there holds

[(x, t) �→ DξP∗(t, 0, F0)(x)] ≡ z∗ ∈ C0([0, T ],W 4− 4
p ,p(Σ,Rn)). (120)

Inserting the convergences (118) and (119) into formula (117), we infer the following
integral equation from the triangle inequality for “Bochner’s integral” and from Hölder’s
inequality, when letting tend h ↘ 0:

z∗t = ξ +
∫ t

0
D(MF0)(y(s, 0)).(z

∗
s ) ds

≡ ξ +
∫ t

0
D(MF0)(P∗(s, 0, F0)).(z∗s ) ds in L p(Σ,Rn) (121)

for every t ∈ [0, T ], taking here also (120) into account. Since we know already from
convergence (119), that the limit function z∗ is an element of XT , and sincewe know from
the second part of Theorem 1, that the Fréchet derivative D(MF0)(P∗( · , 0, F0)) maps
theBanach space XT continuously into L p([0, T ]; L p(Σ,Rn)), wemay differentiate Eq.
(121)w.r.t. t and obtain togetherwith computation (65) an equivalent reformulation of Eq.
(121), stating that the function [(x, t) �→ z∗t (x)] ≡ [(x, t) �→ DξP∗(t, 0, F0)(x)] ∈ XT

from line (119) solves the following linear parabolic differential system of equations:

∂t (z
∗
t ) = D(MF0 )(P∗(t, 0, F0)).(z∗t )

= −1

2
| A0

P∗(t,0,F0) |−4 gi jP∗(t,0,F0) g
kl
P∗(t,0,F0) ∇F0

i ∇F0
j ∇F0

k ∇F0
l (z∗t )

−Bi jk
3 ( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0)) · ∇F0
i jk(z

∗
t )

−Bi j
2 ( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0)) · ∇F0
i j (z∗t )

−Bi
1( · , DxP∗(t, 0, F0), D2

xP∗(t, 0, F0), D3
xP∗(t, 0, F0), D4

xP∗(t, 0, F0)) · ∇F0
i (z∗t )
(122)

in L p([0, T ]; L p(Σ,Rn)), with z∗0 = ξ on Σ , if ξ ∈ W 4,p(Σ,Rn), just as asserted in
line (104). Since we know that {P∗(t, 0, F0)}t∈[0,T ] ∈ C∞(Σ × [0, T ],Rn), we infer
from the fourth part of Theorem 1, that the Fréchet derivative D(Ψ F0,T )(P∗( · , 0, F0))
is a topological isomorphism between XT and YT , which implies that the function
[(x, t) �→ z∗t (x)] ≡ [(x, t) �→ DξP∗(t, 0, F0)(x)] in line (119) has to be the
unique solution of initial value problem (122) within the space XT . Furthermore, we
know already from the proof of the fourth part of Theorem 1, that the linear opera-
tor “∂t − D(MF0)(P∗( · , 0, F0))” satisfies all requirements of Proposition 2. Hence,
Proposition 2 guarantees us, that the linear differential operators

ω IdL p(Σ,Rn) − At := ω IdL p(Σ,Rn) − D(MF0)(P∗(t, 0, F0)) :
W 4,p(Σ,Rn) −→ L p(Σ,Rn) (123)

are of type (M, ϑ) for every fixed t ∈ [0, T ], where the angle ϑ ∈ (π/2, π) is arbi-
trarily fixed, and where M = M(Σ, F0, T , p, ϑ) ≥ 1 and ω = ω(Σ, F0, T , p, ϑ)

> 0 are sufficiently large real numbers. In particular, the differential operators At ≡
D(MF0)(P∗(t, 0, F0)) in line (123) are “sectorial” in L p(Σ,Rn)—in the sense of Def-
inition 2.0.1 in [21]—on account of estimate (75), uniformly for every t ∈ [0, T ]. Since
the operators At also depend smoothly on t , the family of linear operators {At } sat-
isfies all principal hypotheses of Section 6.1 in [21] for the couple of Banach spaces
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X := L p(Σ,Rn) and D := W 4,p(Σ,Rn), adopting here the notation of Chapter
6 in [21]. Hence, we may apply the results of Sections 6.1 and 6.2 of [21], and we
thus obtain a “parabolic fundamental solution” respectively an “evolution operator”
{G(t, s)} ≡ {GF0(t, s)} ⊂ L(X , X), for 0 ≤ s ≤ t ≤ T , which is characterized by
the following 5 properties:

(1) There exists some constant C(Σ, F0, T , p) > 0, such that

‖ G(t, s).(ξ) ‖L p(Σ,Rn)≤ C(Σ, F0, T , p) ‖ ξ ‖L p(Σ,Rn), (124)

for every ξ ∈ L p(Σ,Rn) and for every 0 ≤ s ≤ t ≤ T . In particular, the operator
G(t, s) yields a linear continuous map

G(t, s) : L p(Σ,Rn) −→ L p(Σ,Rn), (125)

for 0 ≤ s ≤ t ≤ T ; and it has the additional property that range(G(t, s)) ⊂
W 4,p(Σ,Rn), if s < t .

(2) For every 0 ≤ r ≤ s ≤ t ≤ T there holds the semigroup property:

G(t, s) ◦ G(s, r) = G(t, r) (126)

and also G(s, s) = Id on L p(Σ,Rn), ∀ s ∈ [0, T ].
(3) For every fixed s ∈ [0, T ) and for every ξ ∈ L p(Σ,Rn) the function [t �→

G(t, s).(ξ)] is continuous on [s, T ] and continuously differentiable in (s, T ], and
the derivative ∂tG(t, s).(ξ) satisfies the linear differential equation

∂tG(t, s).(ξ) = (At ◦ G(t, s)).(ξ), ∀ t ∈ (s, T ]. (127)

(4) For every fixed t ∈ (0, T ] and every ξ ∈ W 4,p(Σ,Rn) the function [s �→
G(t, s).(ξ)] is continuous on [0, t] and continuously differentiable in [0, t), and
the derivative ∂sG(t, s).(ξ) satisfies the linear differential equation

∂sG(t, s).(ξ) = −(G(t, s) ◦ As).(ξ), ∀ s ∈ [0, t). (128)

(5) There is some constant C = C(Σ, F0, T , p) > 0 such that there holds the estimate

‖ G(t, s).(ξ) ‖W 4,p(Σ,Rn)≤
C

t − s
‖ ξ ‖L p(Σ,Rn), (129)

for every ξ ∈ L p(Σ,Rn), for 0 ≤ s < t ≤ T .

It is important tomention here, that the above “parabolic fundamental solution”GF0(t, s)
is actually uniquely determined by the above 5 properties according to Section 3 in [1]
respectively Theorem 4.4.1 of Chapter II in [2]. Moreover, we can infer from the above
properties of the differential operators At := D(MF0)(P∗(t, 0, F0)) and from Corollary
6.1.9 and Proposition 6.2.2 in [21], that the above “parabolic fundamental solution”
[(x, t) �→ (GF0(t, 0).ξ)(x)] is the unique strict solution of the initial value problem

∂t (z
∗
t ) = D(MF0)(P∗(t, 0, F0)).(z∗t ) ≡ (At ).(z

∗
t ), for t ∈ [0, T ],

z0 = ξ ∈ W 4,p(Σ,Rn) (130)

w.r.t. the Banach spaces X := L p(Σ,Rn) and D := W 4,p(Σ,Rn), i.e. that the mild
solution [(x, t) �→ (GF0(t, 0).ξ)(x)] of problem (130) satisfies:

[(x, t) �→ (GF0(t, 0).ξ)(x)]∈C1([0, T ]; L p(Σ,Rn))∩C0([0, T ];W 4,p(Σ,Rn))

(131)
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and that there is no further such solution of initial value problem (130). Now, since the
Banach space in (131) is contained in the space XT , and since the function [(x, t) �→
z∗t (x)] ≡ [(x, t) �→ DξP∗(t, 0, F0)(x))] solves the same initial value problem uniquely
in XT , we can conclude the identity

DξP∗(t, 0, F0) = GF0(t, 0).ξ on Σ, ∀ t ∈ [0, T ], (132)

for every ξ ∈ W 4,p(Σ,Rn), i.e. that theGateauxderivative [(x, t) �→ DξP∗(t, 0, F0)(x)]
in direction of any fixed function ξ ∈ W 4,p(Σ,Rn) is given by the application
of the unique parabolic fundamental solution GF0(t, 0) to any initial function ξ ∈
W 4,p(Σ,Rn), which is generated by the smooth family of uniformly elliptic differen-
tial operators {D(MF0)(P∗(t, 0, F0))}t∈[0,T ] in (122) and (123). Combining statements
(131) and (132) we verify the asserted uniqueness of the solution
[(x, t) �→ DξP∗(t, 0, F0)(x)] of Eq. (104) and its asserted regularity: [(x, t) �→
DξP∗(t, 0, F0)(x)] ∈ C1([0, T ]; L p(Σ,Rn)) ∩ C0([0, T ];W 4,p(Σ,Rn)), improving
the previous regularity statement (120) significantly.

(3) Combining the second property of the parabolic fundamental solution
{GF0(t, s)} with statements (129) and (132) we see that

DFP∗(t, 0, F0) = GF0(t, 0) : W 4,p(Σ,Rn) −→ W 4,p(Σ,Rn) (133)

is a continuous operator for every fixed t ∈ [0, T ], and that this linear operator can be
uniquely extended by means of statement (125) to a continuous linear operator

GF0(t, 0) : L p(Σ,Rn) −→ L p(Σ,Rn),

for every t ∈ [0, T ], whose range is contained in W 4,p(Σ,Rn) for every t ∈ (0, T ]. We
shall term this unique extension GF0(t, 0) again “DFP∗(t, 0, F0)” in the sequel.

(4) We have already shown in the second part of this theorem, that the family of linear
operators At := D(MF0)(P∗(t, 0, F0)), t ∈ [0, T ], generates a unique parabolic fun-
damental solution GF0(t, s), and that the function in identity (132) is the unique strict
solution to initial value problem (130), for any initial function ξ ∈ W 4,p(Σ,Rn). Since
the immersion P∗(s, 0, F0) is of class C∞(Σ,Rn) for every s ∈ [0, T ] on account
of the first part of Theorem 3, we may interchange the immersion F0 with the immer-
sion P∗(s, 0, F0) and the initial time 0 with another initial time s ∈ [0, T ] in the first
part of this theorem, and we infer that the evolution operator [F �→ P∗( · , s, F)] is of
class Cω in a small ball B

4− 4
p ,p

ρ (P∗(s, 0, F0)) about P∗(s, 0, F0) in W 4− 4
p ,p(Σ,Rn).

Moreover, we infer from the second part of this theorem that the resulting Fréchet
derivative DFP∗(t, s,P∗(s, 0, F0)) of the evolution operator [F �→ P∗( · , s, F)] in
the immersion P∗(s, 0, F0) yields functions [(x, t) �→ DFP∗(t, s,P∗(s, 0, F0)).ξ(x)],
for ξ ∈ W 4,p(Σ,Rn), which are the unique strict solutions of the initial value problem

∂t (z
∗
t ) = D(MF0)(P∗(t, s,P∗(s, 0, F0))).(z∗t ), for t ∈ [s, T ],

zs = ξ ∈ W 4,p(Σ,Rn) (134)

w.r.t. the Banach spaces X := L p(Σ,Rn) and D := W 4,p(Σ,Rn). Because of the
identity

P∗(t, 0, F0) = P∗(t − s, 0,P∗(s, 0, F0)) = P∗(t, s,P∗(s, 0, F0)) ∀ 0 ≤ s ≤ t ≤ T ,

we have here:

D(MF0)(P∗(t, s,P∗(s, 0, F0))) = D(MF0)(P∗(t, 0, F0)) ≡ A(t), (135)

123



Partial Differential Equations and Applications (2022) 3 :67 Page 41 of 48 67

∀ 0 ≤ s ≤ t ≤ T . Hence, fixing s ∈ [0, T ] initial value problem (134) becomes the
problem

∂t (z
∗
t ) = A(t).(z∗t ), for t ∈ [s, T ], zs = ξ ∈ W 4,p(Σ,Rn) (136)

whose unique strict solution with values in W 4,p(Σ,Rn) is given by the functions
[(x, t) �→ GF0(t, s).ξ(x)], since we know from the proof of the second part of this
theorem, that our particular parabolic fundamental solution {GF0(t, s)} is uniquely gen-
erated by the family of operators {At }t∈[0,T ], so that we can argue here again by means of
property (3) of {GF0(t, s)} combined with Corollary 6.1.9 and Proposition 6.2.2 in [21].
Hence, combining this with the fact, that [(x, t) �→ DFP∗(t, s,P∗(s, 0, F0)).(ξ)(x)] is
the unique strict solution of initial value problem (136) with values in W 4,p(Σ,Rn) as
well, we obtain the identity

DFP∗(t, s,P∗(s, 0, F0)).(ξ) = GF0(t, s).(ξ), ∀ 0 ≤ s ≤ t ≤ T , (137)

for any ξ ∈ W 4,p(Σ,Rn), which proves - again on account of estimate (129) - that
the linear operators GF0(t, s) : L p(Σ,Rn) −→ L p(Σ,Rn) in (125) are the unique
continuous linear extensions of the linear operators

DFP∗(t, s,P∗(s, 0, F0)) : W 4,p(Σ,Rn) −→ W 4,p(Σ,Rn),

induced by the Fréchet derivative DFP∗( · , s,P∗(s, 0, F0)), from W 4,p(Σ,Rn) to
L p(Σ,Rn), for every 0 ≤ s ≤ t ≤ T . Finally, combining this insight with for-
mula (126), we verify immediately, that the family of linear operators [(t, s) �→
DFP∗(t, s,P∗(s, 0, F0))]has the asserted semigroupproperty (108) bothonW 4,p(Σ,Rn)

and on L p(Σ,Rn).
(5) For ease of notation we introduce the abbreviation

DFP∗(t2, t1, F0) := DFP∗(t2, t1,P∗(t1, 0, F0)) (138)

for every pair of times t2 ≥ t1 in [0, T ], and we know from the fourth part of this theorem,
that these are linear operators mapping W 4,p(Σ,Rn) into itself—induced by the unique
strict solutions of Cauchy problem (134)—which can be uniquely and continuously
extended to L p(Σ,Rn) by the parabolic fundamental solution {GF0(t, s)}s≤t to Cauchy
problem (136), so that we shall simply write in the sequel:

DFP∗(t2, t1, F0) : L p(Σ,Rn) −→ L p(Σ,Rn) (139)

for t2 ≥ t1 in [0, T ]. We shall note here, that the notation introduced in line (138) is a
slight abuse of our original notation, but this abbreviation will not cause any confusion
in the sequel, because from the very beginning the flow line P∗( · , 0, F0) of Eq. (13) was
supposed to start moving in the immersion F0 at time t = 0, and not at any later time
t1 > 0. Now, since the linear operators in line (139) are well-defined in entire L p(Σ,Rn)

and continuous w.r.t. the L p-norm on both sides of (139), they are especially closed linear
operators in L p(Σ,Rn), for every pair t2 ≥ t1 in [0, T ]. Theorem 5.29 in Chapter III
of [17] therefore guarantees, that every operator in line (139) has a uniquely determined
maximal, densely defined and closed linear adjoint operator in (L p(Σ,Rn))∗:

(DFP∗(t2, t1, F0))∗ : (L p(Σ,Rn))∗ −→ (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn), (140)

for q = p
p−1 . Moreover we know, that the linear operators At from statements (123)

and (135) depend smoothly on the time t ∈ [0, T ], that they are uniformly sectorial in
the Banach space L p(Σ,Rn) on account of statement (123) and that the domain of At ,
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which is W 4,p(Σ,Rn), is densely contained in L p(Σ,Rn). In particular, the operators
At are closed linear operators in L p(Σ,Rn). Therefore, again Theorem 5.29 in Chapter
III of [17] guarantees, that At has a uniquely determined maximal, densely defined and
closed linear adjoint operator

(At )
∗ : D((At )

∗) ⊂ (L p(Σ,Rn))∗ −→ (L p(Σ,Rn))∗, (141)

for every t ∈ [0, T ], and furthermore the adjoint operators in (141) constitute a smooth
family of uniformly sectorial linear operators in (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn) on account
of Proposition 1.2.3 in Chapter I of [2].
Now we use the adjoint operators in (140), in order to define the family of functions
{ys} ∈ C0([0, t], (L p(Σ,Rn))∗) by

ys :=
(
DFP∗(t, s, F0)

)∗
(ξ∗), for s ∈ [0, t]. (142)

It is important to note here, that the fourth property of the parabolic fundamental solution
[(t, s) �→ GF0(t, s)] together with Eq. (137) actually guarantees, that the above defined
family of functions {ys} is of class C0([0, t]; (L p(Σ,Rn))∗). Since the family of oper-
ators {DFP∗(t2, t1, F0)}t1≤t2 in line (139) has the semigroup property (108), the family
of functions {ys} evolves according to the evolution of the “adjoint Fréchet derivatives”
of the evolution operator P∗( · , · , F0) of the modification (13) of the MIWF:

(
DFP∗(s̃, s, F0)

)∗
(ys̃) =

(
DFP∗(s̃, s, F0)

)∗ ◦
(
DFP∗(t, s̃, F0)

)∗
(ξ∗)

=
(
DFP∗(t, s̃, F0) ◦ DFP∗(s̃, s, F0)

)∗
(ξ∗) =

=
(
DFP∗(t, s, F0)

)∗
(ξ∗) = ys for 0 ≤ s ≤ s̃ < t . (143)

Since we know from the fourth part of this theorem—formula (107)—that the family of
Fréchet derivatives {DFP∗(s̃, s, F0)}s≤s̃ is the unique “parabolic fundamental solution”
{G(s̃, s)}s≤s̃ for the linear system (104), we can apply here formula (128), in order to
conclude that for every fixed y ∈ (L p(Σ,Rn))∗ the function s �→ (

DFP∗(s̃, s, F0)
)∗
(y)

is continuously differentiable on every interval [0, s̃) with s̃ < t and that it satisfies the
linear differential equation

∂s

((
DFP∗(s̃, s, F0)

)∗
(y)

)
= −

(
DFP∗(s̃, s, F0) ◦ As

)∗
(y), ∀ s ∈ [0, s̃). (144)

We can therefore take the derivative of the family of functions {ys} w.r.t. s in Eq. (143),
and we infer from a combination of Eq. (144), here applied to the function y := ys̃ ∈
(L p(Σ,Rn))∗, again with Eq. (143) and with statement (141), that the family {ys} is of
class C1([0, t); (L p(Σ,Rn))∗)∩C0([0, t]; (L p(Σ,Rn))∗) and that {ys} is a solution of
the following linear differential equation:

∂s ys = ∂s

((
DFP∗(s̃, s, F0)

)∗
(ys̃)

)
= −(

As
)∗
(ys), ∀ s ∈ [0, s̃), (145)

for every s̃ < t , proving that {ys} is actually a mild solution of Eq. (110) on [0, t). We
note, that by Eq. (145) ys is not only contained in (L p(Σ,Rn))∗, but even in the smaller
space D(A∗s ) ∼= D(A∗0) for every s ∈ [0, t). Now we consider the functions

ỹs := yt−s =
(
DFP∗(t, t − s, F0)

)∗
(ξ∗), for s ∈ [0, t]. (146)
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Obviously, we know already that {ỹs} is of class C1((0, t]; (L p(Σ,Rn))∗) ∩ C0

([0, t]; (L p(Σ,Rn))∗), and we infer from (145) that it solves the initial value problem:

∂s ỹs =
(
At−s

)∗
(ỹs) ∀ s ∈ (0, t], and ỹ0 = ξ∗, (147)

i.e. that {ỹs} is the unique mild solution of this initial value problem, as asserted in (111),
taking also its definition in (146) into account, and moreover that ỹs ∈ D((At−s)∗) ∼=
D(A∗0) for every s ∈ (0, t].We know already that the adjoint linear operators in (141) con-
stitute a C∞-smooth family of densely defined and uniformly sectorial linear operators
in (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn). Hence, the family of linear operators {(At−s)∗}s∈[0,t]
in (147) satisfies all requirements of Section 6.1 in [21], and we may thus apply Lemma
6.2.1 in [21] to the mild solution {ỹs} of problem (147), in order to obtain even better
regularity of {ỹs}, namely:

{ỹs} ∈ C1((0, t]; (L p(Σ,Rn))∗) ∩ C0((0, t]; D(A∗0)) ∩ C0([0, t]; (L p(Σ,Rn))∗).
(148)

This means exactly that {ỹs} is a classical solution of Cauchy problem (147), in the sense
of Definition 4.1.1 in [21].We can therefore improve the above regularity statement about
the original family of functions {ys}, namely:

{ys} ∈ C1([0, t); (L p(Σ,Rn))∗) ∩ C0([0, t); D(A∗0)) ∩ C0([0, t]; (L p(Σ,Rn))∗),

which means that {ys} is a classical solution of the adjoint terminal value problem:

∂s ys = −(
As

)∗
(ys) ∀ s ∈ [0, t), with yt = ξ∗,

as asserted in (110). Finally, if {xs} is any given classical solution of this terminal value
problem, then its time inverse {xt−s} is a classical solution of initial value problem
(147). Since we also know that D((At−s)∗) = (L p(Σ,Rn))∗ for every s ∈ [0, t], that
ξ∗ ∈ (L p(Σ,Rn))∗ and that the family of linear operators {(At−s)∗}s∈[0,t] in (147)
satisfies all requirements of Section 6.1 in [21], we may infer here from Corollary 6.2.4
in [21], that the family {xt−s} actually has to be the unique mild solution of initial value
problem (147), and that therefore xt−s = ỹs for every s ∈ [0, t]. Hence, together with
(146) we arrive at: xs = ỹt−s = ys , for s ∈ [0, t], proving that such {xs} has to be the
concretely given family of functions in (142), which has shown the “uniqueness part” of
the assertion in (110).

��
Combining Theorems 3 and 4,we can nowprove the final result of this article. The application
of the strong regularity result of Theorem 3 (ii) in the proof of the second part of Theorem
5 below cannot be substituted by Theorem 1.1 of [20], whose requirements are not satisfied
in our mathematical situation. Exactly this technical difficulty motivated the author to prove
Theorem 3 (ii).

Theorem 5 Suppose that Σ is a smooth compact torus, being endowed with a complex
structure, and suppose that F0 ∈ Immuf (Σ,Rn)∩Cω(Σ,Rn) is a real analytic and umbilic-
free immersion. Furthermore, let T ∈ (0, Tmax(F0)) and p ∈ (3,∞) be arbitrarily chosen,
where Tmax(F0) has been defined in Definition 2. Then the following statements hold:

(1) The Gateaux derivative [(x, t) �→ (DFP∗(t, 0, F0).ξ)(x)] of the evolution operator
in line (102) is real analytic in time t ∈ (0, T ), for every fixed ξ ∈ W 4,p(Σ,Rn),
and the unique classical solution [(x, s) �→ (DFP∗(T , s, F0))∗(ξ∗)(x)] of the adjoint
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linear terminal value problem (110) is real analytic in time t ∈ (0, T ), for every fixed
ξ∗ ∈ (L p(Σ,Rn))∗.

(2) For any fixed t0 ∈ (0, T ) we denote F1 := P∗(t0, 0, F0). Then the family of lin-
ear differential operators {At }t∈[t0,T ] ≡ {D(MF0)(P∗(t, t0, F1))}t∈[t0,T ] generating
the linear evolution Eq. (104) on Σ × [t0, T ] in the second part of Theorem 4, and
also its “L p-adjoint family” of linear operators {−(At )

∗}t∈[t0,T ]—along the flow line
[t �→ P∗(t, t0, F1)] of the modified MIWF (13)—have the “backwards-uniqueness-
property” in the sense of Section 1 in [20]. This means here precisely the following
two statements:
a) For any function ξ ∈ W 4,p(Σ,Rn) the function [(x, t) �→ DFP∗(t, t0, F1).ξ(x)]
from the second part of Theorem 4 vanishes identically on Σ × [t0, T ], if there should
hold: DFP∗(t, t0, F1).ξ ≡ 0 onΣ at time t = T , i.e. if [(x, t) �→ DFP∗(t, t0, F1).ξ(x)]
solves the linear terminal value problem:

∂t zt = D(MF0)(P∗(t, t0, F1))(zt ), for t ∈ [t0, T ], with zT ≡ 0 on Σ. (149)

b) For every t ∈ (t0, T ] and every ξ∗ ∈ (L p(Σ,Rn))∗ the unique classical solution

ys :=
(
DFP∗(t, s,P∗(s, t0, F1))

)∗
(ξ∗), for s ∈ [t0, t],

of the adjoint linear terminal value problem:

∂s ys = −
(
D(MF0)(P∗(s, t0, F1))

)∗
(ys) in (L p(Σ,Rn))∗, for s ∈ [t0, t),

with yt = ξ∗ in (L p(Σ,Rn))∗ (150)

from the fifth part of Theorem 4 vanishes identically on Σ × [t0, t], if it also satisfies
yt0 = 0 in (L p(Σ,Rn))∗ at time s = t0.

(3) For any fixed t0 ∈ (0, T ) and every t ∈ [t0, T ] the unique linear continuous extension
GF0(t, t0) : L p(Σ,Rn) −→ L p(Σ,Rn)

of the Fréchet derivative DFP∗(t, t0, F1) from line (107) has dense range in L p(Σ,Rn),
where we have set again F1 := P∗(t0, 0, F0).

Proof (1) From Theorem 3 (ii) and from the definition of the differential operator MF0 in
formula (13) we can immediately deduce the fact, that all coefficients on the right hand
side of Eq. (104) respectively (122) have to be real analytic functions onΣ×(0, T ). Since
we also know from the proof of the second part of Theorem 4, that the linear operators
At = D(MF0)(P∗(t, 0, F0)) from line (123) are sectorial in L p(Σ,Rn), uniformly for
every t ∈ [0, T ], we may apply Theorems 8.1.1 and 8.3.9 in [21] to the linear parabolic
system (104) and infer that its unique strict solution [(x, t) �→ (DFP∗(t, 0, F0).ξ)(x)],
starting in some ξ ∈ W 4,p(Σ,Rn) at time t = 0—which is provided by the second part
of Theorem 4—is real analytic in t ∈ (0, T ), with values in W 4,p(Σ,Rn). Similarly, we
can argue that the unique classical solution

ys := [(x, s) �→ (DFP∗(T , s,P∗(s, 0, F0)))∗(ξ∗)(x)]
≡ [(x, s) �→ (GF0(T , s))∗(ξ∗)(x)]

of the adjoint linear terminal value problem (110) is real analytic in s ∈ (0, T ), for every
fixed ξ∗ ∈ (L p(Σ,Rn))∗. For, we know from the proof of the fifth part of Theorem
4, that the linear operators A(t)∗ from (141) satisfy all requirements of Section 6.1
in [21], and additionally that they depend real analytically on t ∈ (0, T ), just as the
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operators A(t) do here. We can therefore argue again by means of Theorems 8.1.1 and
8.3.9 in [21], that the unique classical solution {ỹs} = {yT−s} of Eq. (111), starting
in ỹ0 = ξ∗ ∈ (L p(Σ,Rn))∗ and of the regularity stated in line (148), is real analytic
in s ∈ (0, T ), with values in D(A∗0). This implies immediately that also the unique
classical solution {ys} ≡ (DFP∗(T , s,P∗(s, 0, F0)))∗(ξ∗) = {ỹT−s} of problem (110)
is real analytic in s ∈ (0, T ), with values in D(A∗0), for any ξ∗ ∈ (L p(Σ,Rn))∗.

(2) a) Suppose that the unique strict solution [(x, t) �→ DFP∗(t, t0, F1).ξ(x)] of the linear
system (122) would also satisfy z∗T ≡ 0 on Σ , at some fixed time T ∈ (0, Tmax(F0))
and for some ξ ∈ W 4,p(Σ,Rn). Since the flow line {P∗( · , 0, F0)} of the modified
MIWF (13) exists smoothly in the time interval (0, Tmax(F0)), and since the statements of
Theorem 3 (ii) and of the first part of this theorem hold in every fixed time interval (0, T ),
for T ∈ (0, Tmax(F0)), we may vary here our choice of starting and final time, namely
setting t ′0 := T and T ′ := T+ε, for any sufficiently small ε > 0. Using the uniqueness of
the strict solution to the initial value problem (104) w.r.t. the spaces X := L p(Σ,Rn) and
D := W 4,p(Σ,Rn) by the second part of Theorem 4, the unique short-time extension,
again denoted by {z∗t }, of the solution {z∗t } := [(x, t) �→ DFP∗(t, t0, F1).ξ(x)] of Eq.
(104) from the interval [t0, T ] to the larger interval [t0, T + ε] is given by the unique
short-time solution of the initial value problem (104), which starts at time t = T in the
function z∗T ∈ W 4,p(Σ,Rn). Since this short-time solution is explicitly given by the
function

[(t, x) �→ DFP∗(t, T ,P∗(T , t0, F1)).(z
∗
T )(x)] for (x, t) ∈ Σ × [T , T + ε]

on account of Eq. (137), we conclude from z∗T ≡ 0 onΣ that z∗t ≡ 0 onΣ ×[T , T + ε].
Hence, on account of the real analytic dependence of the function [t �→ z∗t ] on the time
t ∈ [t0, T + ε) by the first part of this theorem, we can therefore conclude that z∗t ≡ 0 on
Σ×[t0, T + ε]. This proves already the first assertion of the second part of the theorem.
b) Now we consider the unique classical solution of the adjoint linear terminal value
problem (150), provided by the fifth part of Theorem 4. The unique classical extension
{z∗s } of the mild and classical solution

[(x, s) �→ (DFP∗(t, s,P∗(s, t0, F1)))∗(ξ∗)(x)]
≡ [(x, s) �→ (GF0(t, s))∗(ξ∗)(x)] for (x, s) ∈ Σ × [t0, t]

of the terminal value problem (110) from the interval [t0, t] to the larger interval (0, t] is
given by the unique classical solution of the adjoint terminal value problem (110), which
stops at time t = t0 in the function z∗t0 ∈ (L p(Σ,Rn))∗. Since this classical solution is
explicitly given by the function

[(x, s) �→ (DFP∗(t0, s,P∗(s, 0, F0)))∗(z∗t0)(x)]
≡ [(x, s) �→ (GF0(t0, s))

∗(z∗t0)(x)] for (x, s) ∈ Σ × (0, t0]

on account of the fifth part of Theorem 4, we conclude from the assumption “z∗t0 ≡ 0 on
Σ”, that z∗s ≡ 0 onΣ × (0, t0]. Hence, on account of the real analytic dependence of the
function [s �→ z∗s ] on the time s ∈ (0, t) by the first part of this theorem, we can therefore
conclude that the original solution {z∗s }s∈[t0,t] of the adjoint linear terminal value problem
(150) has to vanish identically on Σ × [t0, t], which proves also the second assertion of
the second part of this theorem.
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(3) We fix some t ∈ (t0, T ] arbitrarily, and we consider some arbitrary function η ∈
(L p(Σ,Rn))∗ ∼= Lq(Σ,Rn), q = p

p−1 , which satisfies:

∫

Σ

〈η, DFP∗(t, t0, F1).(ξ)〉Rn dμP∗(t,t0,F1) = 0 ∀ ξ ∈ W 4,p(Σ,Rn). (151)

We try to prove in the sequel, that any such function η has to vanish on Σ . To this
end, we recall from the fourth part of Theorem 4, that the family of solutions of the
homogeneous, linear system (104) respectively (122) constitutes a parabolic fundamen-
tal solution {GF0(t, s)}s≤t in L p(Σ,Rn), which coincides with the family of Fréchet
derivatives {DFP∗(t, s,P∗(s, 0, F0))}s≤t onW 4,p(Σ,Rn), andwe recall from the proof
of the fifth part of Theorem 4, that for every pair of times t2 ≥ t1 in [t0, T ] the operators

DFP∗(t2, t1, F1) := DFP∗(t2, t1,P∗(t1, t0, F1)) (152)

from line (138)—up to exchanging F1 := P∗(t0, 0, F0) with F0—can be considered as
continuous linear operators

DFP∗(t2, t1, F1) : L p(Σ,Rn) −→ L p(Σ,Rn), (153)

which have uniquely determined maximal, densely defined and closed linear adjoint
operators in (L p(Σ,Rn))∗:

(DFP∗(t2, t1, F1))∗ : (L p(Σ,Rn))∗ −→ (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn), (154)

see statement (140). We use the adjoint operators in line (154) and the test function η in
line (151), in order to define the family of functions {ys} ∈ C0([t0, t]; (L p(Σ,Rn))∗)
by

ys :=
(
DFP∗(t, s, F1)

)∗
(η), for s ∈ [t0, t].

We can immediately infer from the fifth part of Theorem 4, that we have here

{ys} ∈ C1([t0, t); (L p(Σ,Rn))∗)∩C0([t0, t); D(A∗0))∩C0([t0, t]; (L p(Σ,Rn))∗)
(155)

and that {ys} is the unique classical solution of the linear equation

∂s ys = −(
As

)∗
(ys), ∀ s ∈ [t0, t), (156)

satisfying the terminal condition yt = η in (L p(Σ,Rn))∗, which is just the adjoint
linear terminal value problem (150), with ξ∗ replaced by η. Moreover, on account of the
definition of the family {ys} and by assumption (151) we have:

∫

Σ

〈yt0 , ξ 〉 dμF1 =
∫

Σ

〈η, DFP∗(t, t0, F1).(ξ)〉 dμP∗(t,t0,F1) = 0

∀ ξ ∈ W 4,p(Σ,Rn). (157)

Since we have yt0 ∈ (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn) by construction, Eq. (157) implies
that yt0 = 0 in (L p(Σ,Rn))∗. Combining this insight with the fact that {ys} is a classical
solution of the adjoint linear terminal value problem (150) of regularity class in line (155),
we can apply the second uniqueness result of the second part of this theorem, guaranteeing
that there holds ys ≡ 0 onΣ for every s ∈ [t0, t]. Combining this againwith the definition
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of the family of functions {ys}, and with the fact that η ∈ (L p(Σ,Rn))∗ ∼= Lq(Σ,Rn),
we can now conclude that

0 ≡
∫

Σ

〈yt , ξ 〉Rn dμP∗(t,t0,F1) =
∫

Σ

〈η, DFP∗(t, t, F1).(ξ)〉Rn dμP∗(t,t0,F1)

=
∫

Σ

〈η, ξ 〉Rn dμP∗(t,t0,F1) (158)

for an arbitrary function ξ ∈ W 4,p(Σ,Rn). Hence, there has to hold η = 0 in Lq(Σ,Rn)

by (158). Since this conclusion holds for every η ∈ Lq(Σ,Rn) satisfying Eq. (151), we
have proved that the linear operator

GF0(t, t0) ≡ DFP∗(t, t0, F1) : L p(Σ,Rn) −→ W 4,p(Σ,Rn),

appearing in (151), must have dense range in L p(Σ,Rn), which proves the assertion
of the last part of the theorem in the considered case of a fixed time t ∈ (t0, T ]. In the
special case “t = t0” this assertion is trivially true.
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