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Abstract
Stock market forecasting is one of the most exciting areas of time series forecasting both for the industry and academia. Stock 
market is a complex, non-linear and non-stationary system with many governing factors and noise. Some of these factors 
can be quantified and modeled, whereas some factors possess a random walk behavior making the process of forecasting 
challenging. Various statistical methods, machine learning, and deep learning techniques are prevalent in stock market fore-
casting. Recently, there has been a paradigm shift towards hybrid models, showing some promising results. In this paper, we 
propose a technique that combines a recently proposed deep learning architecture N-BEATS with wavelet transformation for 
improved forecasting of future prices of stock market indices. This work uses daily time series data from five stock market 
indices, namely NIFTY 50, Dow Jones Industrial Average (DJIA), Nikkei 225, BSE SENSEX, and Hang Seng Index (HSI), 
for the experimental studies to compare the proposed technique with some traditional deep learning techniques. The empiri-
cal findings suggest that the proposed architecture has high accuracy as compared to some traditional time series forecasting 
methods and can improve the forecasting of non-linear and non-stationary stock market time series.

Keywords  Time series · Forecasting · Stock market · Deep learning · N-BEATS

Mathematics Subject Classification  00-01 · 99-00

Introduction

Time series forecasting is currently a prominent trend in 
both industry and academia, offering solutions to various 
business challenges such as predicting future sales, electric-
ity consumption, stock prices, and revenues. This forecasting 
aids businesses in making informed decisions to maximize 
profits. Particularly, stock market forecasting constitutes a 
critical subset of time series forecasting, involving the pre-
diction of future stock values or indices. The stock market, 
characterized as a complex, non-linear, and non-stationary 
system, presents challenges due to governing factors and 
inherent noise. Some factors are quantifiable and modelable, 
while others exhibit random walk behavior, adding complex-
ity to the forecasting process.

This article describes a new hybrid method that combines 
wavelet transformation (WT) and neural basis expansion 
analysis for interpretable time series (N-BEATS) to make 
stock market forecasting better. The proposed method holds 
the potential to benefit hedge funds, retail investors, invest-
ment banks, and various financial institutions, facilitating 
improved decision-making and trading strategies. The com-
bination of wavelet transformation and N-BEATS [1] breaks 
down stock market data into rough estimates and precise 
coefficients. Each component is individually forecasted by 
separate N-BEATS models, and the stock price prediction is 
obtained by additively combining the final forecasts.

The real-world impact of this research reaches financial 
analysts, investors, and policymakers, furnishing them with 
a powerful instrument for making well-informed decisions. 
Enhanced precision in forecasting future stock prices con-
tributes to effective risk management, portfolio optimization, 
and strategic investment planning. The study’s outcomes 
carry substantial potential advantages for practical applica-
tions in various scenarios.
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Utilizing daily time series data from five different 
stock market indices (DJIA, NIFTY 50, Nikkei 225, BSE 
SENSEX, and HSI), this study aims to implement and com-
pare the proposed architecture with standalone N-BEATS, 
Long Short-Term Memory (LSTM), and Convolutional 
Neural Networks (CNN). Empirical studies indicate that the 
WT + N-BEATS architecture outperforms some traditional 
deep learning methods, demonstrating its effectiveness. The 
research hypothesizes that this hybrid approach will signifi-
cantly enhance the accuracy of stock market forecasting, 
outperforming both standalone N-BEATS and traditional 
deep learning techniques. The anticipated outcomes include 
more accurate and interpretable predictions, contributing to 
advancements in automated trading systems and strategies, 
and providing valuable insights for stakeholders in the finan-
cial sector.

Scientific Contribution and Importance 
of the Proposed Stock Market Prediction Technique

This study’s proposed stock market prediction technique 
significantly contributes to the field of financial forecast-
ing. The stock market is a complicated, non-linear, and non-
stationary system that is affected by many factors and has 
its own noise. This method solves the difficult problems it 
faces by combining the N-BEATS deep learning architecture 
with wavelet transformation. The major contributions of our 
proposed work are summarized as follows:

•	 The incorporation of both N-BEATS and wavelet trans-
formations represents a noteworthy advancement in 
hybrid modeling for stock market prediction. This com-
bination leverages the strengths of deep learning in cap-
turing intricate patterns and the adaptability of wavelet 
transformation in handling non-stationary data.

•	 The empirical findings of our experimental studies 
demonstrate that the proposed technique consistently 
outperforms traditional deep learning methods. Its high 
accuracy in forecasting stock market indices, including 
NIFTY 50, DJIA, Nikkei 225, BSE SENSEX, and HSI, 
highlights its efficacy in improving predictive perfor-
mance.

•	 The significance of this technique is particularly pro-
nounced in its ability to enhance forecasting for non-
linear and non-stationary stock market time series. By 
effectively capturing the random walk behavior inherent 
in certain factors, the proposed model contributes to a 
more nuanced understanding of market dynamics.

•	 The practical implications of this research extend to 
financial analysts, investors, and policymakers, providing 
them with a more robust tool for informed decision-mak-
ing. The improved accuracy in predicting future stock 

prices can aid in risk management, portfolio optimiza-
tion, and strategic investment planning.

•	 Academically, this study contributes to the evolving land-
scape of time series forecasting by introducing a novel 
hybrid model that integrates deep learning and wavelet 
transformation. The findings provide valuable insights for 
researchers exploring innovative approaches to address 
the complexities of financial markets.

The paper will begin with a literature review in “Litera-
ture Review” section that will discuss some of the existing 
stock market forecasting methods. In “Proposed Approach 
for Stock Market Prediction” section, we brief the proposed 
approach for stock market prediction, and in “Experimental 
Methodology” section, we discuss the experimental meth-
odology. Experimental results obtained in this work will be 
discussed in “Experimental Results” section. The conclu-
sions are discussed in “Conclusion” section.

Literature Review

Stock market forecasting has always been an active area of 
research. Various theories, models, and methodologies have 
been proposed in literature for stock market forecasting. In 
this section we discuss few of the major theories proposed 
in literature. Fama [2], talks about the random walk nature 
of the stock market movements and discusses the prevalent 
theory of technical analysis and fundamental analysis. Sev-
eral other statistical time series models have been employed 
for stock market forecasting. Many linear time series models 
like Autoregressive Integrated Moving Average (ARIMA), 
Autoregressive Moving Average (ARMA), and Exponential 
Smoothing have been used for stock market prediction as in 
[3, 4]. However, it has been argued that stock market data 
contains a lot of noise and non-linearity. Linear models like 
ARIMA do not perform well on noisy, non-stationary, and 
non-linear data. Luo et al. [5] have tried to fit the ARIMA 
model on stock market index price data after using wavelet 
denoising to obtain better forecasting results.

Various machine learning (ML) and deep learning tech-
niques have been used for the task of stock market forecast-
ing. Machine learning models like Decision Tree, Random 
Forest, and Support Vector Machines (SVM) are widely 
used in literature for forecasting tasks. Milosevic et al. [6] 
compared and contrast various ML algorithms like Random 
Forest, Support Vector Machine, Naive Bayes, and Logistic 
Regression to classify stocks as good and bad using stock 
price and some financial ratios. Zhang et al. [7] used a ran-
dom forest algorithm for stock trend prediction. Patel et al. 
[8] used a hybrid of Support Vector Regressor, Random 
Forest, and Artificial Neural Network (ANN) for forecast-
ing future values of the stock market index. They used 10 
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technical indicators as input features for a two stage fusion 
model.

With an increase in the availability of data and compu-
tational resources, researchers started using deep learning 
techniques like Artificial Neural Network (ANN), Convo-
lutional Neural Network (CNN), Recurrent Neural Net-
works (RNN), and Long Short-Term Memory (LSTM) 
for stock market forecasting [9–12]. Wang et al. [13] used 
ANN for stock market forecasting using daily stock mar-
ket return and volume as a major features for training the 
neural network. Bernal et al. [14] implemented Echo State 
Networks for forecasting future prices of S &P 500. Echo 
State Network is a subclass of RNN. LSTM, modified form 
of RNN is used to forecast future stock market prices by 
Moghar et al. [15]. They showed that LSTM models were 
capable of forecasting the opening price with good accuracy 
for assets under consideration. Recently after the success 
of attention mechanisms in Natural Language Processing 
(NLP) tasks, researchers have started studying LSTM with 
attention mechanisms to improve the forecasting power of 
LSTM networks. Qui et al. [16] used LSTM with attention 
mechanism on datasets of various stock market indices. They 
used attention based LSTM along with wavelet denoising to 
forecast the stock opening price and compared the results 
obtained with some widely used methods like simple LSTM. 
Eapen et al. [17] combined multiple pipelines of CNN and 
bi-directional LSTM units for forecasting variations in the 
stock price index showing a significant improvement on S 
&P 500 grand challenge dataset by using a combination of 
CNN and LSTM.

Many time series like daily stock prices display a time-
varying non-stationary structure. Fryzlewicz et  al. [18] 
tried to forecast these non-stationary time series using non-
decimated wavelets. They used locally stationary wavelet 
processes for deriving a new forecasting mechanism. Renaud 
et al. [19] illustrated the use of wavelet transformations for 
modeling and forecasting non-stationary time series. They 
discussed various applications of wavelet transformation in 
time series forecasting and illustrate how wavelet transfor-
mation can be used for time series forecast.

Oreshkin et  al. [1] used a novel architecture called 
N-BEATS for univariate time series forecasting. The authors 
of [1] proposed a deep neural network based on backward 
and forward residual links and a very deep stack of fully-
connected layers. N-BEATS has given promising results on 
several well-known datasets, including M3, M4, and TOUR-
ISM competition datasets containing time series data. In this 
work, we used N-BEATS to make stock market forecasts and 
combine N-BEATS with wavelet transformation to improve 
stock market forecasting (Table 1).

In recent times, numerous researchers have employed 
cutting-edge deep learning frameworks. Wang et al. [20] uti-
lized the Transformer framework, illustrating its substantial 

outperformance compared to traditional methods and its 
ability to generate excess earnings for investors. In their 
work Ghotbi et al. [21] introduced a novel approach that 
combines the kinetic energy formula with indicator signals 
for price prediction. Additionally, they explored predictions 
using deep reinforcement learning (DRL), revealing prom-
ising outcomes in terms of both accuracy and profitability. 
The author in [22] utilized the Random Forest classifier to 
uncover concealed relationships between stock indices and 
the specific trend of a stock, yielding promising outcomes. 
Amin et al. [23] utilized a range of machine learning clas-
sifier models, such as gradient boosting, decision trees, and 
random forests. They trained the algorithms using tweet 
sentiments and relevant variables to predict fluctuations in 
stock prices of prominent firms, such as Microsoft and Ope-
nAI. Behera et al. [24] propose a comprehensive approach 
that utilizes machine learning algorithms to forecast stock 
returns and a mean-VaR model to choose portfolios. Yanli 
et al. [25] introduced a novel hybrid model, SA-DLSTM, 
specifically developed for forecasting stock market trends 
and simulating trading activities. This model integrates an 
emotion-enhanced convolutional neural network (ECNN), 
denoising autoencoder (DAE) models, and a long short-
term memory model (LSTM). Agrawal et al. [26] proposed 
the usage of correlation-tensor for stock market prediction. 
Mehta et al. [27] postulated sentiment analysis by employing 
a blend of machine learning and deep learning methodolo-
gies, such as support vector machine, MNB classifier, lin-
ear regression, Naïve Bayes, and long short-term memory. 
In their methodology, Vateekul et al. [28] implemented the 
walk-forward validation strategy. Yilin et al. [29] employed 
machine learning and deep learning prediction models to 
preselect companies prior to creating portfolios. After-
wards, they incorporated the prediction results to improve 
the mean-variance (MV) and omega portfolio optimization 
models. Table 2 provides a comparison of recent studies for 
stock market prediction.

Proposed Approach for Stock Market 
Prediction

In this study, we propose a novel approach for stock market 
prediction by leveraging the combined power of the wave-
let transform and the N-BEATS (Neural Basis Expansion 
Analysis for Time Series) architecture. The stock market 
is a complex and dynamic system characterized by non-
linearities and non-stationarities. To address these chal-
lenges, we employ the wavelet transform, a mathematical 
tool capable of decomposing time series data into dif-
ferent frequency components, thereby revealing hidden 
patterns and structures. Subsequently, we integrate the 
N-BEATS architecture, a state-of-the-art deep learning 
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model designed for time series forecasting that has shown 
promising results in various domains. Our proposed meth-
odology involves the decomposition of stock market data 
using wavelet transforms into approximations and detailed 
coefficients. We then forecast each of these components 
individually using separate N-BEATS models. Combining 
these forecasts yields the final prediction.

Association Between Wavelet Transformation 
and Prediction Using Deep Learning Model

In our approach, the amalgamation of wavelet transforma-
tion and the N-BEATS architecture plays a pivotal role in 
refining stock market forecasting. Wavelet transformation 
is an important step before any analysis can begin. It finds 
hidden patterns in time series data by breaking it up into 
separate frequency components. The enriched data is then 
input into the N-BEATS deep learning model, renowned 
for its ability to capture intricate temporal dependencies. 
The cooperative utilization of wavelet transformation and 
N-BEATS establishes a synergistic relationship, enhancing 
the data with hidden structures and enabling N-BEATS to 
leverage this information for precise and dynamic predic-
tions. This synergy effectively addresses the challenges 
presented by the non-linear and non-stationary nature of 
stock market data, resulting in an enhancement in forecast-
ing performance.

We chose the wavelet transform for time series forecast-
ing because of its distinctive ability for multi-resolution 
analysis. Unlike conventional linear models or machine 
learning techniques, wavelet transform stands out in 
breaking down time series data into different frequency 
components, offering a localized perspective that captures 
both high- and low-frequency details. This flexibility is 
essential for handling non-stationarities and uncovering 
concealed structures in financial time series, ultimately 
improving accuracy in predicting dynamic and unpredict-
able market conditions. The unique strengths of wavelet 
transform make it a valuable selection, adding to a more 
efficient and all-encompassing approach to predictive 
modeling.

Experimental Methodology

The suggested methodology utilizes WT and N-BEATS to 
forecast the closing values of stock market indices with a 
1-day lead time. We employ WT to decompose the univari-
ate signal, enhancing forecasting accuracy by considering 
the random and noisy characteristics of stock market data. 
The N-BEATS architecture is advantageous because of its 
simplicity and generic nature, allowing for efficient training 

without the requirement of specialized time series feature 
engineering. The experimental methodology involves several 
stages, including the selection of stock market datasets for 
evaluation, data decomposition for analysis and forecast-
ing, utilization of a forecasting model for forecasting future 
closing prices, and subsequent evaluation of performance. 
Figure 3 depicts the schematic depiction of the proposed 
methodology.

Dataset Description

To thoroughly test and validate the proposed technique, we 
utilized daily time series data sourced from five distinct 
global stock exchanges [30]. The analysis and experimenta-
tion involved major indices from each of these exchanges, 
encompassing datasets with diverse lengths and character-
istics in terms of noise and volatility. The selected stock 
market indices represent a range of economies, including 
mature ones such as the USA and Japan, as well as a devel-
oping economy like India, known for its high volatility and 
noise [31].

Due to the inherent noise present in stock market data 
[32], accurate forecasting results can be challenging. To 
address this issue, we employed wavelet denoising on all 
the datasets considered in this study. The data underwent 
transformation using the moving window technique to ren-
der it suitable for training and forecasting purposes. In this 
study, the models were trained to predict the stock index 
price one day ahead using the stock index prices from the 
previous N days. The researchers set N to 19, which corre-
sponds to approximately 20 business days in a month. The 
initial aim was to forecast the 1-day-ahead closing price of 
a stock index using data from the past month. Through grid 
search, we optimized the window size N and selected 19 
as the optimal value. Subsequently, all datasets were trans-
formed using the moving window technique with a window 
size of 19 to forecast the 1-day-ahead closing price of the 
stock market index, as illustrated in Fig. 1.

A concise overview of each dataset is outlined below:

•	 The Nifty 50 dataset represents a collection of histori-
cal stock market data related to the Nifty 50 index. The 
Nifty 50 is an index comprising 50 actively traded Indian 
stocks, representing various sectors of the Indian econ-
omy. This dataset likely includes information such as 
daily opening and closing prices, high and low prices, 
trading volumes, and other relevant financial indicators 
for the individual stocks within the Nifty 50 index.

•	 The DJIA dataset encompasses historical stock market 
data related to the Dow Jones Industrial Average, a prom-
inent stock market index in the United States. It com-
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prises 30 large and well-established companies, reflecting 
the performance of key sectors in the American economy.

•	 The Nikkei 225 dataset contains historical data associ-
ated with the Nikkei 225 index, which represents the 
stock market performance of 225 major companies listed 
on the Tokyo Stock Exchange. This index is a key indica-
tor of the Japanese equity market.

•	 The BSE SENSEX dataset provides historical stock mar-
ket information for the SENSEX index on the Bombay 
Stock Exchange (BSE) in India. SENSEX is a benchmark 
index consisting of 30 well-established and financially 
sound companies listed on the BSE.

•	 The HSI dataset covers historical stock market data linked 
to the Hang Seng Index in Hong Kong. The Hang Seng 
Index reflects the performance of 50 major companies 
listed on the Hong Kong Stock Exchange, providing 
insights into the financial health of the Hong Kong market.

Table 2 provides a summary of all the datasets used in 
this study.

Data Pre‑processing

Implementing a data pre-processing technique facilitates 
experimentation, ensuring smooth processing and effective 
learning. In the proposed approach, data normalization is a 
critical step in pre-processing for time series forecasting. 
This step significantly improves algorithm performance 
and convergence, fosters consistent model behavior, 
and enhances generalization across diverse datasets. We 
accomplish data scaling using the min-max normalization 
technique, as represented in Eq. 1.

Data can be transformed using the min–max normaliza-
tion approach into a specified range, usually [0, 1]. To ensure 
that every data point has the same scale and that every fea-
ture is equally significant, min–max normalization is used. 
For each characteristic, the lowest value is converted to 0, 

(1)x� =
x − xmin

xmax − xmin
.

the highest value to 1, and all other values are converted to 
a decimal between zero and one. By applying a linear modi-
fication to the original data, min–max normalization main-
tains the relationships between the values in the original 
data. Rescaling features is a typical data science technique 
that keeps large-scale characteristics from overshadowing 
small-scale features during machine learning model train-
ing. To summarise, min–max normalisation is a commonly 
employed method for rescaling data to a particular range, 
guaranteeing that every characteristic has an identical scale 
and is of equal significance for analysis and modelling.

Data Decomposition

The architecture designed to address the challenges posed 
by the noisy and non-stationary nature of stock prices 
involves the application of discrete wavelet transforms 
(DWT). Renaud et al. [19] and Fryzlewicz et al. [18] have 
demonstrated the effectiveness of wavelet transformation in 
decomposing univariate signals for subsequent forecasting, 
inspiring this approach. The mathematical model of wavelet 
transformation, outlined in [33], serves as the foundation 
for this architecture. The data decomposition is performed 
in following stages:

•	 Selection of Wavelet Transform Type:
	   The architecture focuses on utilizing DWT due to their 

applicability in decomposing time series data.
•	 Decomposition into Coefficients:
	   The DWT decomposes the time series data into 

approximation coefficients and detailed coefficients. 
These coefficients play a crucial role in capturing both 
the high- and low-frequency components of the signal.

	   According to Bunnoon et al. [34], a given signal x(t) 
can be represented as Eq. 2. 

	   Here, x(t) is an input signal, i refers to the scaling 
index, j refers to the level index, �j0,i

 is the scaling func-

(2)x(t) =
∑

i

cj0,i𝜙j0,i
(t) +

∑

j>j0

∑

i

𝜔j,i2
j

2𝜓(2jt − i)

Fig. 1   Moving window
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tion for the coarse scale coefficients that capture low 
frequency information of the input signal. �j,i and cj0,i in 
Eq. 2 are the scaling functions of the detailed coefficient 
and � is the mother wavelet function. For the purpose of 
this paper, Daubechies 4 is used as the mother wavelet.

•	 Filtering Process:
	   The signal undergoes decomposition through high-

pass and low-pass filters. The low-pass filter isolates 
high-frequency components, while the high-pass filter 
manages the residual part.

•	 Downsampling:

	   Downsampling the output of the filters by 2 yields the 
final approximation coefficients and detailed coefficients 
for the time series.

•	 Separate Time Series Output:
	   The resulting approximation and detailed coefficients 

form separate time series. These can be extracted for fur-
ther analysis and forecasting, offering valuable insights 
into the underlying patterns of stock prices.

In Algorithm  1 the data decomposition technique is 
represented. 

Algorithm 1   Data decomposition using wavelet transform

1: Input: Time series data x(t)

2: Output: Approximation coefficients cj0,i and detailed coefficients ωj,i

3: Step 1: Selection of Wavelet Transform Type

4: Choose Discrete Wavelet Transform (DWT) for its applicability in decomposing time series data.

5: Step 2: Decomposition into Coefficients

6: Apply DWT to decompose x(t) into approximation coefficients cj0,i and detailed coefficients ωj,i.

7: Step 3: Filtering Process

8: Decompose the signal through high-pass and low-pass filters.

9: Low-pass filter isolates high-frequency components, while the high-pass filter manages the residual

part.

10: Step 4: Downsampling

11: Downsample the output of filters by 2 to obtain final approximation and detailed coefficients.

12: Step 5: Separate Time Series Output

13: The resulting coefficients form separate time series for further analysis and forecasting.

Table 2   Dataset Description

Index Country Period Days Mean SD Minimum Maximum

DJIA USA January 2000 to September 2019 4967 13,866.79 4998.56 6547.04 27,359.16
NIFTY 50 India January 2000 to November 2019 4954 5090.22 3186.99 854.20 12,151.15
Nikkei 225 Japan January 2005 to December 2019 3671 14,999.50 4544.56 7054.97 24,270.61
BSE SENSEX India January 2000 to December 2019 4922 16,899.61 10,656.05 2600.12 41,681.53
HSI Hong Kong January 2005 to December 2019 3688 22,053.99 4321.95 11,015.83 33,154.12
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Fig. 2   N-BEATS architecture
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N‑BEATS Model for Time Series Forecasting

The N-BEATS architecture, introduced by [1], presents a 
deep neural network design specifically tailored for time 
series forecasting. It leverages backward and forward resid-
ual links along with a deep stack of fully connected layers, 
demonstrating its versatility and efficiency. The architecture 
is notable for its simplicity, generic applicability, and inde-
pendence from time series-specific feature engineering. The 
forecasting is performed in following stages:

•	 Basic Building Block: Given an input series of length N 
as a univariate time series, N-BEATS aims to forecast a 
series of length L representing future values of the input 
series. The basic structure of N-BEATS is depicted in 
Fig. 6. For this paper, N was chosen to be 19, and L was 
chosen to be 1. The reason for choosing N to be 19 is 
that every month has about 20 business days, so in this 
paper, N-BEATS is used to forecast one day ahead clos-
ing price of a stock index using the past month data. The 
fundamental building block of the N-BEATS architecture 

Table 3   Hyperparameter 
values for grid search for 
WT + N-BEATS

Hyperparameter Possible values

backcast_length [19]

forecast_length [1]

stack_types N-BEATSNet.TREND_BLOCK, N-BEATSNet.SEASONAL-
ITY_BLOCK, N-BEATSNet.GENERIC_BLOCK, N-BEATSNet.
GENERIC_BLOCK

nb_blocks_per_stack [2, 4, 6]

thetas_dim [(4, 4, 4, 4), (8, 8, 8, 8), (12, 12, 12, 12)]

share_weights_in_stack [True,False]

hidden_layer_units [64, 128, 256]

learning_rate [1 × 10−5, 1 × 10−4, 1 × 10−3]

batch_size [8, 16, 32]

Fig. 3   Overview of implementation using WT + N-BEATS
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comprises a four-layered, fully connected network with 
Rectified Linear Unit (ReLU) activation function. This 
block is applied to the input series, generating an inter-
mediate vector yi using Eq. 3. 

•	 Forward and Backward Expansion Coefficients: The 
results from the fully connected network are fed into two 
separate fully connected layers ( FCi,f  and FCi,b ), produc-
ing forward expansion coefficients ( zi,f  ) and backward 
expansion coefficients ( zi,b ) as depicted in Eqs. 4 and  5. 

•	 Block Level Forecasts and Backcasts: The forward 
expansion coefficients ( zi,f  ) are projected onto a set of 
functions to yield block-level forecasts ( Fi ), while the 
backward expansion coefficients ( zi,b ) are used to calcu-
late backcasts ( Bi ). These backcasts are then utilized to 
calculate the input for the next similar block, as shown 
in Eqs. 6 and  7. 

•	 Stacking Blocks and Series Calculation: Multiple blocks 
are stacked together to form a stack, and the input for 
each block in the series is calculated by subtracting the 
backcasts from the previous block’s input (Eq. 8). This 
stack of blocks is then connected in a series, forming the 
overall structure of N-BEATS (Fig. 2). 

•	 Forecast Output: The forecasts from each block within 
a stack are summed together to calculate each stack’s 

(3)yi = FCi,c(xi).

(4)zi,f = FCi,f (yi)

(5)zi,b = FCi,b(yi).

(6)Fi = hi,f (zi,f )

(7)Bi = hi,b(zi,b).

(8)xi = xi−1 − bi−1.

forecast output ( Sj ), as demonstrated in Eq. 9. The final 
forecast output ( Ffinal ) is obtained by summing the fore-
cast outputs from all the stacks, as outlined in Eq. 10. 

Performance Evaluation

Evaluating performance is a critical aspect of gauging the 
efficacy of forecasting models, and three commonly utilized 
metrics for this purpose include mean absolute error (MAE), 
root mean squared error (RMSE), and mean absolute per-
centage error (MAPE).

MAE quantifies the average absolute disparities between 
predicted and actual values, providing a straightforward meas-
ure of forecasting accuracy. In contrast, RMSE incorporates 
squared errors, emphasizing larger deviations. Presenting both 
MAE and RMSE in the same units as the predicted values 
facilitates easy interpretation. MAPE provides insights into 
the relative accuracy of forecasts and is particularly beneficial 
for cross-dataset performance comparisons as it computes the 
average percentage difference between predicted and actual 
values. Each metric contributes a distinctive viewpoint to the 
evaluation process, empowering practitioners to gain a com-
prehensive understanding of the strengths and limitations of 
a forecasting model. The selection of these metrics depends 
on the specific objectives and attributes of the forecasting task 
under consideration. The Mean Absolute Error is calculated 
as:

(9)Sj =

n∑

i=1

Fi

(10)Ffinal =

m∑

j=1

Sj.

Table 4   Neural network 
architecture and configuration 
details

Neural network architecture and configuration Value

Model N-BEATS
Number of hidden layers 4
Size of input 4
Number of neurons in hidden layers 128
Activation function for hidden layers Rectified Linear Unit (ReLU)
Activation function for output layer Linear
Dropout technique Standard dropout ( p = 0.1 ) 

(Derived using Grid-
SearchCV)

Batch size 10
Epochs 100
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The Root Mean Squared Error is computed as:

The Mean Absolute Percentage Error is given by:

(11)MAE =
1

n

n∑

i=1

|yi − ŷi|

(12)RMSE =

√√√√1

n

n∑

i=1

(yi − ŷi)
2

(13)MAPE =
1

n

n∑

i=1

||||
yi − ŷi

yi

||||
× 100%

where n represents the number of observations or data 
points, yi is the actual (observed) value for the ith data point 
and is ŷi the predicted (forecasted) value for the ith data 
point.

Implementation and Discussion

Initially, all the datasets were divided into three parts: the 
training set, the validation set, and the test set. The train-
ing set was used for training the models and calculating 
the parameters. The validation set was used to find the 
hyperparameters for the model (Table 3), and the test set 
was reserved for out-of-sample forecasting and compari-
son of performances among various models. The min–max 

Fig. 4   Prediction results of LSTM model
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normalization technique expressed in Eq. 14 was used for 
scaling the data.

We have done parameter tuning for this purpose with fol-
lowing details:

The data was decomposed into approximation coef-
ficients and detailed coefficients using wavelet transfor-
mation. Daubechies 4 wavelet was used for the wavelet 
transformation in the experimental studies of this paper. 
The approximation coefficients and detailed coefficients 
calculated by wavelet transformation have different struc-
tures, and each of them was a time series in itself. Separate 
N-BEATS models were trained for forecasting each of the 

(14)x� =
x − xmin

xmax − xmin
.

obtained approximation coefficients and detailed coef-
ficients. Finally, all the forecast values obtained for dif-
ferent coefficients from different N-BEATS models were 
additively combined to get the final forecast of the stock 
market index price. The overview of this implementation 
is shows in Fig. 3.

This approach of individually forecasting the detailed 
coefficients and approximation coefficients using separate 
N-BEATS models and then summing them up for the final 
forecast provided a better result than using only N-BEATS.

Table 4 provides the detailed hyper parameter analysis 
of proposed model to reproduce the result.

Fig. 5   Prediction results of CNN model
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Experimental Results

We have applied the WT + N-BEATS architecture pro-
posed in this paper on five different stock market indices, 
namely Nifty 50, DJIA, Nikkei 225, BSE SENSEX, and 
HSI. For each index, 90% of the data is used as training 
data and 5% of the data is used for validation and test 
set each. Mean Absolute Percentage Error (MAPE), Root 
Mean Square Error (RMSE), and Mean Absolute Error 
(MAE) are used as primary metrics for comparing the pro-
posed WT+N-BEATS architecture with some traditional 
deep learning approaches. Mathematical representations 
for MAE, RMSE and MAPE are given by Eqs. 15, 16 
and 17 respectively. In these equations yt refers to true 
value of the tth sample, ŷt refers to true value of the tth 
sample and n refers to the number of samples. In this paper, 
the proposed WT + N-BEATS architecture is compared to 

the standalone N-BEATS model, LSTM model, and the 
CNN model. The experimental results obtained for each 
of the models are discussed in this section.

In the realm of stock market prediction, Long Short-Term 
Memory (LSTM) serves as a powerful tool, delving into 
historical data to discern intricate patterns and trends. This 

(15)MAE =

∑n

t=1
∣ yt − ŷt ∣

n

(16)RMSE =
2

�∑n

t=1

�
yt − ŷt

�2

n

(17)MAPE =
100%

n

n∑

t=1

yt − ŷt

yt
.

Fig. 6   Prediction results of N-BEATS model
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acquired knowledge is then harnessed to make informed 
forecasts about future stock prices. However, it is impera-
tive to recognize the inherent complexity and dynamism of 
stock market prediction. While LSTM stands as a valuable 
asset in this context, it should be viewed as only one element 
within a larger and more encompassing approach to stock 
market analysis and prediction. Successful prediction in the 
financial domain demands a holistic strategy that incorpo-
rates various methodologies and factors to account for the 
multifaceted nature of market behavior.

Figure 4 shows the results of the predictions made by a 
LSTM model on the used datasets.

The network learns to recognize patterns and correla-
tions in historical stock data, which may impact future 
stock prices, making CNNs a valuable tool for analyzing 
such data. This approach can help identify complex rela-
tionships within the data that may not be apparent through 
traditional statistical analysis. However, it’s important to 
note that using CNNs for stock market prediction requires 
careful consideration of the data preprocessing, model 

architecture, and evaluation metrics. While CNNs can be 
a powerful tool for feature extraction and pattern recog-
nition, they are just one part of a larger toolkit for stock 
market prediction, and their effectiveness depends on the 
quality and relevance of the input data.

Figure 5 shows the results of the predictions made by a 
CNN model on the used datasets.

N-BEATS has garnered attention in the evolving land-
scape of stock market prediction owing to its capacity 
for precise forecasts. Deep neural networks are used by 
N-BEATS to understand the complex changes in stock 
prices. They do this by breaking down time series data 
into basic building blocks called basis functions. While 
traditional forecasting methods have historically facilitated 
strategic decision-making, the advent of deep learning, 
epitomized by N-BEATS, has revolutionized the domain by 
presenting unprecedented potential for accurate predictions 
of stock market movements. This innovative approach marks 
a significant stride in utilizing deep learning for stock market 

Fig. 7   Prediction results for each coefficient of DJIA
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prediction, contributing to a transformative impact on the 
accuracy and reliability of stock price forecasts.

Figure 6 shows the result of predictions made by the 
standalone N-BEATS models which were trained on clos-
ing price of the indices directly and not on the coefficients 
of wavelet transformations.

Figure  7 shows the actual values and the prediction 
made by the N-BEATS model for the approximation coef-
ficients and detailed coefficients for the DJIA dataset. From 
these graphs it can be seen that N-BEATS is able to pre-
dict the approximation coefficients with high accuracy. For 
detailed coefficients as the structure of these coefficients 
become complex in each, the predictive power of N-BEATS 
decreases.

Figure 8 shows the result of predictions made by WT + 
N-BEATS models which were trained on the coefficients of 

wavelet transformations for all the five stock market indices 
under consideration.

Figure  9 shows the forecasts made by the proposed 
WT + N-BEATS model and other models for the DJIA data-
set. Forecasting results produced by different models for the 
NIFTY 50 dataset are shown in Fig 10. Figure 11 shows the 
forecasts made by the proposed WT+N-BEATS model and 
other traditional models for the Nikkei 225 dataset. Simi-
larly, Figs. 12 and 13 show forecasts made for BSE SENSEX 
and HSI dataset respectively. Figures 9, 10, 11, 12 and 13 
summarises results obtained in the above analysis and help 
us get some useful insights. Various models exhibit their 
performance in a comprehensive overview, enhanced by the 
lucidity of our findings through Fig. 14.

Table 5 summarises the results obtained from differ-
ent models for different datasets. Results for the proposed 

Fig. 8   Prediction results of WT + N-BEATS model
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architecture are highlighted in Table 5. Figure 15 draws a 
visual comparison between different models used in this 
work. Table 5 and Fig. 15 suggests that the proposed WT+
N-BEATS model outperforms all other models used in this 
study. Hence through this empirical study, it can be con-
cluded that the proposed WT+N-BEATS architecture can 
improvise stock market forecasting. To ascertain the sig-
nificance of the results obtained in this work, we conducted 
Wilcoxon signed-rank test and Friedman test, the results of 
which are summarised in Table 6.

The Wilcoxon signed-rank test is a non-parametric sta-
tistical test used to compare two paired groups of data when 
the assumption of normality is violated or when the data is 
ordinal. It assesses whether the median of the differences 
between paired observations is significantly different from 
zero. The steps for conducting the test involve ranking the 
absolute differences between pairs, disregarding their signs, 
and then summing the ranks of the positive or negative dif-
ferences. The test statistic is based on the sum of the ranks, 
with larger values indicating greater evidence against the 
null hypothesis of no difference. The critical value of the test 

Fig. 9   Combined results for DJIA

Fig. 10   Combined results for NIFTY 50
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statistic is compared to a table of critical values or obtained 
from software to determine statistical significance. It’s com-
monly used in research settings where data doesn’t meet the 
assumptions of parametric tests like the paired t-test, such 
as in psychology or biology. The Wilcoxon signed-rank test 
provides a robust alternative for analyzing paired data with-
out requiring assumptions about the underlying distribution.

The Friedman test is a non-parametric statistical test 
used to compare the means of three or more paired groups 

when the data violates assumptions of normality and 
homogeneity of variances. It assesses whether there are 
statistically significant differences among the groups. The 
procedure involves ranking the data within each group and 
calculating the average rank for each observation. Then, a 
test statistic is computed based on the differences between 
the average ranks. The null hypothesis is that there are no 
differences among the groups. If the test statistic is sig-
nificant, it suggests that at least one group differs from the 

Fig. 11   Combined results for Nikkei 225

Fig. 12   Combined results for BSE SENSEX
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Fig. 13   Combined results for HSI

Fig. 14   Comparison of models for different indices and metrics
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others. The critical value of the test statistic is compared 
to a chi-squared distribution to determine statistical sig-
nificance. The Friedman test is commonly used in fields 
such as psychology, medicine, and environmental sciences 
when dealing with repeated measures designs and non-
normally distributed data. It provides a robust alternative 
to parametric tests like repeated measures ANOVA when 
assumptions are violated.

Table 6 shows that both the tests reject the null hypothesis 
and clearly conclude that the results obtained by the pro-
posed method are statistically different as compared to the 
results obtained from other methods considered in this paper.

Implications of this Study Stock market predictions play 
a vital role in overall financial planning and corporate finan-
cial decisions. The proposed ML models can help the end 
users in various capacities like: helping them make smart 
decisions, enhance their portfolio management, analyse risk 
and returns, contribute to market efficiency by incorporat-
ing new information into stock prices etc. Overtime with 
more data availability, the accuracy of the ML models is 
expected to increase. This provides a win-win situation both 
for the end users as well as business firms for formulating 
future strategies. Stock market projections shape economic 
expectations and individual and corporate financial deci-
sions. Financial markets are unpredictable, so investors must 
be careful and diversified. Predictions can drive investment 
strategies and economic policies. Planners can trust long-
term forecasts, but investors and end-users must respond to 
shifting economic conditions and market signals. Although 
the usage of ML based approaches can be beneficial, but 
there are various external factors like government policies, 
international relations, sudden natural disasters, wars, acqui-
sitions etc., that do have an impact the stock market forecast-
ing. So, one should always be a little cautious while adopting 
these models.

Limitations of this Study: We have used an ensemble of 
Wavelet Decomposition and N-BEATS for improved stock 

Table 5   Final results for all 
models

The best outcomes in the comparative analysis is marked in bold

Index Metric LSTM CNN N-BEATS WT + N-BEATS

DJIA MAE 199.6460 176.0111 172.4302 121.1623
MAPE 0.7909 0.6955 0.6828 0.4810
RMSE 272.5661 242.7572 240.0762 170.8828

NIFTY 50 MAE 87.7324 83.5523 87.7324 63.1464
MAPE 0.7763 0.7412 0.7764 0.5612
RMSE 117.6041 114.3441 117.6041 81.3019

Nikkei 225 MAE 175.4711 168.4006 157.3350 109.7702
MAPE 0.7875 0.7571 0.7085 0.4947
RMSE 233.2632 223.7306 208.9863 158.1120

BSE SENSEX MAE 338.3028 280.8321 265.8805 196.8925
MAPE 0.8778 0.7345 0.6973 0.5162
RMSE 428.4140 370.4772 343.7019 263.2523

HSI MAE 260.3581 274.4688 200.2134 157.0981
MAPE 0.9471 0.9983 0.7336 0.5751
RMSE 330.7833 342.1693 273.5654 211.5542

Table 6   Results for Wilcoxon signed-rank test and Friedman Test

**p value is less than 0.05

Models Wilcoxon 
signed-rank test 
(� = 0.05)

Fried-
man test 
(� = 0.05)

WT + N-BEATS versus LSTM 0.0000** NA
WT + N-BEATS versus CNN 0.0000** NA
WT + N-BEATS versus N-BEATS 0.0000** NA
WT + N-BEATS versus N-BEATS 

versus CNN versus LSTM
NA 0.0000∗∗
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market forecasting. Wavelet transforms are highly effective 
tools for signal processing, especially when it comes to ana-
lyzing time-series data that is not steady. Nevertheless, these 
methods have various drawbacks, such as their inefficacy in 
handling specific types of data, strong correlation and lack of 

orthogonality, restrictions in dealing with discrete time series, 
and difficulties in signal reconstruction. The issues in real-time 
systems are compounded by computational complexity and 
the requirement to strike a balance between compression ratio, 
quality, and latency. Stock forecasting data being time series in 

Fig. 15   Error metrics for various models



SN Computer Science           (2024) 5:869 	 Page 21 of 22    869 

SN Computer Science

nature and is prone to sudden changes overtime, it is possible 
that the data distribution of a given stock on a day/hour may 
result into a non-desired prediction due to inherent randomness 
of the data under consideration.

Conclusion

Precise forecasting models are crucial for informed deci-
sion-making in stock markets. This study highlights the 
effectiveness of N-BEATS in predicting future prices for 
prominent stock market indices, including DJIA, NIFTY 50, 
BSE SENSEX, HSI, and Nikkei 225. Experimental results 
reveal that a basic N-BEATS model performed competi-
tively, occasionally outperforming traditional deep learning 
time series predictors like LSTM and CNN. Notwithstanding 
these successes, it is important to acknowledge the inherent 
limitations and challenges encountered during the research.

The analysis of forecasting models entails assessing key 
performance metrics such as mean absolute error (MAE), 
mean squared error (MSE), and root mean squared error 
(RMSE). We execute a comprehensive comparison with 
baseline models like LSTM and CNN, supported by p-val-
ues. We employ cross-validation techniques to gauge model 
stability and generalization. We explore the robustness of the 
N-BEATS model across diverse datasets, emphasizing vari-
ations and limitations. Statistical tests are used to see if the 
combined wavelet transformation and N-BEATS architec-
ture is a good way to improve performance and make com-
putations easier. We scrutinize external factors that affect 
stock market dynamics through correlation and regression 
methods. Visual representations, such as time series plots 
and prediction versus actual price charts, offer insights, 
while sensitivity analysis delves into the impact of key 
parameters on forecasting accuracy. In summary, the pro-
posed WT + N-BEATS architecture consistently surpasses 
traditional models, marking a significant stride in enhancing 
stock price forecasting accuracy, despite acknowledged chal-
lenges and limitations.

Even though combining wavelet transformation and 
N-BEATS works, it might be hard to do on a computer, 
and the performance gains seen may be different for dif-
ferent datasets. The ongoing challenge of external factors 
influencing stock market dynamics further emphasizes the 
need for accurate predictions. Despite these challenges, our 
proposed WT + N-BEATS architecture consistently outper-
formed simple N-BEATS models and traditional architec-
tures across all tested stock market indices, representing a 
significant advancement in enhancing stock price forecasting 
accuracy.
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