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Abstract
The rapid development of telecommunications services is increasingly attracting millions of users due to the convenience of 
interaction, promotion and communication. The abundance of daily transaction information has led to the creation of large 
data sources that are collected over time. This data source is a valuable resource for analyzing and understanding user habits 
and needs, devising a strategy to maintain and attract potential customers. Therefore, it is necessary to have a suitable system 
capable of collecting, storing and analyzing large datasets with efficient performance. In this article, we introduce Florus, 
a big data framework based on Lakehouse architecture, which can tackle these challenges. By applying this framework, we 
are able to propose an approach to analyzing customer behaviors in the telecommunication industry with a large dataset. Our 
work focuses on specific analysis of a huge volume of data presented in tables of different schemas, reflecting the business 
operation over time. Clustering based on the Bisecting K-Means algorithm will support the exploration of customer segments 
varying in density and complexity, and then characterize them into homogeneous groups to gain a better understanding of 
the market demand. Furthermore, the enterprise can forecast the revenue income at different levels, which can be applied 
to every customer. The work was tested with the Gradient Boosted Tree at the end of a data enriching and transformation 
pipeline. Overall, this work highlights the potential of Florus in supporting customer analysis experiments. Implementing the 
framework would significantly enhance our ability to conduct comprehensive analyses across the entire customer lifecycle.

Keywords Big data framework · Distributed system · Data analysis pipeline · Customer behavior analysis

Introduction

The greater the need for business growth, the more com-
prehensive the customer relationship management becomes, 
and the structure expanding on a massive dataset becomes 
more complex and diverse. The current big data wave makes 
the cost of collection lower and provides motivation to ana-
lyze those data with complex structures [13]. Taking the 
telecom data as one representative of our various use cases, 

this industry witnessed outstanding growth in revenue along 
with the diffusion of telephone service and internet access 
across geographics and demographics around the world 
[17]12. Therefore, the telecom data landscape expands day 
by day and reveals the nature of the intricate background 
of customer segments [29]. These prosperous and valuable 
resources are present in the shape of a large heterogeneous 
dataset, making the traditional approaches ineffective and 
infeasible to process.

Traditionally, the business owner uses a data warehouse 
to process data into a centralized warehouse, which costs the 
loading power on query and data management efforts for a 
variety of data formats. They either can use a data lake to 
overcome the price of storage and perform advanced analyt-
ics, but practically implemented in a two-tier architecture. 
The inconsistency across the two systems raises the cost 
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and challenges of data management [15]. Mazumdar et al. 
[4] stated a data lakehouse is a type of data architecture that 
combines the desirable attributes of a data warehouse and 
a data lake while overcoming the issues. The advantages 
include transactional support, open data, no copy, data qual-
ity and governance, schema management and scalability.

Therefore many enterprises join the race of this lakehouse 
service provider for businesses to analyze big data, led by 
Databricks and Synapsic Azure. Both of these platforms 
must be hosted on the cloud and purchased the infrastruc-
ture from these providers for commercial usage. Compa-
nies are paying the fee for the feature but may risking their 
own policy and customer privacy. In this paper, the Florus 
framework shares the principle of the lakehouse architec-
ture design to overcome the limitation of huge cost demand 
for big data, which is generated with great complexity and 
diversity in time. Florus will transfer the ownership of data 
rights to the local infrastructure of the business. The cost 
of purchasing the platform then be reduced and replaced by 
free access to multiple open-source components. In our spe-
cific use case, Florus is implemented with an exposed inter-
action interface for low-code users to perform analysis for 
the big dataset. Our first approach applied in the customer 
behavior analysis is to formulate components and design 
towards the business requirements.

When seeking a business enhancement strategy, corpora-
tions have found that customer behavior analysis is the key to 
maintaining and developing their relationships with custom-
ers, fundamental to driving business performance [32]. Con-
sidering this analysis in the aforementioned domain, telecom 
research is mainly focused on the churn proportion to win a 
larger market share than competitors. These analyses [2, 7, 
18, 27, 30] expose reasons, then alert the provider about the 
tendency of the user to terminate service. In 2019, Ahmad 
et al. [1], succeeded in solving this issue under the big data 
scenarios to gain high accuracy of 93.3% for AUC. Contrary 
to business objective alignment, solving this issue under big 
data scenarios has not fulfilled the purpose [9] but this is one 
step closer to the individual customer care [6].

Given the large scale dataset, the telecom industry 
demands a detailed, low bias, low error solution for every 
customer. This is not only about providing insights to 
enhance the customer experience but also providing a gen-
eral conclusion for a higher level of customer management 
on strategy motivation. Wisesa et al. presented the predic-
tion analysis using Gradient Boosted Tree for the business-
to-business telecom sales [31]. Wang et al. yielded a low 
error (0.4%−1.8%) on forecasting revenue of provinces in 
China by series of 24-month income [28]. This model serves 
the highest level of strategy for the business on setting total 
goal income. All in all, these studies about telecom cus-
tomer behavior have not yet focused on customer spending 
for millions of users. This study inspires the motivation for 

our analysis on predicting sales for customers [26], serv-
ing in different target sectors. When severely reshaping 
the data by aggregation, it is possible to lose the granular 
thread to detain the individual user. However, compared to 
the perspective of the complexity of the dataset, the vector 
embedding or principal component analysis can be used to 
reduce the dimension for 100,000 telecom customers from 
220 features to 20 features [3].

As the amount of processed data increases, the traditional 
implementation for machine learning suffers the bottleneck 
or exceeds the upper bound of the memory. In our experi-
ment, due to the limitation of a single computer infrastruc-
ture, we were only able to handle a table with 2 million 
rows x 4 columns, which is much smaller than the size of 
this industry’s data. Three solutions to continue working 
with this approach are sampling the dataset to reduce the 
number of records or scaling up/out the system. While sam-
pling risks the value of unmanipulated information, scaling 
up faces the infeasibility of physical computing resources. 
Therefore, scaling out the system and using the big data 
framework to construct a stronger cluster seems the best 
approach.

In this article, we introduce Florus, a big data framework 
designed based on the Lakehouse architecture. All neces-
sary services have been designed and developed to perform 
tasks in data collection from multiple sources, storage, 
visualization and analytical processing, ensuring efficient 
performance for application in big data analysis problems. 
Specifically, we have applied Florus in predicting future 
charged amounts for every user based on their usage. To 
tackle the imbalanced dataset, the regression analysis will 
be conducted on groups of segments, where the segment is 
a cluster of similar users. In the application, to feature the 
decision support system, we provide a classification model, 
with its outcome invoking the corresponding revenue pre-
diction model. Gradient-Boosted Trees Regression is our 
baseline model, and MAE metric is used to evaluate our 
work. Other measures will also be applied due to the specific 
characteristics of this heterogeneous dataset such as Inertia, 
Silhouette score, along with other well-known criteria for 
the model like accuracy, precision, and recall.

The paper is organized in the following structure. Sec-
tion Background describes the background of the Lake-
house architecture and the core component structuring this 
framework. This section also includes the fundamentals of 
machine learning analysis with the corresponding evalua-
tion metric for the pipeline. The architecture and mecha-
nism inside the framework from Sect. Florus: A Lakehouse 
Framework for Handling Large Dataset reflects our applica-
tion of the Lakehouse principles. These components will 
be separated into blocks and provide the interaction set, 
as well as a set of data resources to control independently. 
In Sect. Proposed Data Analysis Pipeline, we propose a 
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pipeline for analysis of telecom user behavior based on big 
data techniques. Section Processing Experiment describes 
the experiment results on how this framework applies to the 
telecom use case. In particular, Sect. Evaluation of pipeline 
in telecom’s decision support system evaluates the appli-
cation process and testing on the unknown dataset for the 
scenario of the decision support system. Finally, Sect. Con-
clusion summarizes all the conducted results and describes 
future work.

Background

Lakehouse Architecture

Lakehouse is a new architecture that combines the advan-
tages of data warehouses and data lakes to address the short-
comings of each architecture. Lakehouse enables the pos-
sibility to deploy many data structures not only at a low cost 
in an open format but also with powerful data management 
features similar to data warehouses [4].

The following are Lakehouse’s main characteristics:

– Transaction support: Since concurrent reads and writes 
are frequently needed in real-world data streams, it is 
important to provide the ACID property for transactions 
to guarantee consistency when several parties read or 
write at the same time. write information.

– Schema management: Data warehouse-like schema struc-
tures, including the star or snowflake schema, are sup-
ported by Lakehouse.

– Accommodates streaming and unstructured data: Lake-
house supports semi-structured and unstructured data, 
including text documents, PDF files, system logs, audio 
and video files, and more, in contrast to data warehouses 
that can only manage structured data. Furthermore, 
streaming data from devices like IOT can be supported 
by Lakehouse.

– Separation of storage and compute resources: Similar to 
some data warehouses, Lakehouse uses separate clusters 

of resources for storage and computing. This ensures bet-
ter scalability: Multiple applications and users can run 
concurrent queries on separate compute nodes while 
directly accessing the same storage.

– Support for a wide variety of workflows: Including data 
science, machine learning, SQL, and data analysis.

Apache Spark Framework

Apache Spark is a multi-language engine for executing data 
engineering, data science, and machine learning on a single-
node machine or a cluster. It is an open-source architecture 
that implements the MapReduce model along with Hadoop 
Distributed File System (HDFS). While HDFS is used to 
store the result of each MapReduce phase in Hadoop, Spark 
maintains it in memory [20] to make it run significantly 
faster and consume less storage.

A spark application architecture is also designed to fol-
low the Master/Slave concept where the master is called the 
driver and the slave is called the executor. When an applica-
tion is started, the driver first creates a Spark Context, which 
acts like a gateway to access all functionalities of Spark, to 
connect to its cluster manager such as Yarn, Meros or Kuber-
netes depending on how a Spark cluster is deployed. Then, it 
will request the cluster manager resources and allocate some 
executors in the worker node [20, 22].

Figure  1 shows the architecture of a Spark applica-
tion where the dashed line shows the process to request 
resources, allocate the executor, and the solid lines show 
the process of passing data through the driver and executor 
as tasks.

Apache Spark unified our data analytic process, and also 
a general-purpose framework for applying our findings to 
operational product data applications [19].

Spark MLlib

Spark MLlib is an open-source distributed machine learn-
ing library, which provides efficient functionality for a wide 
range of learning settings and includes several underlying 

Fig. 1  Architecture of a Spark 
application [23]
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statistical, optimization, and linear algebra primitives. 
Shipped with Spark, MLlib supports several languages 
and provides a high-level API that leverages Spark’s rich 
ecosystem to simplify the development of end-to-end 
machine learning pipelines [16]. Assefi et al. in [5] the out-
performance of Apache Spark MLlib compared to Weka,3 
while remaining accurate. This library offers fast, flexible, 
and scalable implementations of a variety of machine learn-
ing components for distributed processing.

The MLlib library provides various API functions related 
to data processing, of which there are 3 main groups that 
we mention in this study such as Classification, Regression, 
and Clustering.

Cluster Analysis

Cluster analysis or simply clustering is the process of par-
titioning a set of data objects (or observations) into subsets 
[10]. Each of these subsets contains similar objects, whose 
similarities are different from the other groups. In clustering 
for big data, Pyspark implements the KMeans and KMeans|| 
(parallelized version of KMeans + + ). A K-means model or 
any other clustering analysis can be evaluated by the most 
common metrics, which are the Silhouette score and Inertia 
score:

– Inertia: Inertia measures how internally coherent clus-
ters are. 

 Where:

• C
k : is the Kth cluster

• x
i : is the ith point in the C

k

• c
k : is the centroid of C

k

– Silhouette: Silhouette score is used to evaluate the qual-
ity of clusters created using clustering algorithms in 
terms of how well samples are clustered with other sam-
ples that are similar to each other. 
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Classification

Classification is the process of finding a model (or func-
tion) that describes and distinguishes data classes or con-
cepts [12]. The prerequisites include training data and test 
data. They all require a label feature to predict when missing 
this label. Three experimented algorithms in this paper are 
Logistic Classification, Gradient-Boosted Trees, and Deci-
sion Tree.

Regression

Regression analysis is a statistical methodology that is most 
often used for numeric prediction, hence the two terms tend 
to be used synonymously [11]. This method visualizes the 
distribution trends of data. In [26], the evaluation stage used 
Mean Absolute Error (MAE) to compare the prediction to 
the actual value. Even though this metric is dependent on the 
unit of measuring variable, our dataset contains the actual 
value of zero, which is not appropriate for the MAPE (Mean 
Absolute Percentage Error) value [8].

Where:

• Predicted
i is the predicted value for the ith data point.

• Actual
i is the actual value of the ith data point.

• N is the number of data points.

Florus: A Lakehouse Framework 
for Handling Large Dataset

Florus is a based-Lakehouse architecture framework 
designed for handling large datasets. We design this system 
to support end users to ingest data from multiple sources 
and then process and visualize the stored data into graphics. 
For machine learning demand, Florus provides the inter-
face to read data, train models, and save the result in our 
environment.

The system includes the user interface, a set of micro-
services, and the infrastructure. This framework can apply to 
any dataset and does not require redesigning the architecture 
presented in Fig. 2.

MAE =
1

N

N∑

i=1

||Predictedi − Actual
i
||

3 The Weka Workbench https:// www. cs. waika to. ac. nz/ ml/ weka/.

https://www.cs.waikato.ac.nz/ml/weka/
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Overview Architecture

We proposed Florus framework with five layers, one holds 
a specific function in the system.

Ingestion layer - The first layer of Florus is responsible 
for ingesting data from multiple sources and storing it in 
the storage engine. We can ingest the data by two types of 
mechanisms:

• Batch: Scheduling an interval job to read from the data-
base.

• Streaming: Connecting to the source database and 
streaming newly appended data into the storage. Kafka 
and Kafka Connector are decided to be used because of 
their power in handling a huge volume of streaming data 
with high throughput message delivery and minimum 
data loss in the pipeline. [21].

In addition, users can also upload files to our intermediate 
storage before streaming them into our storage.

Storage layer - This layer takes responsibility for stor-
ing all the data ingested from the external source. Due to 
the capacity to store data in multiple formats, scalability 
and cost-effective, HDFS is chosen to be the storage engine 
of Florus. HDFS is deployed in distributed mode, data is 
partitioned and replicated to help avoid loss when network 
or hardware problems occur.

Metadata layer - The main feature of this layer is to wrap 
the below storage layer, providing the ACID transaction and 
the other management features:

– ACID Transaction: The storage layer deployed using 
HDFS just only provides a set of simple operations on a 
file system and those operations are not atomic. Jain et al 
have figured out that Delta Lake makes a greater per-
formance when compared to Apache Hudi and Apache 

Iceberg [14], so we decided to choose Delta Lake as a 
part of this layer to manage data

– Management data architecture: The Medallion architec-
ture supports data management in this layer by three lev-
els of cleanliness: Bronze (raw data), Silver (validated, 
enriched), and Gold (refined, aggregated data) table

– Caching: MongoDB is used for caching to store the con-
tent of the analyzed result to speed up the SQL query 
performance on HDFS.

– Framework operations: Using MongoDB to store data to 
operate the framework, including user information, pro-
ject details, metadata of data sources, tables, and other 
framework-related metadata.

API layer - Flask is used in this layer due to its ease of 
development, testing, and scalability, maintainability in 
deployment. The key features of this layer are:

– Providing API endpoints to support other consumption 
tools for interacting with the below layer easily

– Operate the interaction between infrastructure compo-
nents in the architecture

Consumption layer - ReactJS is used to provide the user 
interface for their interaction with the system such as setting 
data sources, processing data files, training machine learning 
models, ... In addition, we use Apache ECharts to help users 
represent visualization for the aggregated results.

Backend Component Design

To achieve the design architecture, we separated the back-
end into many components (also called service), each tak-
ing responsibility for some specific features. The component 
design is based on two key purposes: (i) Each component 
should take responsibility for one or a few features and 

Fig. 2  Architecture of Florus 
framework
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ensure the size of the code is at just the right level, easy to 
read, maintain, and scale. (ii) The whole components should 
not depend on each other, avoiding when one component is 
not working as expected, it won’t affect the others.

The back end contains six components as described in 
the Fig. 3, including:

API Gateway: Providing a gateway point for users to 
interact with the below system. It receives requests from user 
interface, then authenticates and authorizes the permission 
before processing

Auth service: This service is responsible for providing 
a mechanism to authenticate and authorize users using the 
architecture. Ensure data privacy between users when using 
the system. It controls the user information, user role, and 
their permission to manipulate resources in the architecture.

Ingestion service: This component is assigned two mis-
sions: (1) interact with Kafka Connect Server and Spark to 
create the pipeline for data from source to Bronze table stor-
age; (2) provide the API endpoints for users to interact with 
ingestion sources connection. From various data sources, 
this framework is capable of working with both batch and 
streaming sources. The steps of ingesting data include:

– Setting up the schema of Bronze Table: this kind of 
table represents the raw data from sources. This requires 
a structure for each data field, such as field name, field 
type, and nullable flag. Therefore, the records must 
adhere to this established constraint.

– Ingesting data: Either batch source or streaming source 
selection will trigger each of their corresponding pro-
cesses.

• Batch: Spark component will start collecting data 
by timer setting or under a certain interval time. The 
data will be processed through the Delta Tables of 
Metadata Layer.

• Streaming: Starting from Kafka Connectors, initiated 
by the Kafka Connect Server, a connection to the 
user’s database will be settled up by the Kafka topics 
within the Kafka Cluster. New data at the transaction 
data repository will be immediately streamed into 
Kafka.

• In the meantime, users can upload data files to an 
intermediate database. Subsequently, this data is 
ingested into HDFS via Spark Structured Streaming.

– Setting up schema for Silver Table: Raw data in Bronze 
Table is stored without cleaning, preprocessing, or refin-
ing. After any modification or transformation, data will 
be placed in the Silver Table, being ready for analysis. 
The Silver Table has a higher level of data quality and 
also preserves data schema (Figs. 4, 5).

Delta service: This service handles the request for data 
processing and retrieval. It creates Silver and Gold tables 
by sending refined logic to Spark, serving the caching data 
to enhance query performance, and providing the capabil-
ity to process ad-hoc queries. As the data stream receives 
new data, these changes will immediately recognized and be 
applied the existing logic. The updated result always persist 
in the HDFS storage, while part of its cached for metadata 
layer functionality (Fig. 6).

Model service: All of the interactions with the machine 
learning model have to be processed under this service con-
trol. It is allowed to work with Spark and SparkML API 
on training, predicting and testing models. On the request 
to work with a machine learning model, only some of the 
components will be invoked.

Fig. 3  Back-end component of 
Florus
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– The system will require a set of metadata about the 
model, which is made up of preprocessing stages, 
machine learning algorithm, and re-training mode.

– Interact with Spark combines Spark MLlib to support 
user training and use the result to predict based on their 
input

– Since the start of execution, any additional data added to 
the dataset will not be recognized and affect the outcome.

– Once the process is finished, the status will be updated on 
the tracking database, meanwhile all other results (model 
or prediction) stay in HDFS.

– After training successfully, the user can use the model to 
predict value or retrain with updated data (Fig. 7).

Visualization service: With the ability to contact the 
Delta Service for Gold Table manipulation, this service 
supports the demand of visualizing and data consumption 
for users. To enhance the speed of data query at the Gold 

Table, the system allows users to periodically or immedi-
ately cache the data into the intermediate database (the Mon-
goDB component). Therefore, the time of data file accessing, 
and graphics processing is reduced and also promotes the 
role of metadata Layer of Lakehouse architecture (Fig. 8).

Infrastructure Recommendation

The Florus framework consists of multiple components, 
which are HDFS, YARN, Kafka, MongoDB and Back-End 
services. In addition, it also contains Spark History Server 
to track the job running state in Spark Application and Ker-
beros KDC to secure HDFS and Yarn.

We advise utilizing four machines for HDFS deployed in 
cluster mode to guarantee high availability and data integ-
rity. By isolating the Name Node and Secondary Name Node 
on separate nodes, the architecture minimizes the risk of 
a single point of failure and reduces resource contention. 

Fig. 4  Data ingestion mecha-
nism for batch sources

Fig. 5  Data ingestion mecha-
nism for streaming sources
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Having at least three Data Nodes ensures data redundancy, 
allowing the system to withstand node failures without data 
loss. This configuration strikes a balance between fault tol-
erance and efficient resource utilization, making it suitable 
for a reliable Hadoop deployment. Together with HDFS, 
Yarn also could be deployed by pairing the Resource Man-
ager and Node Manager with Name Node and Data Node, 
respectively. To guarantee that the Name Node and Resource 
Manager won’t be overloaded, the remaining components 
will be distributed among the other three nodes.

Therefore, we recommend the minimum required capac-
ity shown in Table 1. These machines should be specifically 
configured with the firewall, IP address, port and component 
installation.

Regarding resource allocation for each Spark-related ser-
vice, the configuration as shown in Table 2 is optimized on 
the set of data over 1GB to 16GB for Ingestion Service, 
Delta Service, and Model Service. This configuration is 
suitable enough to carry out data analysis for millions of 
instances.

The allocation for the system as shown in Table 3 is the 
deployment details for the Florus system with minimum 
infrastructure. In corresponding, Fig. 9 demonstrates their 
alignment on the component functionality compared to 
the separated machine to be allocated. This graphic was 
intended to structure the interaction flow and distribute the 
working capacity across the nodes.

If more nodes and resources are available, each node’s 
memory and storage can be changed for the most optimized 
setting. So whether the framework is deployed on a different 

setting or scaling up the cluster size as needed, the new 
alignment should follow the above-mentioned constraints. 
This ensures our framework adapts the internal structure to 
a higher cluster size to increase performance. Therefore, the 
changes will still maintain our system characteristics and 
functionality.

Fig. 6  Data transformation 
mechanism

Fig. 7  Machine learning model 
mechanism

Fig. 8  Data visualization 
mechanism

Table 1  Minimum infrastructure requirement of Florus framework

Metric Value

Number of machines 4
Number of cores 16 per machine
RAM 32GB per machine
Storage 1TB per machine

Table 2  Recommended configuration for Spark application

Configuration Key Value

Number of executors spark.executor.instances 4
Number of cores for drivers spark.driver.cores 3
Number of cores for each execu-

tors
spark.executor.cores 3

Size of memory used for driver spark.driver.memory 3 GB
Size of memory used for each 

executor
spark.executor.memory 3 GB

Number of partitions in RDDs 
returned by transformations

spark.default.parallelism 36

Number of partitions to use when 
shuffling data for join or aggre-
gation

spark.sql.shuffle.partition 36
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Proposed Data Analysis Pipeline

User behavior analysis is vital for the management of the 
telecommunication industry, being considered one of the 
most important factors contributing to business success. The 
revenue represents the charged amounts on phone calls and 
internet usage of customers, which are the two main services 
of this industry. This study aims to predict the spending of 

each user based on their recorded activities in the latest 
2-month period. Even though high benefits would come for 
customer relationship management, inaccurate analysis can 
be adverse to the marketing and sales strategy. Especially 
when businesses witness the number potential of customers 
with high revenue contributions much lower than the oth-
ers. Consequently, the recommendations for this group do 
not satisfy these customers, not only enhance the profits but 
also cost money and effort to lose customers.

We propose serial steps from customer clustering to rev-
enue prediction so that the enhancement can accommodate 
both the high revenue and high quantity customer groups. 
The approach will have 2 flows: the training process for 
building appropriate models and the predicting process in 
the Decision Support System (DSS) as shown in Fig. 10.

Customer Behavior Analysis

To tackle our objectives, we have carried out multiple steps 
to develop a set of models and their correspondences to give 
a thorough analysis. The following tasks will be integrated 
into the pipeline to improve accuracy and analytical process-
ing across large numbers of users: 

1. Pre-processing and data splitting:

The user’s revenue is first aggregated from data usage, 
calling by monthly and weekly logs. In addition, the 
user’s revenue is affected by their behavior, which is 
usually related to their subscriptions and many other 
relevant uses. Each plan allows users to purchase a 

Table 3  Recommended resource allocation on the minimum infra-
structure

Component Allocation

NameNode BD-Node-1
HDFS Secondary NameNode BD-Node-4

DataNode BD-Node-1, BD-Node-2, 
BD-Node-3

Yarn Resource Manager BD-Node-1
Node Manager BD-Node-1, BD-Node-2, 

BD-Node-3
Zookeeper BD-Node-2, BD-Node-3, 

BD-Node-4
Kafka Broker BD-Node-2, BD-Node-3, 

BD-Node-4
Kafka Connect Server BD-Node-2, BD-Node-3, 

BD-Node-4
MongoDB Primary Node BD-Node-4

Secondary Node BD-Node-2, BD-Node-3
Model, Auth BD-Node-2

Back-end API Gateway, Delta BD-Node-3
Ingestion, Visualization BD-Node-4

Kerberos BD-Node-2

Fig. 9  Recommended resource 
allocation on the minimum 
infrastructure
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fixed amount of non-charge services within a specific 
period. Customer segments represent a set of users 
with similar charge fees, counted calls, and internet 
services,... As a result, feature selection and data 
aggregation help to explore valuable information to 
enrich the pool of data fields.
Particularly, the dataset with a high range of values 
will be transformed to log normalization. Code of ser-
vice subscription also features in the set of informa-
tion for decision. On our dataset, the abbreviation of 
action is:

– Aggregate: aggregate data by the time slice
– Enrich: perform feature engineering on columns
– Transform: Execute log normalization, Standard-

Scaler, PCA [25] to fit the assumption of regres-
sion model and data characteristics.

2. Clustering:

User clustering can bring numerous benefits to busi-
nesses. Firstly, grouping customers with similar pur-
chasing behaviors helps businesses gain a better under-
standing of the needs and preferences of each customer 
segment. Secondly, this analysis allows businesses to 
save time and cost in customer management, and focus 
on high-potential customer segments to increase sales.
In this approach, users are then clustered into groups 
with their different charged usage. However, the clus-
ter size does not correlate to the revenue contribution, 
which is the cause of the bias in the simple approach. 
The purpose of this stage is to find user segments and 
their spending distributions, which will be an impor-
tant metric to reduce data imbalance.

3. Classification:

In general, user classification will help businesses 
understand their customer base better and thereby 
develop appropriate business strategies, marketing 
tactics, and customer care approaches tailored to dif-
ferent user groups. Regarding our suggested process, 
the classification model uses the outcome of the clus-
tering stage to train and aims to classify the users into 
equivalent segments based on their summary usage.

4. Regression:

Due to the difference in size and revenue of these 
above clusters, we extract them into multi-independ-
ent models to avoid their interference in the process 
of other clusters. The classification model acts as the 
gateway for the regression stage, so the splitting rule 
should take into account its misclassification behavior. 
Based on the confusion matrix, clusters are grouped 
together if they have a mutual misclassification rate 
of 25%. Finally, the bias is dropped down and thus 
the model accuracy is improved by the combination 
of multiple regression models.

In applications, the classification module helps us to deter-
mine which revenue prediction model should be used. In 
case the whole proposed pipeline has not been retrained, 
their historical usage is recorded but has never been clus-
tered, this pipeline is still able to achieve the revenue predic-
tion output. We proposed an additional scheme to evaluate 
when applying the model in industrial-scale scope: 

1. Pre-processing: similar to the preprocessing stage of the 
training process.

Fig. 10  Data flow representa-
tion
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2. Classification: the input contains less than one feature 
than the clustering training set and will be used to pre-
dict the segments of customers. The prediction from this 
model will be enriched with other features and passed to 
the next stage.

3. Regression: using the label classified by the previous 
stage, the model splitter - the component that merged 
customer segments into clusters based on the defined 
condition and built the classification model, will invoke 
the regression model trained for this segment to generate 
revenue prediction.

Data Description

In this paper, we use the same dataset as in [26]. Briefly, 
this dataset consists of over 550 million anonymized and 
daily aggregated records from approximately 7 million tel-
ecom customers. With a total of more than 70 attributes in 
tables, it provides information on subscriptions, phone calls, 
internet-charged fees, and top-up amounts over 3 months. No 
demographic data or raw format of user activities is included 
to ensure confidentiality of user identity and activity.

Processing Experiment

Regarding the Florus framework implementation, we have 
conducted analytical experiments on a set of individual tasks 
under the context of big data. Due to the gaps between the 
functionality of our approach on the cluster and the tradi-
tional approach on the independent machine with the same 
capacity, the customer behavior analysis result will focus on 
the result based on the framework and technology supported 
by components in Florus. This section reflects the power of 
processing data on the demand and the customization of the 
metric evaluation.

The experiment includes 3 tests that correspond to 3 key 
services for manipulating big data resources.

– Streaming capacity: The time required to stream data 
from Sources to the Storage layer (Ingestion service).

– Data processing performance: The execution time on 
transforming dataset (Delta service).

– Machine learning model training time: The time cost to 
train a machine learning model with MLlib API (Model 
service).

The results represented below take into account the setting 
recommendation suggested in Sect. Infrastructure Recom-
mendation. In total, the memory resource allocated for each 
service is 15GB on 3 nodes.

Streaming Capacity Test

This test invokes the Ingestion service and measures the 
arrival time of data from the original source to our system. 
The streaming functionality was tested on various data sizes 
with the time metric represented in Fig. 11 above.

We sequentially increased the data size from 512MB to 
1GB, 2GB, 4GB, 8GB and 16GB and stored it in the Mon-
goDB database as the external source. After that, we tracked 
the streaming time from MongoDB to Kafka component and 
the final component of the streaming flow, which is HDFS. 
In this experiment, there were no missing rows between 
the source and the final storage table. The larger the file is, 
the longer the streaming time would take but it still follows 
the linear proportional relationship. It has proven that this 
framework can process data amount overweight the memory 
resource. In other words, the proposed framework can be 
scalable for handling the large-scale dataset.

Data Table Processing Test

After having the raw data ingested into our storage place, 
the analysis function of Delta Service will be applied to the 
dataset. Florus allows the filtering, cleaning and augmenting 

Fig. 11  Completion time for 
streaming sources having big 
size
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of the Silver Table, and also delivers business-level aggre-
gation to the Gold Table. In this test, the dataset resulting 
from the previous test, sizing from 0.5 to 16GB, contains 
30 columns of millions of records. We will evaluate the join 
operator and aggregation on data.

– Join: Left join with the table of 17 million rows, based 
on the one-string column.

– Group by and Aggregate: Count the number of distinct 
ID over a category variable.

Figure 12 shows the efficiency of this service in joining 
and grouping the data, reading from HDFS and writing back 
to HDFS. Despite the fact that analysis in reality will be 
much more complex than this test, it represents the feasibil-
ity of processing data on big data tables.

Machine Learning Model Training Test

In evaluating the functionality of Model Service, the training 
time depends on many factors, namely the computational 
capability, the algorithm complexity, data size, etc... This 
test aims to identify the relationship of execution time on 

the training model versus the number of data instances. The 
following table represents the effect of table length on the 
evaluated metric. In contrast, the hyperparameters for all of 
the models are set to default (Table 4).

The Model service takes more time to process the larger 
file. The training time varies between different algorithms 
and increases as the data set becomes larger. Each of them 
may suffer the execution error on memory allocation capa-
bility at a different bound. This reveals the upper bound of 
modeling tasks on the Florus framework with a fixed cluster 
setup. The issue can be solved by adding more nodes or 
upgrading the physical resources to allocate more memory. 
Since this framework can be adapted without restructuring 
the architecture and data mechanism, infrastructure changes 
difference from the recommendation should follow the con-
straint in the Sect. Infrastructure Recommendation and their 
interactions in Fig. 9.

Discussion

Based on the above experiment result, the system can handle 
synthesis, data processing, and model training with the rec-
ommended infrastructure and datasets of different sizes. The 
Florus system can process and transfer files from outside to 
the internal storage system without encountering memory 
limit errors. Similarly, the concatenation operation on a long 
string data field is executed with increasing results and does 
not run out of memory. Tested data sets that pass the pro-
cessing stage using Florus operations are still within the 
system’s operating capabilities.

However, training machine learning models is a complex 
task. This task depends on many characteristics such as the 
type of algorithm, the parameters set, and the input data set. 
With the default parameter set installed on the interface, 
the algorithms work well when the data reaches 27 million 
rows. Larger data sets will require resharing resources across 
services to match the actual needs of the business.

Fig. 12  Execution time of com-
mon operators

Table 4  Time to complete training for 3 different models (seconds)

*: Training job frequently met error because of exceeding executor’s 
memory

Number of records KMeans Logisistic 
regressions

Linear 
regres-
sion

1,708,670 293 905 124
3,417,340 332 1,482 185
6,834,681 441 2,526 355
13,669,363 869 5,016 417
27,338,728 5,969 * 945
54,677,458 * * *
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Analysis Pipeline Performance

Our dataset was first obtained in the format of .csv files, a 
total of 115GB of data stored outside the system. Florus 
started the ingestion task to collect all data and save it into 
the system. Without changing the data or performing any 
filtering action, the total size significantly drops to 70GB 
in the Parquet format. The data can be refined, cleaned, 
and transformed into multiple silver tables, being ready to 
serve customer behavior analysis with chart visualization or 
decision support. This framework can transform the data to 
reshape and aggregate information for millions of instances 
through grouping and pivoting (Fig. 13).

This result illustrates that the Florus can work and process 
with our telecom dataset, and efficiently support the analysis 
on tables. The ingestion component proves the saving for 
storage size on the infrastructure without modifying or filter-
ing data. Meanwhile, the system also has the ability to man-
age the tables as well as serve for processing data analysis. 
Last but not least, the machine learning component can work 
with this set of approximately 7 million users. The models 
we have deployed include clustering (KMeans, Bisecting-
KMeans), classification (Decision Tree, Logistic Regression, 

Gradient-Boosted Tree), regression analysis (Linear Regres-
sion, Decision Tree Regression, GBT Regression).

While working on the models, the entire dataset will be 
used for the clustering. However, in the later stages, only 
80% of the dataset is included in the training stage (including 
the train set and validate set), and the other 20% will serve 
as testing data for both regression and classification models. 
Finally, we will perform the evaluation stage for the pipeline 
application on the test dataset.

User Clustering

In this analysis, the quality of the clustering method will be 
measured by inertia, silhouette score and further compared 
by the distribution of customer average spending. Our set 
of evaluation metrics previously supported the data trans-
forming and hyperparameter tuning to select the best time 
window of the month, as well as choosing k = 20 as the 
number of clusters. However, neither KMeans nor KMeans|| 
by MLlib can result in a stable splitting across the random 
centroid initialization. Then the Bisecting KMeans (a hier-
archical clustering algorithm) is applied to explore further 
the beginning of the analysis approach. Both of the model’s 

Fig. 13  Data size reduction

(a) (b)

Fig. 14  Inertia and Silhouette scores by cluster numbers. a KMeans|| b Bisecting KMeans
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evaluations result in an Elbow method selection on Inertia 
to narrow down the search space. The silhouette score, then, 
consolidates the final model with the most stable option. In 
Fig. 14, the value of selected models will be analyzed by 
plotting the boxplot of their monthly spending (AVERAGE-
3MONTHS) distribution of all clusters presented in Fig. 15.

In detail, there is a difference in the silhouette factor. The 
approach with KMeans|| witnessed the fluctuation in silhou-
ette score, while this metric for Bisecting Kmeans dramati-
cally changed on the segments of kvalue. This results from 
the effect of silhouette changes when the algorithm starts 
dividing dense clusters, which happened at the 9th and 17th 
bisecting. Therefore, with the Elbow point around k = 16 , 
the silhouette score of Bisecting KMeans led to the k value 
of 15 to reduce the cost as well as keep the model stable.

Comparing the distribution of average revenue contribu-
tion for each cluster, the hierarchical clustering approach 
proposes a better segmentation. Firstly, the outlier points 
were closer to the rest of the cluster, and even disappeared 
at most of the segments. Secondly, the data division is 
better because of the less overlap in their interquartile 
range. Consequently, the proposed adjustment proved the 
improvement in stability and clustering performance, con-
solidating the foundation for the other stages.

User Classification

In the user classification problem, we will use the revenue 
of the last two months in 2022 to classify users. Their 
segment labels are inferred from the result of the previous 
stage in both versions of the clustering model.

Previously in [26], the evaluation table demonstrates 
the promising performance of Gradient-Boosted Trees 
(GBT) in highly imbalanced classification. Meanwhile, the 
Softmax Regression and Decision Tree algorithm failed 
to recognize any instance of some minority cluster, GBT 
does not hold the tendency to favor the majority class. This 

algorithm, from the Boosting groups of the algorithm, can 
handle the sample size bias issue [24]. The following table 
lists in detail the classification result of this model built on 
different clustering approaches.

Table 5 above shows the performance of the classifi-
cation models corresponding to the clustering results of 
Kmeans and Bisecting Kmeans, respectively. They were 
ordered by the label, and consequently, we do not ensure 
or imply any similarity on cluster label/characteristic 

(a) (b)

Fig. 15  Average revenue distribution by clusters. a KMeans|| b Bisecting KMeans

Table 5  Gradient-Boosted Trees performance based on two cluster-
ing results

KMeans Dataset Bisecting KMeans Dataset

Accuracy = 0.9609 Accuracy = 0.9845

Label Precision Recall Label Precision Recall

0 0.9862 0.9979 0 0.9940 0.9994
2 0.8788 0.9063 1 0.9466 0.9321
3 0.7344 0.7460 2 0.8373 0.7520
4 0.9177 0.9059 3 0.8279 0.7483
6 0.7687 0.8666 4 0.8055 0.7417
7 0.4942 0.1341 5 0.7949 0.7427
8 0.8119 0.7398 6 0.7979 0.7246
9 0.8188 0.7879 7 0.7969 0.7969
14 0.7825 0.8801 8 0.8077 0.8400
15 0.6383 0.4138
17 0.7670 0.8680
19 0.5990 0.3315

Table 6  Performance of the baseline models

Model R
2 MAE

GBT Regression without 
clustering

67.81% 500,318

GBT Regression with KMeans 
clustering

397,781
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through the horizontal view. However, the results dem-
onstrate that the performance of the classification model 
based on Bisecting Kmeans is better than Kmeans cluster-
ing. The updated Bisecting-KMeans based model shows 
stability of most clusters and viability despite unusually 
poor performance on some specific segments. Because the 
same algorithm was used, the difference in the label of 
instance must be crucial to the improvement, and consoli-
date the replacement of Bisecting-KMeans for KMeans in 
our use case.

Regression Analysis

Baseline Result

The most elementary approach for this problem is using 
a single regression model for all the users. This baseline 
model is only one single regression without enhancement 
stages conducted. The result achieved by Gradient-Boosted 
Trees Regression recorded by Table 6. In addition, we con-
sider the previous result in [26] as the second baseline, to 
mark the changes in our enhancement proposal.

Since applying the pipeline to analyze customer behav-
ior, the MAE metric significantly dropped by approximately 
20%. This proved the effectiveness of the pipeline in seg-
menting customers with their shared characteristics on 
service usage. However, we want to broaden our approach 
across the different algorithms, especially since the clus-
tering revenue distribution has overlapping areas for some 
neighbor clusters. This inspires us to approach clustering 
from another hierarchy algorithm and try to convey the gaps 
that may exist in KMeans initialization.

Model Splitting

Having attained the group of clusters and confusion matrix, 
groups that are misclassified will be merged together. It is 

noted that the number of groups may vary by the cardinal-
ity of segments and also the error rate of the classification 
model.

Data Enrichment and Pre‑processing

The enriched dataset table contains 79 features about 6.9 
million individual users. At the size of rows and columns, 
the dataset has 1 column of identify key for customers, 3 
features of the revenue (with one as the dependent variable), 
20 features about phone call history, 20 features of subscrip-
tion, and 5 internet services columns. All data source is 
anonymized to ensure the customer’s privacy.

Result Analysis

The final pipeline performance will be evaluated using 
three separate regression algorithms. For each algorithm, 
we trained individual models for the cluster groups and then 
combined them to obtain the overall Mean Absolute Error 
(MAE) on the validation set, which represents 10% of the 
data.

The enriched dataset plays an important role in this stage 
since it provides over 70 additional fields for feature selec-
tion. However, the optimal hyperparameters for these mod-
els will vary depending on the segment characteristics and 
the chosen algorithm hypothesis, meaning a single set of 
hyperparameters won’t work across all groups or modeling 
choices.

Figure 16 represents the improvement of each pipeline 
in forecasting user spending. Corresponding to the high-
est improvement value, the GBT with Bisecting KMeans 
achieved the lowest MAE at 319,741, a significant enhance-
ment compared to our baseline result in Table 6. In other 
words, we achieve more than a x1.5 times improvement in 
predicting revenue from customer spending behavior.

Fig. 16  MAE improvement 
compared to baseline
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The change in clustering stages produced positive results, 
leading to improved performance for all regression algo-
rithms. This again highlights the impact of clustering seg-
ments: better customer characteristic identification leads to 
more accurate recommendations.

On the other hand, Gradient-Boosted Tree regression out-
performed Decision Tree regression and Linear regression 
in our case study. Linear regression was excluded due to 
its poor performance on our specific dataset characteristics. 
Even with the logarithm transformation, Linear regression 
still could not achieve a lower MAE compared to the first 
approach described in Sect. Regression Analysis.

Overall, the experiments demonstrate Florus’s success in 
performing basic to advanced analytics, including query-
ing, transforming, and analyzing data with various machine 
learning models on large datasets.

Evaluation of Pipeline in Telecom’s Decision Support System

Using the trained models and 10% of the unused dataset, we 
test this pipeline through the classification and the invoked 
regression process. This test removed the Linear Regres-
sion algorithm due to the low performance in the previous 
section. Figure 17 illustrates the variation of the prediction 
between the classification pipeline and the original training 
result.

Regarding the lowest MAE value of the pipeline, this 
chart demonstrates the GBT on Bisecting regression with 
enriched data as the best selection. The adjustment has sig-
nificantly reduced the error to 336,159 VND for approxi-
mately 1.5 times performance improvement. In reference, 
our current work shows better results compared to the previ-
ous one presented in [26] because it benefits from classifica-
tion performance and clustering efficiency.

Conclusion

In this paper, we propose a big data framework for han-
dling large scale datasets, specifically in our telecom domain 
analysis. Our contribution is to design the system based on 

lakehouse architecture fundamentals. Therefore, the enter-
prise can hold its own on-premise platform independently 
from purchasing the infrastructure and platform solution 
from an external provider. This can also allow achieving 
the lakehouse functionality without exposing the data to the 
physical outbound of geography. The design has shown the 
mechanism by which these open-source components interact 
to serve the complex analytic demand.

The big data framework is crucial to support the analy-
sis in this digital era. This framework was designed in 
general but towards the use case of customer behavior 
analysis. By applying the lakehouse architecture, the 
system successfully inherits the advantages of both data 
warehouse and data lake, therefore allowing us to perform 
the mining process on the large scale dataset. In particu-
lar, we conduct the modeling process step-by-step with 
the deployed system, which requires a set of minimum 
infrastructure setups. The system capacity demonstration 
proved that this design had overcome the memory execu-
tion limit on ingesting and transforming data. However, 
this also reveals the upper bound of our machine learning 
module on handling datasets with large sizes. That will 
remain an issue that needs to be explored further. Even 
though the solution can be easily conducted on the same 
architecture, the framework constraints on the infrastruc-
ture allocation persist. This encourages a comprehensive 
guideline for industrial usage in the future.

From the perspective of Florus, it will continue to be 
improved on a friendly low-code platform and increase 
performance. Additionally, it needs to consider the pos-
sibility of automated implementation for applying big data 
to support demand. This work could later be more influen-
tial and comprehensive in terms of practice and expanded 
use cases.

On the other hand, we proposed a pipeline made up 
of machine learning models for analyzing telecom users’ 
behavior. The research contribution is to enable those com-
panies in this industry to understand their customers’ activ-
ities. In addition, it not only gives a perspective on what 
benefits they will get but also may support a future recom-
mendation system of appropriate service to each user. As the 

Fig. 17  MAE value on validate 
set and the pipeline with test set 
(VND)
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dataset has millions of records, the solution is implemented 
in a Spark cluster and takes advantage of this framework’s 
machine learning library.

The pipeline of clustering and enrichment divides the 
original data into segments and analyzes their character-
istics. This improved the regression result to a 1.5x lower 
MAE for the monthly usage prediction. While the cluster-
ing can perform better on Bisecting KMeans, the regres-
sion shows the same pattern for a different approach and 
proves the suitability of our dataset over GBT algorithm. 
Even though the misclassified rate exists for new custom-
ers, the pipeline can still ensure the MAE is lower than our 
baseline value. Based on the evaluation result, this research 
can be featured in the Telecom Decision Support System to 
promote business operations.
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