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Abstract
The named entity recognition (NER) is a method for locating references to rigid designators in text that fall into well-estab-
lished semantic categories like person, place, organisation, etc., Many natural language e applications, like summarization 
of text, question–answer models and machine translation, always include NER at their core. Early NER systems were quite 
successful in reaching high performance at the expense of using human engineers to create features and rules that were 
particular to a certain domain. Currently, the biomedical data is soaring expeditiously and extracting the useful information 
can help to facilitate the appropriate diagnosis. Therefore, these systems are widely adopted in biomedical domain. However, 
the traditional rule-based, dictionary based and machine learning based methods suffer from computational complexity 
and out-of-vocabulary (OOV)issues Deep learning has recently been used in NER systems, achieving the state-of-the-art 
outcome. The present work proposes a novel deep learning based approach which uses Bidirectional Long Short Term (BiL-
STM), Bidirectional Encoder Representation (BERT) and Conditional Random Field mode (CRF) model along with transfer 
learning and multi-tasking model to solve the OOV problem in biomedical domain. The transfer learning architecture uses 
shared and task specific layers to achieve the multi-task transfer learning task. The shared layer consists of lexicon encoder 
and transformer encoder followed by embedding vectors. Finally, we define a training loss function based on the BERT 
model. The proposed Multi-task TLBBC approach is compared with numerous prevailing methods. The proposed Multi-
task TLBBC approach realizes average accuracy as 97.30%, 97.20%, 96.80% and 97.50% for NCBI, BC5CDR, JNLPBA, 
and s800 dataset, respectively.

Keywords  Deep learning · Bidirectional Long Short Term (BiLSTM) · Bidirectional Encoder Representation (BERT) · 
Conditional Random Field mode (CRF) · Out-of-vocabulary (OOV)

Introduction and Background

We have noticed a tremendous growth in technology field 
which has led to produce huge amount of data e.g. the huge 
portion of population is dependent on Internet based applica-
tions which is also considered as one of the prime reason of 
generating the data [1]. This technological growth has pro-
liferated the use and advancement in the biomedical domain 
such as health monitoring based on ECG signal, iSheet for 
remote diagnosis of isolated individuals, wearable device 
for cancer diagnosis etc. [2, 3]. However, extracting the use-
ful information from the huge data always plays important 
role in analysing the historical data and in facilitating the 
appropriate diagnosis. For example, the MEDLINE database 
consist of more than 24 million abstracts of biomedical jour-
nals and it is still increasing [4]. This task of extracting the 
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information and analysing the historical data can be accom-
plished with the help of data mining and Natural Language 
Processing (NLP) [5].

Because of its ability to extract and recognise entities 
from any text, entity recognition has attracted a lot of atten-
tion in this area of NLP. The Named Entity Recognition 
(NER) technique is used to identify and label a variety of 
entities, including people, organisations, places, and numeri-
cal properties. This process of NER is also adopted in bio-
medical domain where these entities include different types 
of diseases, genes, proteins and chemicals, etc. [6]. However, 
the BioMedical entities have several characteristics which 
lead to increase the complexities in entity recognition. For 
example, the biomedical entities include several character-
istics such as descriptive entity names (e.g. ‘normal thymic 
epithelial cells’) leads to ambiguous term boundaries and 
same entity with same spelling such as N-acetylcysteine’, 
‘N-acetyl-cysteine’ and ‘NAcetylCysteine’ [7]. Therefore, 
development of an efficient model for Biomedical NER 
becomes an essential part of NLP in biomedical domain. 
The BioNER models helps in several applications related to 
drug-to-drug interaction, and disease-treatment relationship. 
Moreover, the BioNER is also used in various biomedical 
entity search tools which helps to provide the solution for 
complex queries in biomedical texts. Generally, the tradi-
tional biomedical NER methods are classified as rule based, 
dictionary based and machine learning based BioNER [8].

•	 Rule based approach: The data patterns and rules found 
in sentences serve as the foundation for the rule-based 
approach. However, the rule based methods can utilize 
the context information to overcome the issues of mul-
tiple named entity however, these rules must be written 
manually before employing.

•	 Dictionary based approach: these methods follow the 
easy structure but suffer from issue of handling the 
unknown items and words with several meaning.

•	 Machine learning methods: current advancements in 
machine learning schemes have led to develop the deep 
learning methods for biomedical text mining applica-
tions. LSTM (Long Short-Term Memory) and Condi-
tional Random Field (CRF) are the two widely adopted 
methods in this domain. However, training of these 
machine learning methods on general non-specific 
domains improves the performance of system achieving 
the performance that is desired for bio-medical data will 
be a challenging task.

The rule and dictionary based approaches are easily scal-
able but it has to be ‘fitted’ manually with dataset. Moreo-
ver, these systems fail to achieve the desired performance 
because of not including the word in the training set and 
it causes out-of-vocabulary problem (OOV). This problem 

affects the performance of medical domain analysis because 
of frequent addition of new drugs, medicines and perhaps 
new viruses [9]. Currently, deep learning based approaches 
have gained attention in this domain of NLP. The deep learn-
ing based methods include LSTM, BILSTM, and CRF based 
models to overcome the issues of traditional NER based 
methods. In this work, we present deep learning based solu-
tion to achieve the efficient performance for bioNER. The 
proposed model uses BilSTM, CRF, BERT and multi-task-
ing model with transfer learning approach.

Main contributions of research work as follows:

(1)	 Focus on aforementioned challenges in biomedical 
Named Entity Recognition and

(2)	 Focus on developing a new method using deep learn-
ing—Multi-tasking Bidirectional Long Short Term 
(BiLSTM), Bidirectional Encoder Representation 
(BERT) and Conditional Random Field mode (CRF) 
(TLBBC) and

(3)	 Implementation of Transfer Learning to improve the 
performance of the model.

Literature Survey

The text mining and NLP methods in this bio-medical 
domain includes biology with computer science to address 
several problems of data collection, processing and data 
analysis for healthcare applications. As discussed before, 
the traditional NER methods are categorized into three 
divisions: rule based methods, dictionary based methods 
and machine learning based methods. This section briefly 
describes the existing methods of bioNER by considering 
aforementioned methods.

Eftimov et al. [10] presented a rule-based method for 
diet recommendation. This method is divided into the two 
phases: the phases include detection and determination of 
the entities mentioned in the dataset and the other performs 
selection and extraction. This model uses sentence segmen-
tation as pre-processing step and each segmented sentence 
is processed through the chunking and splitting the sentence. 
Further, this model uses POS tagging and chunking in the 
first step of detection of entities. These chunks are used to 
define the matrices of dictionaries and entities. In extrac-
tion phase, the sentence segmentation is presented as graph 
and syntactic parser are used for entity extraction. Asghari 
et al. [11] reported the growth of unstructured data over web 
which increased the demand of NER to understand the text 
data. Authors used the BERT based model for Arabic NER. 
This model is pre-trained on monolingual data.

Cho et al. [12] reported that the existing methods fail 
to handle the new and unseen entities therefore develop-
ment of an advanced NER method is required to overcome 
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the issues of NER. The deep learning methods have gained 
attention due to their efficient pattern learning. Moreover, 
some researchers have suggested to incorporate high-level 
attributes in the embedding layer. Based on these assump-
tions, we introduce a deep learning-based model that uses 
combinatorial feature embedding to represent the biomedi-
cal word tokens. The model proposed uses combination of 
Bi-LSTM and CRF. Further, the outcome of these models 
is improved by integrating the character level representa-
tion obtained from CNN and bi-LSTM. Furthermore, this 
model includes an attention mechanism that directs attention 
to the tokens in the phrase that are important. This attention 
mechanism helps to mitigates the long-term dependency 
difficulty.

Naseem et al. [13] reported several challenges in bio-
medical NER such as limited amount of training data, mul-
tiple instances of same entity and effect of acronyms. The 
traditional methods neglect these issues and directly train 
the deep learning models on general corpora. To overcome 
the issues of existing methods, authors introduced ALBERT 
(A Lite Bidirectional Encoder Representations from Trans-
formers for Biomedical Text Mining)—bioALBERT. This 
model has an attention mechanism that focuses attention on 
the crucial tokens in the phrase. The main aim of this trained 
model is to capture the context dependent NER.

Hong et al. [14] reported that the BioNER is accom-
plished with the help of CRF and it is labelled as sequence 
labelling problem. The CRF based methods focus on con-
nectivity between labels to obtain the yield structure. The 
deep learning based CRF models. The deep learning models 
focus on the estimating the individual labels. The connected 
labels are described in the form of static number. Despite 
this, it might be difficult to accurately segregate entity men-
tions in biological literature because the phrases are some-
times lengthy and specific when compared to generic terms. 
As a result, restricting the label-label transitions to static 
values is a barrier to BioNER's performance growth.

Ning et al. [15] reported the different complexities in 
entity recognition such as large number of entities, non-
uniform name of rules, complexity in entity word forma-
tion. Moreover, the traditional machine learning based meth-
ods focus on manual feature extraction. The feature quality 
directly affects the accuracy. Therefore, authors adopted 
the DL based method for efficient feature extraction. In this 
article, authors introduced a hybrid DL model which uses a 
combination of Bi LSTM and CRF with Glove for NER. In 
first phase, uses Glove model which uses semantic features 
to train the word vector, similarly, the BLSTM model is used 
to train the word vector along with the morphological fea-
tures. This process generates the final representation of word 
and these models are processed through the BilSTM–CRF 
model to recognize the entities.

Wei et al. [16] reported that the traditional machine 
learning suffers from the computational complexity issues 
in feature extraction process. Moreover, the advanced neu-
ral network processes improve the overall performance but 
these methods do not pay attention to significant areas 
while extracting the features. Therefore, authors have pre-
sented attention based model by combining BiLSTM and 
CRF mode. The BiLSTM model helps to obtain the con-
textual information whereas the attention mechanism helps 
to improve the vector representation in BiLSTM. This 
combined model of BiLSTM and CRF solves the problem 
of strong dependence of tags. Çelikmasat et al. [17] also 
used the combined model of BiLSTM and CRF. However, 
authors this methodology suggested to use transformer 
based model such as BERT and BioBERT in embedding 
layer to overcome the issues of CRF models.

Zhang et al. [18] introduced fully-shared multi-task 
learning model which uses pre-trained bioBERT model 
with attention mechanism to incorporate the syntactic 
data. This model is carried out into two parts: one part of 
this model considers single BioNER where the model is 
trained on single dataset whereas in another part focus on 
multi-task method where all datasets are trained together. 
In single-task model, attention mechanism is also incor-
porated which mainly integrates the syntactic data into 
BioBERT encoder. Further, open source NLP toolkit is 
also employed to extract the different types of syntactic 
information. Later, the attention mechanism is used to 
assign the weights for each token and its features. Khan 
et al. [19] discussed that including new domain in exist-
ing NER models leads to several complexities such as 
labelled data, limited memory devices, and relying of 
single training data which can cover different slot types. 
In order to alleviate these issue, authors introduced neu-
ral network based multi-task model. In this work, the slot 
tagging using multiple dataset is considered as multi-task 
learning problem. Harnoune et al. [20] proposed a knowl-
edge extraction method by using BERT and CRF model. 
This approach is based on the knowledge based graphs. 
The knowledge graph helps to represent the knowledge 
retrieval problem in a simple manner where the problem 
is transformed into different perspectives.

Proposed Multi‑Tasking TLBBC Model

This section presents the proposed Multi-tasking Trans-
fer Learning BiLSTM, BERT and CRF (TLBBC) deep 
learning based solution for biomedical NER. However, the 
Deep learning model performance depends on labelled and 
annotated data. Several researches have reported the issue 
of unknown words in the data which affects the overall 
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performance. To overcome this issue, transfer learning is 
considered as promising technique.

Let us consider that variable � represents a set of labels 
indicating whether the word belongs to the specific entity 
or not. We consider that a sequence of word is represented 
as w =

{
w1,w2,… ,wn

}
 and the output containing the 

labels is presented asy =
{
y1, y2,… yn

}
, yi ∈ �.

Long Short‑Term Memory (LSTM) and Bidirectional 
Long Short‑Term Memory (BiLSTM) Model

The LSTM model is known as specific type of recurrent 
neural network that is used for modelling the dependencies 
between elements and input sequence with the help of recur-
rent connections. Figure 1 shows a basic representation of 
recurrent network.

The LSTM network considers the input sequence in the 
form of vector as X =

{
x1, x2,… , xT

}
 where xi represents the 

vector of words. Similarly, the output is also represented in 
the form of sequence of vector as H =

{
h1, h2,… , hT

}
 where 

hi represents the hidden state of vector. At any given step t , 
the input are xt , ct−1 , and ht−1 ; and, it produces the output as 
ct and ht as:

it = �
(
Wixt + Uiht−1 + bi

)

ft = �
(
Wf xt + Uf ht−1 + bf

)

ot = �
(
Woxt + Uoht−1 + bo

)

gt = tanh
(
Wgxt + Ught−1 + bg

)

ct = ft ⊙ ct−1 + it ⊙ gt

(1)ht = ft ⊙ ct−1 + it ⊙ gt

where �(.) is the element wise sigmoid operation tanh(.) 
Represents the hyperbolic tangent function and ⊙ is the ele-
ment wise multiplication. Similarly, the it , ft and ot denotes 
the input, forget and output gates, respectively. The gt and ct 
represents the intermediate computation steps. The Wj,Uj 
and bj are the trainable parameters where j ∈ {i, f , o, g} . 
However, the aforementioned LSTM model can process the 
data in one direction. Therefore, researchers have introduced 
a bidirectional LSTM model which can improve the per-
formance by feeding the input to LSTM twice. Once this 
process is done in original direction and later it processes the 
input in the reverse direction. Both outputs are concatenated 
to obtain the final output. The main advantage of this bidi-
rectional model is that it allows to detect the dependencies 
from previous and subsequent words in sequence. Current 
advancements in BioNER have suggested to incorporate 
CRF model with BiLSTM which takes input sequence X to 
predict output y . The prediction score s can be defined as:

where P is the output of BiLSTM layer as n × k form of 
matrix, n denotes length of the sequence and k is the label 
count. A denotes the transition matrix and Ai,j is the prob-
ability of transition from label i to label j . Further, the possi-
ble sequence label is defined as YX for a given input sequence 
X . The training process helps to maximize the likelihood of 
label sequence y in the given sequence X:

Transfer Learning

Different biomedical text mining tasks have seen a rise in 
popularity of its technique based on the pre-trained lan-
guage models. As an illustration, authors in [20] employed 

(2)s(X, y) =

n∑

i=o

Ayi,yi+1
+

n∑

i=1

Pi,yi

(3)log(p(y�X)) = log
es(X, y)

∑
y�∈YX

es(X, y�)

Fig. 1   Recurrent network
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a transfer learning-based strategy which is used train the 
weights of LSTM model in forward and backward direc-
tion. This task is accomplished with the help of Word2Vec 
embedding model which is trained on a sizable collection 
of biological data. However, the Word2vec model in such 
methods has to be adjusted in accordance with the fluctua-
tions in the biological data.

In this work, we have used combination of pre-trained 
language model where BERT is used and transfer learning 
approach where we have used task defined output layers. 
Below given Fig. 2 depicts the architecture of proposed DL 
based model for BioNER.

According to proposed model, the given input sequence 
is processed through the shared layer module where lexi-
con encoder, embedding vectors, transformer encoder and 
contextual embedding vector modules are used. Further, 
task specific layers are used for different datasets. Initially, 
a series of embedding vectors (X) is used to represent the 
vector which consist of token and word and segment embed-
dings. Later, the transformer encoder module generates the 

shared contextual embedding vectors by capturing the con-
textual data for each token. The generation of task-specific 
representations for each task/dataset is accomplished last, 
and then the operations required for entity recognition are 
performed. The generation of task-specific representations 
for each task/dataset is done last, and then the operations 
required for entity recognition are performed. Below given 
Fig. 3 shows the complete process from input word sequence 
to output.

•	 Lexicon layer: a sentence s =
{
w1,w2,w3,… ,wn

}
 denotes 

the sequence of tokens of length n.Along with this, the 
[CLS] and [SEP] are also employed to denote the start and 
end of the sentence where [CLS] is the first token and [SEP] 
is the last token. This layer helps to map the sentence s into 
embedding vectors X =

{
x1,… xn

}
 which is obtained with 

the help of word, segment and position embeddings.
•	 Transformer layer: this layer helps to map the input vectors 

and contextual embedding vectors. In this work, we have 
used BERT encoder model as shared layer. Further, the 
BERT model is fine tuned in training stage with the help 
of multi-task objective function.

•	 Task specific layer: in this stage, each dataset is processed 
through a shallow liner layer. Each dataset is considered 
as a spate slot tagging task. In this work, we have used 
softmax layer

Training

The multi-task model is the foundation of the suggested strat-
egy. The following is a definition of the multi-task model con-
figuration: let us consider that total m datasets are present and 
each dataset Di from m consists of ni training samples as 

Di =

{(
si
j
, yi

j

)}ni

j=1
 . The training set of each dataset is denoted 

as Xi =
{
Xi
1
,… ,Xi

ni

}
 and their corresponding labels are 

denoted as Yi =
{
yi
1
,… , yi

ni

}
 . The loss function for this multi-

task model is given as follows:Fig. 2   Architecture of proposed DL based model for BioNER

Fig. 3   Representation of input and output sequence
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Results and Discussion

The suggested method is based on supervised learning 
scheme which requires labelled data to train the model. 
In the proposed work, we have used supervised deep 
learning approach on the following benchmark datasets: 
NCBI-disease corpus, BC5CDR, JNLPBA, Species-800 
and BC2GM dataset. The proposed deep learning model 
is executed on VSCode tool. For Neural networks, we have 
used Keras 2.4.0 with tensor flow running on the top of 
keras applications. Keras is a neural network library. it is 
widely used in designing the customized neural network 
model. The complete coding is done by using Python 3.8.

Dataset Details

The NCBI Disease dataset: There are 793 PubMed abstracts 
in this dataset, and subsets have been created for training 
(593), development (100), and testing (100). Utilizing con-
cept IDs from either MeSH or OMIM, disease mentions 
are added to the NCBI Disease corpus. We only take into 
account mapping illness references to a regulated vocabulary 
of diseases due to the limited chemical vocabulary.

The BC5CDR corpus: This dataset consists of overall 
1500 PubMed abstracts. These abstracts are equally divided 
to obtain the training, development and testing sets.

JNLPBA: This biomedical dataset was derived from 
the GENIA 3.02 corpus. In order to create this dataset, a 
controlled search was applied on MEDLINE. During this 
search, total 2000 abstracts were collected and annotated 
to form the 48 classes based on the chemical properties.

Species-800: A corpus for species entities called Spe-
cies-800 was created based on personally annotated 
abstracts. There are 800 PubMed abstracts are mentioned 
in the dataset. In this process, total 800 abstracts were 
collected from eight different categories. From each cat-
egory, 100 abstracts are finalized to include in the final 
list. These categories are bacteriology, botany, entomol-
ogy, medicine, mycology, protistology, virology, and zool-
ogy. This increased the taxonomic mention diversity in the 
corpus. 800 has been annotated with a concentration on 
species, although higher taxa (including genera, families, 
and orders) have also been taken into account.

The BioCreative II Gene Mention Recognition (BC2GM): 
Dataset was developed by Smith et al. in 2008 and comprises 
information where contestants are requested to recognize 

(4)L =

m∑

i=1

�iLi
(
�BERT
i

, �o
i

)
=

m∑

i=1

�ilogP
(
Yi|Xi;�

BERT
i

, �o
i

) a gene mention in a phrase by providing its start and end 
characters. With the use of a set of phrases and a list of 
gene mentions for each sentence, the training set is created 
(GENE annotations). English only; registration is necessary 
to access. There are 20 files in the n/a file type.

Parameter Setting

Keras plays a major role in development of deep learning 
architectures. The traditional deep learning approaches con-
sist of four layers, which are Dense layer, activation layer, 
drop-out layer and Lambda layer. Point-wise multiplication 
is performed by the dense layer, learning is started by the 
activation layer, overfitting is prevented by the drop out 
layer, and random fluctuations in the model are lessened by 
the lambda layer.

To solve the overfitting issue, the initial dropout value 
in this experiment was taken into account as 0.6 at the 
input layer and 0.5 at the LSTM and SoftMax layers. Due 
to insufficient training data, fewer neurons often result in 
under-fitting of the data. Consequently, each hidden layer 
uses 120 hidden neurons. For an optimizer to prevent a large 
loss function value, the weights must be changed. Here, the 
learning settings are adjusted at each epoch. Epsilon and 
learning rate are set to 0.01 and 1e−08, respectively. The 
batch size is 40, and there are 250 epochs, each of which 
displays the loss/error relative to the training set.

Performance Measurement

To estimate the outcome of suggested approach, measure 
precision (P) , recall (R) , and F1-score (F1) which are com-
puted based on true positive, false positive and false negative 
as given below:

Here, TP denotes the true positive which shows the model 
correctly predicted the test class to its corresponding posi-
tive class, true negative (TN) is shows that the model has 
correctly predicted the corresponding negative class. False 
positive (FP) denotes that model has incorrectly predicted 
the positive class and false negative (FN) denotes the num-
ber of negative classes are predicted incorrectly.

Precision =
TP

TP + FP

Recall =
TP

TP + FN

(5)F1score =
2 × Precision × Recall

Precision + Recall
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Comparative Performance

A comparative analysis of proposed approach where out-
comes are compared with several existing methods like 
GCN, CRF, combined BiLSTM–CRF, combined Fast-
Text–BiLSTM–CRF, combined BERT–BiLSTM–CRF 
and combined BioBERT–BiLSTM–CRF. The proposed 
approach achieves average performance as 97.30%, 89.50%, 
88.50% and 87.60% in terms of Accuracy, Precision, Recall, 
and F1 Score for NCBI dataset, respectively. The perfor-
mance which obtained is presented in below given Table 1.

The combined transfer learning and multi-task model are 
the main advantages of proposed multitask transfer learning 
based BiLSTM CRF model.

Similarly, we measure the performance of Proposed Mul-
titask-TLBBC and compared with aforementioned existing 
methods. The proposed approach has reported the aver-
age performance as 97.20%, 85.30%, 89.50% and 84.50% 
in terms of Accuracy, Precision, Recall, and F1 Score for 
BC5CDR Disease Dataset (Table 2).

Table 3 shows the comparative analysis for JNLPBA data-
set where proposed approach obtained the average perfor-
mance as 96.80%, 89.40%, 88.70%, and 86.30% in terms of 
Accuracy, Precision, Recall, and F1 Score.

Finally, we measure the overall performance for s800 
dataset. The obtained performance is presented in Table 4. 
The Proposed Multitask-TLBBC reported the average 

accuracy as 97.50%, average precision as 87.90%, average 
recall as 86.10% and average.

Figure 4 depicts the loss performances of the proposed 
approach for 250 epochs. As the number of epochs are 

Table 1   Comparative analysis for NCBI disease dataset

Method Accuracy Precision Recall F1 score

GCN 92.53 70.51 42.65 47.88
CRF 91.91 67.27 43.0 47.62
BiLSTM + CRF 96.53 72.32 64.46 68.38
FastText + BiLSTM + CRF 89.28 39.72 35.72 37.01
BERT + BiLSTM + CRF 95.99 81.70 82.15 81.93
BioBERT + BiL-

STM + CRF
96.25 85.80 78.86 82.06

Proposed multitask-TLBBC 97.30 89.50 88.50 87.60

Table 2   Comparative analysis for BC5CDR disease dataset

Method Accuracy Precision Recall F1 score

GCN 94.55 52.36 37.28 38.79
CRF 94.15 54.01 35.44 36.38
BiLSTM + CRF 94.62 63.92 65.42 64.52
FastText + BiLSTM + CRF 93.92 38.47 33.52 32.89
BERT + BiLSTM + CRF 96.32 76.98 72.49 74.55
BioBERT + BiL-

STM + CRF
96.94 76.56 78.26 77.39

Proposed multitask-TLBBC 97.20 85.30 89.50 84.50

Table 3   Comparative analysis for JNLPBA dataset

Method Accuracy Precision Recall F1 score

GCN 83.87 61.06 55.28 57.16
CRF 85.07 65.91 57.03 60.47
BiLSTM + CRF 89.90 74.10 81.30 77.27
FastText + BiLSTM + CRF 81.56 33.31 34.15 32.14
BERT + BiLSTM + CRF 93.32 82.04 85.14 83.52
BioBERT + BiL-

STM + CRF
93.40 86.41 78.53 82.02

Proposed multitask-TLBBC 96.80 89.40 88.70 86.30

Table 4   Comparative analysis for s800 dataset

Method Accuracy Precision Recall F1 score

GCN 96.32 48.82 37.36 39.34
CRF 95.68 67.75 37.81 40.70
BiLSTM + CRF 96.54 73.25 61.03 65.94
FastText + BiLSTM + CRF 94.28 33.41 33.23 33.25
BERT + BiLSTM + CRF 96.94 74.98 74.01 74.42
BioBERT + BiL-

STM + CRF
97.37 78.46 77.54 77.90

Proposed multitask-TLBBC 97.50 87.90 86.10 85.40

Fig. 4   Training loss performance
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increasing the training loss decreases but validation loss 
increases but the validation loss still remains negligible and it 
doesn’t impact the accuracy performance. Below given Table 5 
shows the performance measurement for initial 10 epochs in 
terms of Training Loss, Validation Loss, Precision, Recall, 
F1, and Accuracy.

Conclusion

Due to current demand of NER in bio medical domain, 
several systems have been developed such as rule based, 
dictionary based and machine learning based NER systems. 
These systems achieve desired performance in the normal 
text data but fail to achieve the noteworthy performance for 
medical data due to OOV issues. Moreover, computational 
complexity also remains a challenging task. Recently, deep 
learning has reported the promising performance for medical 
data. Therefore, we focused on deep learning based system 
and presented a combined model which uses BiLSTM, CRF, 
BERT and transfer learning. The performance of proposed 
approach is measured in terms of accuracy, precision, recall 
and F1-score and compared with existing methods. This 
comparative analysis shows that the proposed approach 
achieves better performance in terms.
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