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Abstract
The connection between manufacturers and retailers in the retail industry, as well as supply chain management, depend heavily 
on sales forecasting. The efficiency of traditional methodologies and methods for completing a task has been undermined by the 
exponential growth of digital data. This study suggests an enhanced feature selection for retail sales using the Citadel POS (Point 
of Sales) Retail dataset using ensemble machine learning techniques. In order to predict sales data and provide in-depth analysis 
on retail sales and assessment, a variety of machine learning techniques are used for ensemble sales data. These techniques include 
diversified regression like Random Forest Regression, Gradient Boosting Regression, Linear Regression, and time series LSTM 
Model. The information used in this study was given from 2013 to 2019 by Citadel POS, a cloud-based solution that assists retail 
establishments in managing transactions, inventory, customers, vendors, monitor reports, manage sales, and tender data locally. The 
proposed method outperformed the regression and time series LSTM models with an MAE of 5.53 and an RMSE of 0.652.

Keywords Retail sales analysis · Ensemble machine learning · Regression models · Time series model · Enhanced feature selection

Introduction

For the IT chain store's inventory management, it is extremely 
difficult to design an effective sales forecasting model for a vari-
ety of reasons, such as under- or over-forecasting, which results 
in lost sales opportunities and increased operation costs, and 
over-forecasting, which generates unneeded items [16]. Results 
from accurate and reliable sales forecasting can improve chan-
nel connections, increase customer happiness, and result in sig-
nificant cost savings. Due to its capacity to capture functional 
relationships between empirical data, Back Propagation Neural 
Network (BPN) techniques come in a variety of forms for sales 
forecasting. However, controlling big parameters and avoid-
ing model over-fitting are two of its drawbacks. The nonlinear 

regression estimation problem has been solved using the sup-
port vector regression (SVR) algorithm. Because SVR can find 
a unique solution from the empirical data, its prediction result 
is superior to that of BPN. However, when numerous possible 
independent variables are taken into account, SVR is unable 
to produce accurate findings. The problem can be resolved by 
using Multivariate Adaptive Regression Splines (MARS). Deo 
et al. (2017) state that MARS is particularly effective in building 
models with big datasets, as those for credit scoring, network 
intrusion detection, and energy price forecasting. Sales forecast-
ing is a crucial tool for businesses to develop business strategies 
and get a competitive advantage [5]. While there are several time 
series methodologies that contribute to the subject of sales fore-
casting, nonlinear data is ignored and only conventional linear 
data is dealt with, according to Álvarez-Díaz et al. [1]..Many 
academics are using soft computing approaches, such fuzzy 
logic, neural networks, and evolutionary algorithms, to tackle 
non-linear data issues and provide accurate sales projections in 
order to circumvent this traditional method.

To handle different problems, a multitude of statistical 
models and forecasting algorithms have been developed. For 
instance, the ARIMA model was created to forecast utilising 
hundreds of previous data points in a couple of seconds [19]. 
These algorithms, however, cannot handle complicated data 
patterns that are supplied into a model of forecasting of sales.
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In addition to outperforming conventional gradient-based 
learning algorithms in terms of learning speed, ELM also helps 
to mitigate a number of drawbacks associated with gradient-
based learning techniques.ELM also reduces the learning time 
of ANNs rapidly [16]. The retailers need to project sales in order 
to minimise capital costs and make purchasing decisions. It is 
therefore dependent upon the end users. Therefore, depending 
on the sort of company, sales forecasting can be done using a 
statistical model, human planning, or a mix of the two. Through 
the process of eliminating patterns from past sales data, the pro-
posed approach facilitates the prediction of future sales.

In order to decide which model is most appropriate and suc-
cessful for the chosen data set, this research will look at the 
many techniques to sales forecasting used in the financial sector 
and evaluate the efficacy of the chosen machine learning algo-
rithms. Using Citadel POS data, we have employed time series 
LSTM model and machine learning based regression models 
for sales forecasting. The outcomes demonstrated that Xtreme 
Gradient boosting outperformed other regression strategies as 
well as time series models.

Preliminaries

We have considered following classifiers in order to carry out 
our research work.

Naive Bayes (NB)

The NB classifier is employed to determine the probability of an 
event transpiring in a given scenario. The Bayes probability rule 
forms its basis. A document is seen by the NB classifier as a bag-
of-words, and the likelihood of any given word inside the text 
is independent of its placement or the presence of other words.

Equation 1 presents the probability of a text document and 
demonstrates the NB rule. T belongs to class Bk, where T = {t1, 
t2, t3,…tn} is the collection of feature vectors of the text docu-
ment, and B{b1, b2,…,bk,…bn} are the output classes for each 
k items.

NB classification produces the posterior probability repre-
sented as y in the Eq. 2. The document ti€V belonging to class 
Ck, where argmax denotes the value of the class is mathemati-
cally represented by Eq. 2,
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Decision Tree

The DT predictive model connects an object's experiments to the 
object's target's result using decision tree learning. The optimal 
splitting features available at each level are used to construct the 
tree. In tree structures, class labels are shown as leaves, while 
feature conjunctions are shown as branches.

Support Vector Machine

Since it usually outperforms the NB, the SVM classifier—also 
referred to as the non-probabilistic model—is often utilised for 
text classification. The word vector is generated by converting 
the classifier review texts. By nonlinearly projecting the training 
data into higher dimensions, the SVM approach classifies linear 
data [9]. The hyper planes are used to split the data from the two 
classes, and a support vector is used to locate the hyper plane. 
The researchers came to the conclusion that SVM provides a 
useful technique for classifying documents. Since the SVM is 
a big margin classifier as opposed to probabilistic classifiers, 
it outperformed the NB and ME in many cases. Finding the 
maximal margin hyper plane—which is utilised to divide the 
document vector inside a class—is the SVM's primary goal.

In the above Eq. 3, w⃗⃖⃖ denotes support vector, αj represents 
support vectors and Cj is represents the class for r⃗⃖j review vector.

The main contribution of the proposed work is:
The rest of this article is organized as follows. In Sect. "Lit-

erature Review" we discuss literature review. Sect. "Proposed 
Methodology" covers proposed methodology, results and discus-
sion is dealt in Sect. "Results and Discussion" and Sect. "Con-
clusion" consists of conclusion and future work.

Literature Review

Planning and execution will be the two primary focuses of the 
supply chain's development.

Forecasting Concept

Future estimations are all that forecasts are. Maybe it's possible 
to anticipate sunrise and sunset exactly, but that's not how busi-
ness operates. Because business equations change over time, 
forecasts could not come to pass. A sales forecast is an esti-
mate of expected demand for the future based on an initial set 
of environmental conditions, according to Mentzer and Moon 
[14] (2004). It's important to distinguish between the planning 
and forecasting procedures. All that planning comprises are the 
administrative actions required to meet or exceed the sales target.
Accurate forecasting aims to precisely anticipate demand. Many 

(3)w←↔ = �j Cj r↔j
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different types of enterprises, governmental organizations, and 
service sectors have used forecasting. It is often used as a plan-
ning input for projects or activities.

[8] et al. enumerates the following features of a sales forecast 
as below:

• Since forecasts are usually inaccurate, one should constantly 
anticipate that their errors will be evaluated.

• Generally speaking, short-term projections are more accurate 
than long-term forecasts. This is due to longer-term projec-
tions having a higher standard deviation of inaccuracy com-
pared to the mean.

• Forecasts that are aggregate rather than disaggregated are 
typically more accurate. Compared to disaggregate forecasts, 
aggregate forecasts have a lower standard deviation of error.

• The more information is distorted in the supply chain, the 
more inaccurate the sales prediction is.

Sales Forecasting Need in Planning

Ensuring an adequate supply is the major goal of the manufac-
turing sector, which aims to meet client demand. In reference to 
Mentzer and Moon [24] (2004), businesses view sales forecast-
ing as a crucial component of this procedure. To create demand, 
marketing therefore focuses on end consumers. By employing 
a number of strategies, including offering services to wholesal-
ers and retailers, the sales department expedites the procedure. 
Sufficient supply should meet demand. A number of manage-
ment departments work together to sustain the supply, including 
buying, production, and logistics.

Forecasting Methods and Techniques

Standardized forecasting methods come in a variety of forms. 
The forecasting accuracy of each is compared to the degree of 
quantitative complexity and the logic foundation that forms the 
basis of the prediction, which informs their differences. Ballon 
et al. classify such methods into three categories: historical pro-
jection, informal, and qualitative.

Using such technology can lead to accuracy for anticipated 
timeframes. These strategies function best in environments that 
are stable and have minimal yearly change in the basic demand 
pattern. [8] According to (Mentzer and Moon, 2004), it is not 
possible to anticipate all goods using the same time series 
approach, hence various products require different time series 
techniques.

Related Work

To precisely predict the actual sales, (Catal et al., 2019) [13] 
employed a range of machine learning methods. To forecast 
sales using Walmart's publicly available online sales data, they 
used a variety of manually constructed time series analysis 

techniques and multiple regression algorithms. The R program-
ming language and R packages were utilised in the construction 
of these techniques.

They used the most precise sales forecast algorithm to 
develop a web application. Following the trial, the author came 
to the conclusion that using regression techniques was the best 
course of action because they performed better than time series 
analysis processes. MARS (Multivariate Adaptive Regression 
Splines) is a powerful technique when building models with 
large datasets, such those for credit scoring, network intrusion 
detection, and energy price predictions.

(Lu, 2014) concentrated on the previously noted flaws and 
created a hybrid two-stage model that uses SVR and MARS to 
accurately forecast sales [12].

(Omar and Liu, 2012) introduced a model based on Back 
Propagation Neural Network (BPNN) that uses popularity data 
from magazines discovered via Google Search to improve sales 
forecasts [17]. As per the author, popular content in magazines 
has the capability to boost sales. In the proposed methodology, 
he used popular celebrity names as keywords to get consum-
ers interested in sales forecasting. To determine the popular-
ity of terms, they used a few technologies, such Digg, which 
allows users to add links in news stories. Using nonlinear his-
torical data, they evaluated our proposed model's forecasting 
performance. They used information found in Chinese monthly 
periodicals.

[9] (Holt, 2004) used the Exponentially Weighted Moving 
Averages (EWMA) technique to calculate the influence on 
trend of sales. To the seasonal time series sales behavior, they 
employed two feature cluster-related query techniques. Four 
models were compared: one that included only the query feature, 
one that included the seasonal feature and no EWMA model, 
one that included the seasonal feature and EWMA model, and 
one that included the seasonal feature and query feature of the 
recommended model together. The model that was recom-
mended worked the best.

This study provides many feature selection methods and 
machine learning classifiers to discover the best feature selection 
of the retail dataset in order to address these issues in the current 
applications. On the input dataset, pre-processing procedures are 
first applied. After that, methods like IG and GR are applied to 
the feature selection procedure. Lastly, we evaluate the suggested 
method against the dataset using the Linear Regression model, 
Random Forest Regression, XG Boost, and LSTM Model. 
When compared to every classifier already in use, the suggested 
Xtreme Boosting Regression approach performs better.

Proposed Methodology

In order to improve feature selection approaches over retail 
sales data, an unique strategy is presented in this work. The 
performance is then assessed using ensemble machine learning 
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techniques. We are utilizing machine learning techniques to 
analyze retail sales and the findings of the literature research 
as input. In this study, we primarily want to assess how well 
machine learning models such as Xtreme Boosting Regression, 
Random Forest Regression, and linear regression perform when 
applied to point-of-sale sales data. The suggested solution's 
whole technique is depicted in Fig. 1.

Dataset Description

In this paper, early in 2007, we introduced an approach that 
is being used in a test set of |S|= 32 locations for a retail Point 
of Sale system. Our sales records are all stored in our Citadel 
Point of Sale system. Using SQL queries, we gathered the data 
from several tables. The many things for sale are spread across 
several businesses. There are five stations in every shop. We 
used just one customer's past information. The client possesses 
228 bills. An typical invoice has five items on it. We gathered 
data between 2013 and 2018, then tested it with 2020 data. Item 
id, store number, total sales items, and total sales of each item 

are all contained in the train data. There are 87,847 rows in the 
training data set in total.

Data Pre‑processing

There are several standardized forecasting techniques available. 
Their differences lie in how well they foresee compared to the 
amount of quantitative complexity and the reasoning behind the 
prognosis. After converting the data into days, weeks, and years, 
we checked for anomalies and eliminated any missing or null 
numbers. In order to do testing, we improved the dataset. These 
techniques might be divided into three categories: qualitative, 
historical projection, and informal (Ballon, 2004).

a) Augmented Dickey‑Fuller Test

An alternative theory proposed by Glynn et al. is that the time 
series is stationary (2007).

Fig. 1  Proposed System Architecture for Sales Forecasting
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Null Hypothesis (H0): If it is not rejected, it indicates that 
the time series is non-stationary and has a unit root. Its structure 
varies with time.

Alternate Hypothesis (H1): The time series appears to be 
stationary since the null hypothesis is rejected, indicating that it 
lacks a unit root. Its structure is not reliant on time.

The result can be explained as follows:
P-value > 0.05: Since the data has a unit root and is non-

stationary, reject the null hypothesis (H0).
P-value <  = 0.05: Since there is no unit root in the data and it 

is stable, reject the null hypothesis (H0).

Feature Selection Techniques

Numerous factors contribute significantly to the effectiveness 
of machine learning. A crucial component that significantly 
affects the performance of machine learning models is feature 
selection. It shortens the training period, decreases overfitting 
by eliminating redundant data, and raises the model's accuracy. 
To solve these issues, we employed a variety of strategies, such 
as the correlation technique. During the feature selection pro-
cedure, the feature set exhibiting negative correlations with the 
target variables was eliminated. In this work, feature selection 
approaches such as Gain Ratio (GR), Information Gain (IG), and 
Chi-Square were employed (CHI).

Information Gain(IG)

Entropy is a measure of information that IG uses to activate 
the qualities required for document review classification [74, 
75]. The following defines the estimated amount of data needed 
to classify the review using training dataset D with m labelled 
classes:

In Eq. 4, m denotes the count of classes.

In Eq. 5, Djdenotes weightage for jth partition, where 1 ≤ j ≤ v 
and E(D) representing entropy of the partition.

In Eq. 6, information gain denotes information gain on spe-
cific feature fi.

Gain Ratio (GR)

It is working on an iterative process to choose an attribute sub-
space. [24, 25].

If the split information in the review instances is high, then all 
of the partitions are homogeneous; if not, the split information is 
low. The gain ratio for attribute fi in dataset D is given by Eq. 7.

CHI‑Squared

In order to determine the link between feature fi and class Cl, 
CHI selects the informative features [67]. The ability of feature 
fi to categorise the review is exactly proportional to the CHI 
measure for feature fi with class Cl [26]. For binary classification 
with feature fi, the CHI value is

(4)E(D) =

m∑

i=1

((pl)log2(pl))

(5)Dj.E(D, fi) =

v∑

j=1

(|D| × E
(
Dj

)
)

(6)Information-gain
(
fi
)
= E(D) − E

(
D, fi

)

(7)
Gain-Ratio = Information − gain (fi)∕Split information (fi)

Fig. 2  Category/Item Wise 
Sales Data
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In Eq. 8, N denotes the total number of text reviews, N(fi, 
C1) the number of reviews in class Cl that have feature fi, and 
N(Cl, fi) the number of reviews in class Cl that do not have the 
feature [27].

Classification

To see our findings, we put the following model into practise and 
evaluated how well these models performed:

• Gradient Boosting Regression
• LSTM model
• Random Forest Regression
• Linear Regression Model

(8)
�(fi, Cl ) =

[

N(C , f ) + N(C , f )
]

∗
[

N(C , f ) + N(C , f )
]

∗
[

N(C , f ) + N(C , f )
]

∗
[

N(C , f ) + N(C , f )
]

The MAE is the average of the absolute mistakes, as its name 
implies (Chai and Draxler, 2014). A lower inaccuracy indicates 
a higher degree of model correctness.

where yi represents actual values and yi represents the forecasted 
values.

The square root of the mean square error is known as the root 
mean square error, or RMSE. A smaller error indicates a higher 
degree of model accuracy (Chai and Draxler, 2014).

where yirepresents actual values and yt represents the forecasted 
values.

(9)MAE =
1

n

n∑

i=1

|yi − ŷt|

(10)RMSE =

√√√√1

n

n∑

i=1

(yi − ŷt)
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Results and Discussion

We must examine both stationary and non-stationary time 
series in order to determine the outcome. For accurate 
results, we must thus transform it to a stationary time series.

Citadel POS Dataset

In essence, the Citadel POS is a US-based point of sale sys-
tem. There are thirty-two sites where various products with 
varying pricing are for sale. These stores cater to two dif-
ferent kinds of clients: loyalty customers and non-loyalty 
customers. Regular consumers who shop frequently are 
considered loyal customers; non-loyalty customers are not 
regular customers who visit sometimes.

Category/Item Wise Sales Dataare displayed in Fig. 2. 
Stationary data is also verified using the Dickey-Fuller test. 
We can determine whether the data is stationary by viewing 
it. Stationary data refers to data whose mean value increases 
with time. Our data would be stationary if the p value is less 
than the 5 percent significance level or if the test static value 
is higher than the crucial value. In this case, the p value is 
5.70503.

Predictive Analysis

Linear Regression

In essence, linear regression is a machine learning technique 
based on supervised learning methodologies. Regression 
analysis is used to forecast the dependent variable (y) based 
on the independent value (x).

To begin the prediction work, we first obtained the retail 
sales information for the years 2013 to 2018. Our model 
was trained using sales data. We preprocessed the dataset 
in a few different ways. Following the dataset's training, we 
verified using a tiny data set that everything was functioning 
well before moving on to the larger dataset.

(11)y = m ∗ x + c

Table 1 shows the Mean Absolute Error and Root Mean 
Squared Error for the validation test derived from Linear 
Regression. The distance between the data points and the 
regression line is indicated by the table's standard deviation 
of the prediction error (RMSE), which is 0.97. The mean 
absolute error (MAE), on the other hand, is 0.82.

ARIMA Model

The sales are predicted using this methodology. Essentially, 
it is the time series sales statistical approach. The parameters 
of the ARIMA model are as follows:

P: Trend auto regression order. D: Trend difference order.
Q: Trend moving average order.
Other four differential seasonal factors, such as SARIMA 

(p, d, q) (P, D, Q) m, can be handled using the SARIMA 
model and are not included in the ARIMA model.

ARIMA Model Results are displayed in Table 2. RMSE 
in this table indicates how distant the data points are from 
the time series problem that is challenging to solve. For 
instance, forecasting sales to identify trends in data from 
the stock market. The LSTM model has been used to forecast 
sales in order to address the sequence issue in the dataset. It 
is employed to forecast sales using a dataset of retail sales 
from the past.

Table 3 shows the Root Mean Squared Error and Mean 
Absolute Error from the validation test's Long Short-Term 
Memory (LSTM) Regression.

LSTM Model

These kinds of issues have led to numerous sequence predic-
tion problems for a considerable amount of time.

Table 1  Model performance 
using linear regression

Index Score

MAE 0.82
RMSE 0.97

Table 2  ARIMA model result Index Score

MAE 1.01
RMSE 1.05

Table 3  LSTM model 
performance results

Index Score

MAE 0.82
RMSE 0.99

Table 4  Random forest 
performance results

Index Score

MAE 0.59
RMSE 0.69

Table 5  Xgboost model 
performance results

Index Score

MAE 0.52
RMSE 0.63
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Random Forest Regression

In order to enhance our findings, we employed the Random 
Forest regression model. It is employed to increase process-
ing capacity. A decision-tree mechanism is employed in the 
supervised machine-learning method known as "random for-
est" to train the model. Using a random training dataset with 

replacement, create many models (decision trees), and then 
calculate each model's accuracy. and give the model with the 
highest accuracy more weight.

Table 4 shows the Random Forest Performance Results. 
The standard deviation of the prediction error (RMSE) in 
this table, which measures the distance between the regres-
sion line and the data points, is 0.69460. The average mag-
nitude of error (MAE), which quantifies the mistake without 
accounting for the direction differences between the actual 
and predicted data, is 0.59121.

Extreme Gradient Boosting Regression

The Xgboost method involves three concepts: boosting, gra-
dient, and extreme. To begin with, boosting is a systematic 
ensemble strategy that seeks to improve prediction accu-
racy by turning weak learners—in this case, regression trees 

Fig. 3  Linear Regression Sales 
Forecasting

Table 6  Regression model error comparison

Index RMSE MAE

Gradient Boosting 0.63 0.52
LSTM 0.99 0.82
ARIMA 1.05 1.01
Linear Regression 0.97 0.82
Random Forest 0.69 0.59

Fig. 4  Model Prediction Com-
parison
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because the Xgboost model is based on trees; a linear ver-
sion is also available—into stronger learners. The SMAPE 
error percentage is 10.14%.

For the validation test, Table 5 shows the Mean Abso-
lute Error and Root Mean Squared Error produced using 
Gradient Boosting Regression. Without accounting for the 
directions between the actual and prediction observations, 
this table displays the MAE, which is 0.52, and the RMSE 
value is 0.63.

Performance Evaluation and Comparison Results

Several machine learning algorithms were used. We have 
used various machine learning algorithms to a retail sales 
dataset. After evaluating each model's performance, we com-
pared them all and came to the conclusion that Xgboost was 
the most appropriate model for our retail sales dataset.

Figure 3 shows how several model predictions are com-
pared. We used various models on a sales dataset including 
over 87,746 records. The original value is shown by the blue 
line, the results of the linear regression are shown by the red 
line, the results of the Random Forest regression are shown 
by the green line, and the results of the Xgboost regression 
are indicated by the orange line. Xgboost is most preferred 
when compared to all other models.

The performance and outcomes of the models with their 
default parameter and basic setup are displayed in Table 6. 
With a greater inaccuracy in both matrices, the ARIMA 
model performed the poorest.

Figure 4 displays the Comparison Machine Learning 
Model Error.

Conclusion

According to this research, the most difficult duty for an 
IT chain store's marketing, customer service, inventory 
management, and corporate financial planning is sales 
forecasting. Depending on the type of organization, sales 
forecasting can be done using statistical models, human 
planning, or a mix of the two. Accurately creating a sales 
forecasting model is challenging for several reasons, 
including over- and under-forecasting. As a result, accu-
rate and successful sales forecasting may lead to a rise 
in customer satisfaction, improved channel relationships, 
and significant cost savings. We used time series mod-
els like LSTM and ARIMA Model with machine learning 
regression techniques like Gradient Boosting Regression, 
Random Forest Model, and Linear Regression Model to 
estimate sales. We discover that the gradient boosting 
regression model performs well with the Citadel POS 
dataset (Fig. 5).
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