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Abstract
In the context of healthcare, an AI solution is generally developed for a specific analysis task, based on a relevant dataset, 
with little attention to reusability and generalizability of its data preparation step. This paper focuses on a different scenario, 
which can be called context-oriented, where a set of clinical data sources, relevant for a specific context (e.g., a particular 
disease), is available and can be used for a variety of data analytics tasks, often carried out by different research groups. 
Therefore, the aim of this research is to present a systematic method, which exploits the Ontology-based Data Management 
paradigm to enhance data preparation in a context-oriented scenario. The introduced methodology has been applied to a 
project dealing with big data and regarding the treatment of diabetes and its complications. The peculiarity and challenge 
of this project lies in the fact that it deals with real world data, extracted from Electronic Medical Records within a 13 years 
timeframe, and thus not collected for research purposes. The paper focuses on two main steps of data preparation, namely 
data modeling and data cleaning, and it shows how this approach provides effective techniques for setting up a unified and 
shared database, to be used in the subsequent data analytics phases as an asset.

Keywords Data preparation · Artificial intelligence in healthcare · Ontology-based data management · Real-world data · 
Big data

Introduction

Artificial Intelligence (AI) is increasingly prevalent in 
healthcare, due to the potential it has to transform many 
aspects of patient care, as well as administrative processes 
within healthcare organizations. However, it is well-known 
that Artificial Intelligence, and in particular Machine Learn-
ing, is not effective enough without a proper data preparation 
[1]. Data preparation is the process of gathering, transform-
ing and cleaning raw data prior to processing and analysis. 
It is an important step in any data engineering and data sci-
ence project, involving tasks such as understanding, collect-
ing, reformatting, aggregating, integrating, combining and 
enriching raw source data and making modifications and 
corrections in order to meet quality standards in the target 
information system [2].

In the context of healthcare, an AI solution is gener-
ally task-dependent, i.e. developed for a specific analysis 
task, based on a particular dataset, composed by those fea-
tures that are relevant for that task. In this “task-oriented” 
scenario, data preparation is often carried out through 
ad-hoc methods, with little attention to reusability and 
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generalizability. As a result, the developed AI models are 
generally tightly coupled with the specific data source, file, 
or object store used to construct the dataset. In addition, the 
scenario is different also because of the type of collected 
data, being extracted from Electronic Medical Records 
(EMR) over a period of time of 13 years, and thus not col-
lected for research purposes. This aspect forced to tackle 
several challenges, such as missing information, different 
interpretation of data, error detection, etc., paving the way 
towards adapting these strategies to other real-world medi-
cal contexts.

The present work deals with a different scenario, that can 
be called “context-oriented”, where a set of clinical data 
sources that are relevant for a specific context (e.g., a par-
ticular disease) is available and can be used for a variety of 
data analysis tasks, often carried out by different research 
groups focusing on different sub-projects, within the same 
project. In this scenario, the task-oriented approach, charac-
terized by a siloed nature, is ineffective. Conversely, a more 
solid and disciplined data preparation methods are needed, 
in order to foster:

• Interoperability;
• Common understanding of the semantics of data;
• Coherence between different views of such data needed 

in the various sub-projects;
• Accuracy and reliability of data in the integrated infor-

mation system;
• Compliance with data privacy requirements of the inte-

grated information system.

We point out that all these features are coherent with the 
principles of the recent approach named “Data-centric 
AI” [3].

Therefore, the goal of this paper is to present a method 
for data preparation in such a context-oriented scenario and 
discuss its application in a project dealing with data related 
to the treatment of diabetes and its complications.

The followed approach is based on the Ontology-based 
Data Management (OBDM) paradigm [4–6], whose key 
idea is to manage the relevant data in a particular context 
by resorting to a three-level architecture, constituted by the 
ontology, the data sources, and the mapping between the 
two. An ontology is a conceptual, formal description of the 
domain of interest in the given context, expressed in terms 
of relevant concepts, attributes of concepts, relationships 
between concepts, and logical assertions characterizing 
the domain knowledge. The data sources are the reposito-
ries accessible by the organization where data concerning 
the domain are stored. In the general case, such reposito-
ries are numerous, heterogeneous, each one managed and 
maintained independently from the others. The mapping is 
a precise specification of the correspondence between the 

data contained in the data sources and the elements of the 
ontology.

The main purpose of an OBDM system is to enable a 
vast range of information services provided to users, and to 
express such services based on the conceptual description 
of the domain represented by the ontology. Exploiting this 
approach, the integrated view that the system provides to 
users is not merely a data structure accommodating the vari-
ous data at the sources, but a semantically rich description 
of the relevant concepts in the domain of interest, as well as 
the relationships governing them. The distinction between 
the ontology and the data sources reflects the separation 
between the conceptual level, the one presented to the user, 
and the logical/physical level of the information system, the 
one stored in the sources, with the mapping acting as the 
reconciling structure between the two levels. This separation 
brings several potential advantages.

Firstly, the ontology layer in the architecture is the obvi-
ous mean for pursuing a declarative approach to informa-
tion integration, and, more generally, to data governance. By 
making the representation of the domain explicit, we gain re-
usability of the acquired knowledge, which is not achieved 
when the global schema is simply a unified description of 
the underlying data sources.

Secondly, the mapping layer explicitly specifies the rela-
tionships between the domain concepts on the one hand and 
the data sources on the other hand. Such a mapping is not 
only used for the operation of the information system, but 
also for documentation purposes. The importance of this 
aspect clearly emerges when looking at large organisations 
where the information about data is widespread into separate 
pieces of documentation that are often difficult to access and 
rarely conforming to common standards. The ontology and 
the corresponding mappings to the data sources provide a 
common ground for the documentation of all the data in the 
organisation, with obvious advantages for the governance 
and the management of the information system.

A third advantage has to do with the extensibility of the 
system. One criticism that is often raised to data integration 
is that it requires merging and integrating the source data 
in advance, and this merging process can be very costly. 
However, the ontology-based approach we advocate does not 
impose to fully integrate the data sources at once. Rather, 
after building even a rough skeleton of the domain model, 
one can incrementally add new data sources or new ele-
ments therein, when they become available, or when needed, 
thus amortising the cost of integration. Therefore, the over-
all design can be regarded as the incremental process of 
understanding and representing the domain, the available 
data sources, and the relationships between them.

As we said before, the application of the OBDM approach 
to a project related to diabetes, one of the most common 
chronic diseases affecting hundreds of millions of people 
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worldwide, is illustrated. This study takes advantage of 
one of the largest worldwide-available collections of dia-
betic patient records, the Associazione Medici Diabetologi 
(AMD) dataset, obtained from electronic medical records of 
Italian diabetes patients. Such a dataset was recently made 
available by the AMD and the AMD Foundation to the Sapi-
enza information-based Technology InnovaTion Center for 
Health (STITCH) at Sapienza University of Rome.

The data preparation phase was carried out using the 
OBDM approach, whose result is a structured, cleaned data-
base with all the data provided by AMD, and available for 
different types of data analytics tasks. The main information 
services that have been employed in this project are related 
to the modeling of a unified database and the cleansing of 
the data. Both services heavily relied on the ontology defined 
following the OBDM paradigm. In turn, the definition of the 
ontology and the modeling of meta-data have been carried 
out with an extensive interaction with physicians and domain 
experts. The application of this methodology for the design 
of the AMD data layer can be set as a gold standard to deal 
with the healthcare big data, as they are domains in which 
ontologies and a thorough data preparation can dramatically 
enhance data quality and improve the reliability of the sub-
sequent analyses.

The paper is organized as follows. Section  “Related 
Work” is a survey on recent research in data preparation in 
healthcare, focusing on the approaches that deal with data 
obtained from Electronic Health Records. Section “The 
AMD Dataset and the AMD-STITCH Research Goals” goes 
into the details about AMD and the process used to gather 
the data provided to the project. Sections “Data Modeling” 
and  “Data Cleaning” describe the structure of the raw data 
used as input to our methodology, thus illustrating the two 
main steps in the data preparation methodology, namely data 
modeling and data cleaning. Section “Evaluation and Dis-
cussion” is a discussion on how future data analytics tasks 
can take advantage from the data preparation step, and it 
provides an evidence of the importance of our data prepara-
tion method, in order to carry out high quality data analytics. 
Section “Conclusions” concludes the paper by mentioning 
future research directions within this project.

Related Work

Data preparation is a crucial step in healthcare data analysis, 
as it ensures that the data is accurate, complete, and ready 
for analysis. Some of the most important aspects of data 
preparation in healthcare can be summarized as follows:

• Data cleaning. This involves identifying and correct-
ing errors in the data, such as missing values, incorrect 

data types, and outliers. Cleaning the data is essential to 
ensure that it is accurate and complete before analysis.

• Data integration. Healthcare data often comes from mul-
tiple sources, such as electronic health records, claims 
data, and patient surveys. Integrating this data into a 
single, unified dataset is important for analysis, and it 
can also help to identify patterns and relationships which 
would be missed otherwise.

• Data transformation. Transforming data involves con-
verting it into a format which is suitable for analysis. This 
may include aggregating data, converting data types, and 
normalizing data.

• Data reduction. Reducing the data involves identifying 
and removing irrelevant or redundant data. This can help 
to improve the performance of analysis algorithms and to 
reduce the risk of overfitting.

• Data anonymization. Healthcare data contain sensitive 
information that must be protected. Anonymizing the 
data involves removing or masking identifying informa-
tion, such as names and addresses, to protect patient pri-
vacy.

• Data validation. Validation involves checking the data 
for errors or inconsistencies, such as data falling outside 
expected ranges or data violating some business rules. 
Validating the data can help to ensure that they are accu-
rate and reliable for analysis.

Overall, these approaches are essential for ensuring that 
healthcare data are accurate, complete, and ready for analy-
sis, which can ultimately improve patient care and outcomes.

In the last years, many papers have dealt with the spe-
cific problem of EHR data preparation, i.e. the problem of 
preparing datasets directly obtained from Electronic Health 
Records (EHR) and Electronic Medical Records (EMR).

One of the earliest works dealing with the problems 
related to data preparation in the context of EHR data is [7], 
which explicitly states that preprocessing and transformation 
of data are necessary preconditions for data analysis (in this 
case, data mining) of clinical data. The paper proposes an 
approach to data preparation, which uses information from 
data, metadata and sources of medical knowledge.

Then, [8] surveys the application of deep learning to clin-
ical tasks based on EHR data, identifying several limitations 
of current research with respect to models’ interpretability, 
data heterogeneity, and availability of universal benchmarks.

Given the high variability of the quality of EHR data, 
[9] proposes a new framework to evaluate the suitability of 
clinical dataset to satisfy the research needs of observational 
studies.

Moreover, [10] proposes a new approach to the integra-
tion of genetic data and EHR data. In particular, it proposes a 
novel method to scan phenomic data for genetic associations 
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using International Classification of Disease (ICD-9) billing 
codes.

A very recent contribution is [11], which presents a gen-
eral approach to data preparation for the analysis of EHR 
data. In particular, it starts from two observations: (i) the 
absence of a framework which integrates data quality assess-
ment and cleaning methodologies in an iterative workflow; 
(ii) the lack of schemes and representative case studies for 
assessing and validating cleaning methods. The paper thus 
proposes a new EHR data preparation framework to guide 
EHR data quality assessment and cleaning workflows. Such 
an approach solves some of the problems related to the 
assessment and validation of cleaning methods for EHR 
data.

Finally, [12] focuses on the need for systematic meth-
ods for EHR data quality assessment, and proposes a new 
dynamic, evidence-based guideline to enable EHR data 
quality assessment, called 3 × 3 DQA, based on the three 
primary dimensions of EHR data (patients, variables, and 
time), three main aspects of data quality (complete, cor-
rect, and current data), and on the idea that data quality is 
task-dependent.

On a different level, [13] proposes a novel information 
architecture for healthcare information systems, with the 
purpose of decreasing semantic ambiguity of data.

As for previous work on ontologies for the diabetes con-
text, we refer to Sect. Data Modeling, where we analyze, and 
compare with our approach, some of the most relevant works 
in this area, in particular [14] and [15].

The AMD Dataset and the AMD‑STITCH 
Research Goals

In this section we provide a description of the process used 
to gather the data provided to our project.

People with diabetes have an increased risk of devel-
oping life-threatening health problems (micro and macro 
vascular complications), which results in reduced quality 
of life, increased mortality and higher healthcare costs [16, 
17]. Type 2 Diabetes (T2DM) is the most common type, 
accounting for around 90% of all diabetes cases [18]. The 
burden of T2DM is increasing worldwide at earlier ages, 
due to the widespread distribution of predisposing factors 
such as obesity and sedentary lifestyle [17, 19]. Moreover, 
due to the impact that pandemics are having on the gen-
eral economy and on the investments that will be made in 
Health, there is an urgent need to better allocate available 
economic resources. As an example, in the case of T2DM, it 
is necessary to improve medium and long term risk predic-
tion systems, to identify subgroups of subjects which will 
not develop diabetic complications, assess the potential of 
currently used drug therapies to modify final outcomes, or 

identify subgroups of subjects that are not responding to 
these expensive drugs [20].

The policy for the management of subjects with diabetes 
in Italy has its own uniqueness if compared to the rest of 
the world. The Associazione Medici Diabetologi (AMD) is 
the largest Italian professional national society serving cli-
nicians who are challenged with the treatment of diabetes 
and its complications. Since 2005, AMD has promoted the 
creation of a network of diabetes outpatient clinics sharing 
the same electronic medical record used for the manage-
ment of patients in order to promote and improve the quality 
of care of diabetic subjects. Periodic data extraction from 
the EMR has been used for monitoring the quality of care 
indicators [21]. This activity has produced over the years a 
improvement of all the process indicators considered and has 
proved to be cost-effective [21, 22]. Today the network com-
prises about 250 diabetic centers and results are published 
every year in the AMD annals [21].

The AMD dataset represents a valuable source of obser-
vational research data allowing to deepen our knowledge of 
many key aspects of this chronic disease. A recent agree-
ment between AMD and Sapienza information-based Tech-
nology InnovaTion Center for Health (STITCH) has made 
available at Sapienza a dataset containing the data of about 
600,000 patients collected over a time interval of 13 years 
(2005–2018).

More in detail, the EMR is used for the daily management 
of patients in the outpatient clinics: data that may concern 
different specifications of the patient taken in charge by 
each Center (for example demographics, laboratory exams, 
diagnostic tests for the screening of the complications, 
drug prescriptions) are entered periodically (at least once 
a year), by various professional figures in the same medi-
cal records (doctors, nurses, dietitians). This, with the aim 
of recording the clinical progress of the disease, therapies, 
and specific tests ordered for each patient. Over the years, 
the EMR has been modified both in its design (more and 
more user-friendly), and in its content, with the possibility 
of making some fields mandatory and classifying some fea-
tures as permanent (e.g., the presence of a complication that 
changes the patient’s clinical status). It should be also noted 
that, due to the EMR structure, some of these data could be 
historicized (e.g., the trends of some patient parameters), 
while other data cannot (e.g., the working status of a subject 
from active to retired).

Moreover, in the years in which AMD data has been col-
lected, the medical attitude towards diabetes management 
has been changing due to new scientific evidences. This 
implies that the type and the variety of the data collected 
in the AMD dataset is unique: it is based on current prac-
tices and it represents real world data. For this reason, using 
those data for research purposes represents also a challenge: 
information is fragmented and it does not constitute a dataset 
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built for scientific purposes, as it reflects a clinical and data 
recording logic that has changed over the years.

With these premises, by leveraging machine learning 
approaches in order to possibly implement the treatment of 
this chronic disease and reducing the costs, the identified 
research aims are: 

1. Study the potential impact on micro and macro vascular 
disease (CVD) outcomes of time-dependent covariants, 
including new parameters like weight gain in predicting 
or modifying the outcomes;

2. Assess the potential of currently used drug therapies to 
modify CVD outcomes over time and identify subgroups 
of subjects that are not responding to these expensive 
drugs.

Due to the nature and complexity of the data contained in 
AMD dataset, in each step that will be described below, 
close and continuous collaboration was required between 
physicians, who are experts in the EHR usage and in the spe-
cific domain, and computer science engineers. It is important 
to highlight that, without this continuous knowledge sharing, 
the systematization and understanding of the data would not 
have been possible.

Data Modeling

The data modeling activities of the project are described in 
this section of the paper. The main goal of these activities is 
the definition of the schema of the database representing the 
shared common knowledge, to be used in the data analytics 
tasks. Before delving into the details of our techniques, the 
motivations that drove this research into such a thorough 
reorganization are illustrated.

The Initial Dataset

The data from AMD came in the form of several CSV files 
and one PDF document describing them. Even though the 
PDF document was meant to describe the content of the 
CSV files, the data resulted extremely difficult to inspect 
and interpret.

The CSV files were organized in such a way that even 
very different concepts were in fact stored in the same file, 
and only distinguished by the value associated with an 
attribute, whose meaning had to be searched, mostly manu-
ally, in the PDF file. For example, both the prescriptions of 
drugs, and disease diagnoses were stored in the same file. 
To distinguish between these two cases, one had to look at 
the values associated with a specific attribute contained in 
the CSV file. If the associated value was the Anatomical 
Therapeutic Chemical code [23] of a drug, it indicates that 

the corresponding row in the CSV file was referring to the 
prescription of a drug. Otherwise, if the corresponding value 
was the character “S”, the corresponding row in the CSV file 
was referring to a disease diagnosis.

Clearly, this way of interpreting the meaning of the differ-
ent rows in the CSV files was confusing and little informa-
tive, thus motivating the work presented in this paper.

Ontology‑Based Schema Design

For the design of the database schema, the Ontology-based 
Data Management (OBDM) approach [4] was followed. The 
idea of OBDM is to manage a set of data sources through 
an ontology, i.e. a shared, virtual conceptualization of the 
domain of interest of the data sources, and through declara-
tive mappings that link the data sources to the ontology.

In our project, the OBDM approach has been exploited 
to generate a new database schema to properly represent 
the AMD dataset. More precisely, the following steps have 
been carried out: 

1. Domain and dataset analysis - the domain of interest and 
the AMD dataset was analyzed, with the goal of under-
standing and specifying the semantics of the dataset.

2. Meta-data analysis - A large collection of meta-data 
have been crucial for the understanding of the AMD 
dataset. Indeed, such a dataset cannot be understood 
without the information about the medical standards 
(e.g., ICD-9-CM encoding, proprietary AMD encoding, 
etc.), used for encoding data in the original dataset. This 
information is actually not materialized in the AMD 
dataset: it was mostly available only through PDF files. 
To improve the quality of the new representation of the 
data, the decision has been to explicitly store a suitable 
representation of such meta-data in the database.

3. Ontology design - an ontology (in the OWL language 
[24]) has been defined, modeling both the data and the 
meta-data of the domain of interest.

4. Database schema design - Based on the ontology built in 
the previous step, a database schema has been defined; 
this schema is able to consistently represent both data 
and metadata.

It has to be pointed out that all the above phases have 
required a tight cooperation between domain experts and 
data engineers. In particular, given the complexity of the 
domain of interest and the relatively low level of abstrac-
tion of representation in the dataset, the domain and dataset 
analysis has been a very challenging task, requiring not only 
the involvement of several physicians, but also the participa-
tion of experts of the dataset itself. In addition, the definition 
and validation of the domain ontology has been an iterative 
and interactive process, heavily involving the stakeholders.
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The Ontology

The ontology has been formalised using the W3C Web 
Ontology Language (OWL) [5, 24] and it consists of all the 
major relevant concepts and relations together with all the 
characterizing properties. Figure 1 represents a snippet of 
such an ontology.

The figure uses “Graphol”, a graphic formalism that 
allows one to view the OWL ontologies in a diagram [25]. 
These are the conventions adopted:

• The concepts and attributes in red are those for which 
there is not any information about instances. For exam-
ple, there are no known properties of the AMD centers 
such as address, province, email, etc., or of the people 
you do not know properties such as name, surname, 
responsibilities of AMD centers, and so on.

• The concepts colored in green are concepts whose 
instances have rigid properties (i.e., properties that do 
not change over time, such as for example a diagnosis of 
diabetes for a Patient) or not rigid (i.e., properties that 
can change over time, such as for example the marital 
status of a patient) but that are not historicized.

• Brown-colored concepts are historicized, i.e. their 
instances provide a history of a particular phenomenon.

• The concepts colored in orange describe the metadata. In 
Fig. 1 some example instances of the metadata concept 
“ExaminationType” which represents all the different 

types of examination that are collected in the dataset, 
are provided. In the example depicted, seven different 
types of examination are shown, namely the asympto-
matic hypoglycemia, the symptomatic hypoglycemia, the 
foot and GISED questionnaires, the specific and overall 
medical history, and the severe hypoglycemia types. Each 
of these types are related to specific sub concepts of the 
more general “Examination” concept, that represent the 
actual examination instances conducted on specific dates 
and with associated examination values. By linking each 
specific sub concept with a corresponding instance of the 
metadata concept “ExaminationType”, the fact that all 
examination instances of the same type have the same 
associated relevant metadata attributes such as the “AMD 
code”, and the “ICD9-CM code”, is modeled.

• Non-colored concepts are those that do not have direct 
instances (their instances are those of sub-concepts or are 
derivable by rules).

The ontology shown in the diagram, although incomplete 
(for example, not all metadata are described in the ontol-
ogy) clarifies the context in which the data of the database 
must be interpreted. Here, a brief description of this context 
is provided.

The data come from the systems used by the doctors of 
the various centers to collect information on the patients 
managed by the center. The concept at the center of the 
domain is therefore “Patient”. Each patient (instance 

Fig. 1  The ontology representing the main concepts and relations involved in the data published yearly by AMD, as well as an example of the 
metadata describing them
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of the Patient concept) belongs to an AMD center and has 
various properties represented by attributes. “Patient-
Deceased” is obviously a sub-concept of Patient and has 
“date of death” as an additional property. Patients 
are the protagonists of a series of events, whose historical 
succession is represented by the instances of corresponding 
concepts.

• Patients are subject to visits (concept Visit).
• Patients are subject to diagnosis (Diagnosis concept 

and related sub-concepts).
• Patients perform different types of exams (concepts 

Laboratory Exam, Blood Glucose Measure-
ment, Parameter Measurement, Instrumen-
tal Exam).

• Patients are assigned prescriptions by doctors (Pre-
scription concept and its sub-concepts).

• Prescriptions can be related to drugs (Drug concept and 
related sub-concepts).

Despite the existence of DMTO ontology that models the 
diabetes mellitus domain as a whole [14, 15], the adoption 
of a novel ontology is justified by the presence of specific 
characteristics entailed by the AMD domain. For example, 
each instance of the AMD ontology concept “Labora-
tory Exam” has a corresponding “AMD code” which 
should be taken into account, in this domain description, 
as a data property. The DMTO ontology has the general 
purpose of being a comprehensive knowledge base for a 
theoretical description of the diabetes domain, as the main 
manifested goal of DMO and DMTO is to incorporate the 
knowledge concerning the diabetes disease in order to 
enhance a clinical decision support system. Therefore, 
DMTO can be seen as a top-level ontology to provide cli-
nicians with a powerful tool helping them with diagnostics 
procedures and treatment plans for their patients. On the 
one hand, it can be considered a gold standard for the 
description of the disease, as it contains complications, 
laboratory tests, symptoms, physical exams, demograph-
ics, diagnoses and treatment; on the other hand, in the case 

of the AMD domain, it needs an unavoidable extension 
to introduce knowledge describing other notions, e.g. the 
ones of AMD Centers and ICD-9 codes related to diagno-
ses and procedures (Fig. 2).

The AMD ontology stands in the middle: it provides an 
effective modeling of the AMD electronic record data and 
metadata and it could allow, through specific mappings, to 
frame those real-life data within the more general descrip-
tions of the DMTO ontology. In this way, it is possible to 
reach two objectives: 

1. Providing an effective and immediate description of the 
AMD domain, accomplishing all the context-specific 
prerequisites (AMD perspective);

2. Framing this description in a more disease-related 
domain, possibly enhancing interoperability with other 
T2DM research projects (external perspective).

Finally, it should be noted that the overall ontology (of 
which the diagram shows the fundamental core) contains 
all the sufficient and necessary elements for a possible 
construction of a Knowledge Graph that expresses all the 
knowledge (intensional and extensional) encoded in the 
data and the metadata.

The Database Schema

Starting from the formalization of the domain represented 
by the ontology, a database schema was designed, trying 
to stay as close as possible to the conceptualization rep-
resented by the ontology. More specifically, the database 
schema is composed by two parts: data and meta-data. The 
former part of the schema (data tables) was meant to con-
tain the actual data, whereas the latter (meta-data tables) 
contains meta-data information such as the type of values 
that are admissible for each kind of data, the range of such 
values, the national level code associated with each kind 
of medical examination (if available), and so on.

Fig. 2  The role of the AMD 
ontology: between the real-
world data contained in the 
AMD database and the general 
conceptual description of the 
diabetes disease provided by 
DMTO
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Data tables

The data tables are the following: 

 1. data.amdcenters: registry of the centers;
 2. data.registry: patient registry;
 3. data.visit: records “visit” events;
 4. data.laboratoryparameterexam: records 

laboratory examination or parameter detection events;
 5. data.glycemia: records capillary glucose meas-

urements performed by the patient at home;
 6. data.instrumentalexam: records instrumental 

examination events;
 7. data.diagnosis: records “diagnosis” events, 

which in addition to diagnoses related to diabetes, also 
include comorbidities and complications;

 8. data.diabetesdrugprescription: records 
events of prescription of drugs as part of the treatment 
of diabetes;

 9. data.nondrugdiabetesprescription: 
records prescriptions related to blood glucose control 
and non-drug related prescriptions (for example, the 
diet);

 10. data.nondiabetesprescription: records 
prescription events that do not concern the treatment 
of blood sugar, but the comorbidities most frequently 
associated with diabetes (for example treatment of 
hypertension and high cholesterol levels).

Meta‑data Tables

The meta-data tables are one for each data table. The meta-
data tables for the data tables 1, 2, 5 and 8 have a row for 
each field of the data table of the same name, and this row 
shows the information on the corresponding field. The other 
meta-data tables, on the other hand, report information on 
the possible types of records contained in the data table of 
the same name, in relation to the possible values of the codi-
ceamd field.

ICD-9-CM codes appear in some of the above tables. 
ICD-9-CM relates to the International Classification of 
Diseases (ICD), a classification system that organizes dis-
eases and injuries into groups on the basis of defined crite-
ria. [26] We point out that, even though updated versions of 
the ICD9-CM classification exists, in fact the 11th release 
of the classification system has been updated on January 
2022, in this project we stick with the 9th release because it 
is the classification system used in the AMD dataset at the 
moment. Our framework is insensible to the classification 
version used, and will eventually be updated to more recent 
versions as soon as the AMD dataset will also be updated.

Data Cleaning

In this section, the cleaning process carried out on the AMD 
dataset is described [27]. It is important to note that, in this 
project, data cleaning is intended as a continuously improv-
ing process that collects feedback from the data analytics 
tasks, and use them to improve the quality of the dataset. For 
example, the actions described in section Actions to Resolve 
Missing and Incomplete Data have only been made neces-
sary after a data analytics task used the data resulting from 
a first iteration of our cleaning process.

The original data received from AMD contained several 
problems, inconsistencies and errors. These poor data qual-
ity problems are mainly due to the fact that AMD gathered 
them from real medical examinations coming from almost 
300 different centres for diabetes treatment in Italy since 
2005.1 Along these years, different versions of the EMR 
software tool have been used for collecting data, and even 
the same version of such a tool has been used in different 
ways in the various centers: this caused several semantic 
discrepancies within the gathered data.

Many cleaning actions were necessary to overcome these 
problems. The actions taken can be distinguished in three 
main areas: actions to resolve errors in the data, actions to 
resolve missing and incomplete data, actions to preserve data 
privacy. For all the actions, the main criteria that have been 
adopted were to keep as much information as possible (or 
equivalently to delete the least amount of data), and to con-
sider only the quality checks that could be done using one 
single table at a time, thus postponing cross-table checking 
to the future work. The first criterion can be considered as a 
natural approach to all data cleaning tasks, and the decision 
to adopt the second criterion is motivated by the fact that 
since at this stage the aim was to keep each table consistent 
with itself and with its metadata descriptions.

Actions to Resolve Errors in the Data

An important objective of the cleaning was to make data and 
meta-data descriptions consistent with each other. Whenever 
a discrepancy between what was described in the meta-data 
the stored data occurred, two different strategies could be 
adopted: changing the data to make them consistent with 
their meta-data description, or changing the meta-data to 
effectively describe the actual content of the data. It has not 
been possible (neither it was reasonable), to always adopt 
one of the two strategies. As a result, this kind of error has 
been analyzed on a case-by-case basis, with a strong collabo-
ration with the stakeholders, i.e. the physicians of our group.

1 We clarify that not all the 320 centres constituting the AMD net-
work included their data in the latest AMD annals.
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For example, the meta-data has been considered correct 
in stating that the patient’s year of birth should always be 
later than 1900, and all data regarding patient’s year of 
birth that were prior to 1900 have been set to NULL. On 
the other hand, the meta-data for some laboratory exams 
reported the wrong number of allowed digits in the cor-
responding values. These cases have been identified and, 
after establishing that the data were correctly reporting 
values with the expected number of digits, the number of 
allowed digits in the meta-data for such laboratory exams 
have been corrected.

Actions to Resolve Missing and Incomplete Data

As one might expect from a dataset of this magnitude and 
complexity, the data reported many missing values in the 
form of NULLs. With the goal of improving the over-
all quality of the dataset, there was an attempt to resolve 
these problems by populating the values whenever possi-
ble. For example, some data in the table “data.diag-
nosis” represents a disease diagnosis made by a physi-
cian. There are two types of diagnoses of this kind in the 
dataset, either positive, meaning that the physician found 
the presence of the disease, or negative, meaning that the 
physician explicitly verified the absence of a disease. Since 
in both cases, the mere presence of the tuple manifested a 
clear intention of the physician to express a disease diag-
nosis (either positive or negative), the actual value associ-
ated with these tuples were irrelevant. Nevertheless, very 
different cases were found for these types of tuples:

• Positive disease diagnosis with associated a NULL 
value;

• Positive disease diagnosis with associated a value rep-
resenting the ICD-9-CM [26] code of the corresponding 
disease;

• Positive disease diagnosis with associated the value “S”;
• Negative disease diagnosis with associated a NULL 

value;
• Negative disease diagnosis with associated a value rep-

resenting the ICD-9-CM code of the corresponding dis-
ease;

• Negative disease diagnosis with associated the value “S”.

For the above-mentioned reasons, all the listed cases have to 
be considered equivalently, although knowing the specific 
ICD-9-CM code [26] of a disease diagnosis is obviously 
an added value. Therefore, all NULL values were removed 
from the table “data.diagnosis” associated with these 
types of tuples, by substituting them with either the ICD-
9-CM code of the corresponding diseases, when possible, 
or simply the value “S” otherwise.

Actions to Preserve Data Privacy

Ensuring the privacy of the patients in the AMD dataset 
turned out to be a non trivial task. In fact, even though all 
personal information of each individual had already been 
removed from the dataset, in many niche cases, it was still 
possible to trace the identity of people, given that one knew 
easily accessible information of them such as the region of 
the center they are taken care in. Privacy was considered as 
a central property in this dataset, therefore several actions 
were taken in order to mitigate the risks of identity Conflict 
of interest:

• Removal of the specific day and month from the date of 
birth of patients, by only leaving the more general year 
of birth.

• Removal of the specific day and month from the date of 
first access to a center in the AMD network.

• Removal of the specific day and month from the date of 
first diagnosis of diabetes.

• Substitution of the code of the associated diabetes 
center with a new fictitious value, for all cases in which 
it was possible to identify the specific person by joining 
together other known information such as her gender, 
year of birth, and the region of the diabetes center she 
is being treated. By doing this substitution, all patients 
that were at risk of a privacy leakage into one single 
bigger fictitious center were collected. As a result, it has 
been verified that all patients that were recognizable in 
their original center are now indistinguishable from other 
patients in the new center.

Evaluation and Discussion

In this section, a brief introduction about the role of the data 
analytics within AMD domain context is provided, examin-
ing the currently involved research tasks, to then describe 
an example of evaluation of a simple data analytics task, on 
two settings: a relational database directly derived from the 
data sources provided by AMD and the relational database 
coming from the data preparation discussed before.

The Role of the Data Analytics on AMD Data

One of the peculiarities of the AMD dataset, which rein-
forces the need for the whole data preparation process, is 
the fact that the involved data have to be accessed in order 
to accomplish heterogeneous data analytics tasks, each one 
with specific research targets. Therefore, ideally, data have to 
be conceptualized and globally cleansed only once, allowing 
any kind of analysis to look at the very same set of informa-
tion. Orthogonally, the refinement of data can derive by the 
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discovery of novel inconsistencies, acknowledged during the 
exploration of the dataset.

In what follows, a list of five different data analytics tasks 
is presented. They are managed by different research groups, 
but they all focus on T2DM, the most prevalent form of 
diabetes. 

1. Data-driven assessment of treatment response and dis-
ease progression, to identify potentially clinically impor-
tant differences among patients;

2. Mining recurrent patterns in patients’ histories for dia-
betes progression mode, to define a disease progression 
model (DPM) for diabetes, and to use this progression 
model to define groups of patients having a common 
disease progression, and thus a common response to 
treatment;

3. Onset short term prediction of retinopathy and nephrop-
athy in order to act at the level of primary prevention;

4. Patient clustering based on trajectory of glycated hemo-
globin (HbA1c), to investigate its trajectories along the 
years, with the aim of understanding the effects of treat-
ments;

5. Short-term prediction of cardiovascular events such as 
myocardial infarction, coronary angioplasty, and others.

Example of Comparison Between the Data Before 
and After the Data Preparation

Glycated hemoglobin (HbA1c) is the test of choice for diag-
nosing diabetes and monitoring glycemic control: raised 
HbA1c levels are associated with micro and macrovascular 
diabetic complications. In order to understand the effects of 
treatments on a patient, it is crucial to investigate her trajec-
tories of HbA1c values during a certain time frame.

To give an example of the enhancement coming from 
the whole process of data preparation discussed so far, one 
has to imagine the need to return all the demographics of 
the patients, coupled with their sequences of HbA1c val-
ues along the years (this involves only a small subset of the 
AMD dataset).

In order to evaluate the differences between performing 
this task in a database directly derived from the data sources 
and in the stable version of the AMD database, i.e. the one 
obtained from the ontology conceptualization of the domain 
and the data cleaning described so far, a relational database 
in which each csv file resulted in a table was set up. In this 
kind of scenario “all the personal data of the patients” are 
split into three different tables of anagraphic data and “their 
sequences of HbA1c along the years” is an aggregation 
query, also merging data split into other three different tables 
of numeric information. On the other hand, in the setting of 
the conceptualized and clean database, there exists only one 

table hosting the patients’ demographics and another one 
containing the HbA1c measures required by the task.

Besides the qualitative analysis of the query complexity, 
a further step of comparison follows the execution of both 
queries (having the same semantics) and consisted of inves-
tigating the presence of relevant differences between the two 
settings. Those data are reported in the table of Fig. 3.

This example of task showed some important differences 
between the setting of the source-based database and the 
final database coming from the data preparation discussed 
in this paper.

Comparing the number of records, it resulted that a 16.8% 
of them is missing in the final database. This is a direct 
consequence of the data cleaning, which caused the removal 
of duplicates or totally incorrect records in some cases. It 
means that a significant portion of the records returned in 
the setting of the source-based database contained some sort 
of inconsistency.

The most interesting result obtained is represented by the 
second row of the table. In fact, a very elementary analy-
sis was imagined to be performed on the sequences of the 
HbA1c: returning the mean of the sequence for each patient 
(a record) and to compute the average of these mean values. 
In the case of the final database tables, the outcome (7.48%) 
is plausible according to the clinical literature guidelines 
about HbA1c; vice-versa, in the case of the csv files, the out-
come (121,394,866%) is totally inconsistent [28]. Perform-
ing a more in-depth analysis of the source-based database 
setting, it resulted that many records were characterized by 
both plausible HbA1c values and totally out of scale, and 
thus inconsistent, ones.

These observations suggest that querying the csv data 
sources without any data preparation produces a result with 
potentially several inconsistencies that, to be overcome, 
require a tight collaboration with the domain experts. 
In other words, in the case of holding a database directly 
derived from the csv data sources, each analysis should 
require a proper data preparation step (assisted by the stake-
holders) before obtaining similar results w.r.t. the ones com-
ing from querying the current final database. The difference 
between this ad hoc data preparation process and the one 
discussed in this paper is that the first one is indeed task-
dependent, while the latter is general as it comprises the 
database as a whole and, therefore, it is context-oriented.

Fig. 3  Query results over the initial dataset and over the database 
obtained by our approach
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Conclusions

In this paper, the OBDM approach has been applied to 
the AMD-STITCH project by organizing, cleaning, and 
making the AMD dataset the largest shared asset, made 
of real-world data, for all upcoming data analytics tasks 
related to diabetes research.

Many iterations of cleaning process were required 
before settling into a stable state of the database. It is clear 
that many more processing actions might be necessary in 
the future, both driven by the specific needs of upcom-
ing data analytics tasks based on the data, and by future 
corrective maintenance that are inevitable with datasets 
of this size. Besides, AMD might release in the future 
an updated version of its dataset, thus requiring further 
updates, including part of the data preparation already 
presented, and its possible extensions.

As already pointed out, five different tasks, based on 
the refined AMD dataset, are being currently in progress. 
Although this data preparation work is encouraging, the 
real challenge would be to establish its actual effectiveness 
in supporting data analytics. This is the most important 
future direction of the present research: if clinically rel-
evant results were obtained through the exploitation of 
the AMD database, then the effectiveness of this approach 
would be confirmed. Towards this goal, it would also be 
interesting to apply the methodology presented in [11] 
for data quality assessment (See Sect. Related Work) to 
the outcomes of our approach. The initial attempts in this 
direction have shown that, to reach the above goal, further 
work is needed to adapt and integrate the two approaches. 
From the point of view of the ontology, as previously men-
tioned, it could be useful in the future to provide a map-
ping of some entities and relationships to the ones mod-
eled by DMTO in order to further enhance interoperability.

As a final important remark, despite some peculiari-
ties of the AMD case, many other application scenarios in 
healthcare might have similarities with the AMD project 
(see e.g. [29]), and therefore they can take advantage from 
following the presented methodology.
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