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Abstract
Kidney diseases (KD) are a global public health concern affecting millions. Early detection and prediction are crucial for 
effective treatment. Artificial intelligence (AI) techniques have been used in KDP to analyze past medical records, apply-
ing patients’ Electronic Medical Record (EHR) data. However, conventional statistical analysis methods conflict with fully 
comprehending the complexity of EHR data. AI algorithms have helped early KDP learn and identify complex data pat-
terns. However, challenges include training heterogeneous historical data, protecting privacy and security, and developing 
monitoring system regulations. This study addresses the primary challenge of training heterogeneous datasets for real-world 
evaluation. Early detection and diagnosis of chronic kidney disease (CKD) is crucial for improved outcomes, reduced health-
care costs, and reliable treatment. Early treatments are crucial for CKD, as it often develops without apparent symptoms. 
Predictive models, particularly those using reinforcement learning (RL), can identify significant trends in complex health-
care information, which standard techniques may struggle with. The study makes KDP more accurate and reliable using 
RL methods on clinical data. This lets doctors find diseases earlier and treat them better by looking at static and changing 
health measurements. Machine learning (ML) algorithms can enhance the accuracy of AI systems over time, enhancing 
their effectiveness in detecting and diagnosing diseases. In the current investigation, the RL-ANN model is implemented for 
performing enforceable CKD by assessing the outcomes of multiple neural networks, which include FNN, RNN, and CNN, 
according to parameters such as accuracy, sensitivity, specificity, prediction error, prediction rate, and kidney failure rate 
(KFR). The recommended RL-ANN method has a lower failure rate of 70% based on the KFR data. Further, the proposed 
approach earned 95% in PR and 70% in analysis of errors. However, the RL-ANN approach obtained superior results of 97% 
accuracy, 95% sensitivity, and 90% specificity.

Keywords  Chronic kidney disease · Medical history · Machine learning · RL-ANN · Alerting systems and diagnostic 
assistance

Introduction

The kidneys are two bean-shaped organs positioned in the 
posterior part of the abdomen [1]. Their main job is to fil-
ter waste materials and extra blood fluids, which the body 
excretes as urine. Kidney disease (KD) occurs when the 
kidneys are damaged and can no longer perform their fil-
tering function (FF) accurately. There are many types of 

KD, but some of the most common are included in Fig. 1. 
The importance of early identification and chronic kidney 
disease prediction (CKD) rests in its ability to optimize 
patient outcomes, lower healthcare expenses, and improve 
the overall treatment of this standard and severe ailment. 
CKD frequently advances without noticeable symptoms and 
only becomes evident in the latter stages when therapies 
may have reduced effectiveness. Timely identification using 
predictive models can provide prompt therapies, impeding or 
ceasing the advancement of the disease and diminishing the 
likelihood of consequences such as cardiovascular disease 
and kidney failure.

Depending on the sort and degree of the condition, KD 
symptoms might vary; however, they may include swelling 
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in the legs or ankles, fatigue, difficulty sleeping, high blood 
pressure, decreased appetite, and changes in urination. Treat-
ment for KD depends on the underlying cause and may 
include lifestyle changes, medication, dialysis, or a kidney 
transplant. Early detection and treatment are essential for 
preventing further kidney damage and improving patient 
outcomes [2–5].

Artificial intelligence (AI), a state-of-the-art science 
technology, is widely used in early detection, disease diag-
nosis, and management to progress medical research. KD 
endures as a global health issue because of the large patient 
population. The diagnosis and treatment of it still present 
difficulties. AI has the probability to consider individual 
cases, provide proper recommendations and make significant 
developments in the management of KD [6–10].

The author of this study recommends a novel method for 
the early prediction of chronic noncommunicable diseases 
(NCD) called the short sequential medical data-based prior 
prediction method (SSEPM), which encompasses pair-level 
sub-networks intended for multilevel augmentation. Every 
sub-network employs long short-term memory (LSTM) and 
concentration layers for recovering temporal information and 
has no temporal embedded features [11]. This effort aims to 
advance a machine learning (ML)-based diagnostic approach 
that efficiently identifies risk factors for chronic renal dis-
eases [12]. The author contributed to the logical develop-
ment of the article throughout its preparation or editing of 
the applications developed with AI for diagnostics and prog-
nostics for high-prevalence disorders [3]. This study aims 
to provide a narrative assessment of the ML research used 
to calculate the polygenic risk score, emphasizing recent 
application advancements [13].

The Pima Indian Diabetes Dataset (PIDD) from the UCI-
ML repository is used in this research to describe and build a 
general intelligent framework for accurate diabetes mellitus 
health management [14].

The study of CKD prediction using artificial intelligence 
(AI) methods is mainly driven by the need to address sig-
nificant practical difficulties in managing KD. This is of 

world health significance, as CKD frequently develops 
without symptoms, and uncertainties in diagnosis prevent 
successful treatments. To minimize costs associated with 
healthcare, enhance patients’ health, and reduce the prob-
ability of outcomes such as kidney failure and heart disease, 
detection at an early stage is essential. Complex informa-
tion about patients, unpredictable health labels, and con-
straints imposed by standard diagnostic techniques all help 
explain the challenging task of CKD management. A feasi-
ble method for thoroughly assessing intricate EHR is to use 
AI techniques, such as ML and reinforcement learning (RL). 
The result is that it was achievable for researchers to identify 
minute correlations and patterns, enabling more incredible 
precision predictions and autocue responses. The primary 
objective of the present study is to enhance CKD manage-
ment and healthcare resource usage by using AI in order to 
overcome the disadvantages of present diagnostic methods.

The requirement for reliable and adaptable use of AI in 
CKD is the primary aim of the present investigation, which 
attempts to deal with the emphasized issues of generaliz-
ability and robustness. Model performance ranges between 
population size, medical environments, and demographics; 
this research proposes to train heterogeneous datasets to 
resolve this unpredictability issue. A heterogeneous dataset 
allows the model to be trained for various scenarios and 
changes in health indices because it encompasses a wide 
range of patient features. This analysis makes the model 
more adaptable and more capable of predicting results for 
various patients. For applications in health care in the real 
world, it provides a more reliable and feasible approach for 
discovering information and making predictions.

Research Contribution

•	 Applied to medical data, RL offers a promising approach 
for CKD prediction, especially in the early stages, con-
sidering both static and dynamic health indicators.

•	 The research uniquely contributes by utilizing RL tech-
niques on medical data, improving accuracy and adapt-
ability in CKD. The model considers fixed and changing 
health indicators, providing a robust early disease iden-
tification and treatment enhancement tool.

•	 The study implements a reinforcement learning-based 
artificial neural network (RL-ANN) model for effective 
CKD, comparing it with fuzzy neural networks (FNN), 
recurrent neural networks (RNN), and convolutional neu-
ral networks (CNN).

The overview of this paper is as follows: a detailed review 
of the topic is presented in "Literature Review" section as the 
literature review. The review is followed by a brief descrip-
tion of the proposed model, which includes the flowchart in 
"Proposed Reinforcement Leaning-Based Artificial Neural 

Fig. 1   Types of kidney diseases
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Network (RL-ANN) Model" section, ANN architecture, and 
algorithms with mathematical modeling implemented in 
this work. "Results and Discussion" section is the proposed 
model, the results, and the discussion to highlight the out-
come of the implemented model towards CKD prediction, 
and "Conclusion and Future Work" section concludes with 
a short conclusion specifying the overall results.

Literature Review

The author of this study works to advance the inspection and 
measurement of the human body, focusing on the develop-
ment of devices that support therapies for illnesses. Some of 
the most spectacular technical advancements may be found 
in developing non-invasive procedures [15–20]. In all areas 
of nephrology, this analysis aims to deliver a general over-
view of medical AI pertinent to practicing nephrologists 
[21]. The authors used published data gathered from 12 
top-tier conferences and 9 top-tier papers in this discipline 
to assess the evolution of AI at the start of the twenty-first 
century [22]. The merging of AI with virtuality is examined 
in this article, with an application to AI agents in addition to 
the inferences for human-level AI [23]. In order to provide a 
realistic implementation model for AI ethics, this study uses 
ethical conceptualization as a framework. Find, challenge, 
and compare pertinent ideas used in the current AI ethical 
conversation; a keyword-based Systematic Mapping Study 
(SMS) on the words used in AI besides ethics was performed 
[24]. This work aims to prove and compare how well the 
different KLR-Bagging (Kernel Logistic Regression) and 
MARS-Bagging (Multivariate Adaptive Regression Splines) 
ensembles work at predicting the risk of landslides [25]. 
This work employs a unique III-Step-Hybrid Intelligent 
Model (III-Step-HIM), a prediction that integrates a Fea-
ture Extraction (FE) method with many intelligent modeling 
approaches [9, 26–29].

According to the authors [30], recent developments in 
ICT, particularly with the Internet of Things (IoT), big data, 
and Chronic Pelvic Pain Syndrome (CPPS), make it possi-
ble to adopt the flexibility, responsiveness, and intelligence 
needed to deal with business problems. This paper uses AI 
modeling to understand the relationships between the risk 
factors for low back pain and radiologic data. The authors 
concluded that Industrial Artificial Intelligence (IAI) had 
been used to solve various challenges for the industry. In 
addition, they recommended the IAI approach of Privacy-
Enhanced Federated Learning (PEFL). This study aims to 
show how AI and cloud computing enhance the adaptabil-
ity, reliability, and insight of systems in smart factories. To 
do this, we provide a thorough review and defense of the 
use of AI in a Cloud-assisted Smart Factory (CaSF). This 
article explains why AI is developing rapidly, what uses it 

may serve, and how it incorporates human behavior. The 
study identifies a complicated mechanical system crucial to 
industry—the vehicle wheel suspension system—using Q2 
(Qualitatively Truthful Quantitative Learning). The authors 
have suggested the EPTs-TL-II-level system to predict events 
in the healthcare sector accurately. The research findings have 
shown that AI-assisted Customized Manufacturing (CM) may 
increase manufacturing’s flexibility and effectiveness. AI’s 
application to CM presents both advantages and challenges.

The goal of Inflammation and Autoimmunity (IAI) in 
healthcare is to streamline administrative processes, opti-
mize resource allocation, and potentially improve the overall 
efficiency of healthcare delivery, specifically in the iden-
tification and prediction of CKD. Although the text does 
not explicitly state that IAI can be directly applied to iden-
tify CKD, its mention implies an acknowledgement of the 
wider range of AI uses in healthcare settings beyond clini-
cal decision-making. Industrial Artificial Intelligence can 
indirectly aid in improving patient outcomes by enhancing 
the efficiency and management of healthcare systems, hence 
indirectly facilitating the early diagnosis and prediction of 
CKD through improved operational skills.

In the article [14], the authors analyze urinary infections 
using the XGBoost algorithm. The authors have highlighted 
the importance of the analysis, which may lead to kidney 
dysfunction and improper functioning of the related organs. 
However, the authors have proposed a hybrid ML approach 
with Random Forest [RF] and AdaBoost [AB] algorithms 
on the CKD dataset and compared it with several param-
eters of different algorithms. The authors perform a detailed 
assessment of the sensors and devices for health monitoring. 
Newton’s Divide Difference Model [NDDM] is proposed to 
solve the issue of irregularities in electronic datasets. This 
NDDM model is a polynomial approximation method that 
implements the Euclidean Distance (ED) parameter. Regular 
patient health monitoring is performed with wearable sen-
sors, which are highlighted. Like the kidneys in the human 
body, the liver also plays a significant role in processing the 
different chemical components in the human body. Improper 
functioning of the liver may lead to cancer. Table 1 provides 
a comparison of the existing system explained in this section.

The research highlights a significant deficiency in AI 
methods for forecasting KD, particularly CKD. Although 
there have been several studies investigating the use of AI in 
healthcare and illness prediction, there is a notable absence 
of research dedicated explicitly to utilizing sophisticated 
AI techniques for the early identification and prediction of 
CKD. The current body of literature primarily addresses 
different medical ailments such as CKD, genetic disorders, 
diabetes, dialysis, and low back pain. However, there is a 
noticeable lack of focus on CKD. This study seeks to address 
this deficiency by introducing an innovative AI model that 
utilizes RL to predict CKD at an early stage accurately. This 
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research will contribute to the existing but limited under-
standing of AI applications in nephrology.

Proposed Reinforcement Leaning‑Based 
Artificial Neural Network (RL‑ANN) Model

A greater significant percentage of researchers are consid-
ering applying innovative ML methods to the field of CKD 
due to the substantial number of individuals suffering from 
CKD, variations in the severity of their problems, and even 
deaths that may ensue from them. AI is an integrated field to 
model human thought processes and actions on computers. 
Related fields of study include linguistic psychology, mental 
health, and computer science.

A systematic study into the particular contributions of 
various factors in the ANN model has been included in the 
radiation therapy experiment for the ANN used for CKD. 
To achieve this, particular parts of the model, such as hid-
den layers, nodes, activation functions, and learning rates, 
are actively eliminated or changed to demonstrate how they 

impact prediction accuracy. This study aims to invent key 
features and configurations that significantly impact ANN’s 
performance to predict CKD accurately. Clinical experimen-
tation changes these components and measures their impact 
on performance metrics. Regarding ANN decision-making 
for CKD prediction, this research investigation provides 
valuable information. As a result, it contributes to improv-
ing the predictive model.

ML, robots, DL, and NLP are changing healthcare by 
developing autonomous machines that can usually perform 
tasks humans perform. This technology can transform CKD 
detection and treatment for early detection and enhanced 
patient results.

The integration of AI with CKD encompasses several 
therapeutic activities, as demonstrated in Fig. 2. These 
procedures include improving medical care and treatment 
approaches, finding and diagnosing CKD early, and more. 
AI algorithms integrated into Electronic Healthcare Records 
(HER) can identify subtle CKD risk factors, enabling prompt 
and accurate diagnoses. This work aims to improve treat-
ment outcomes for patients with CKD by integrating AI, 

Table 1   Comparison of the existing models

References Methodology Outcome of study Test data

[15] Sequential medical data analysis Early prediction of chronic diseases Medical data
[31] Prediction techniques Chronic CKD data analysis Chronic KD data
[32] AI Augmenting nephrologists’ intelligence N/A
[33] ML Prediction of genetic diseases Genetic disease data
[34] AI Early prediction of diabetes mellitus Diabetes-related data
[35] AI Application of AI in dialysis Dialysis data
[36] AI Predicting imminent hospitalization with nursing notes Nursing notes
[37] N/A Overview of AI in the twenty-first century N/A
[38] N/A AI in virtual worlds N/A
[39] N/A Key concepts of ethics of AI N/A
[40] Hybrid ML Spatial prediction of landslide hazards Kurseong Himalayan region data
[41] Hybrid financial time series Financial time series prediction Financial time series data
[42] Industrial AI Industrial AI in Industry 4.0 Industrial AI applications
[43] AI modeling Prediction of low back pain Low back pain data
[44] Privacy-enhanced federated learning Efficient and privacy-enhanced federated learning Industrial AI applications
[45] AI Cloud-assisted smart factory Smart factory data
[46] N/A Human behavior prediction N/A
[47] Qualitatively faithful prediction Qualitatively faithful quantitative prediction N/A
[48] Two-level approach Event prediction in healthcare Healthcare event data

AI-driven customized manufacturing Key technologies, applications, and challenges Customized manufacturing data
[49] XGBoost ensemble model Early urine infection prediction in IoT-Fog environment IoT-Fog environment data
[50] Hybrid analytic model Effective prediction of distinct stages in CKD Chronic kidney ailment data
[51] Survey Sensors and smart devices for IoT-enabled healthcare IoT-enabled healthcare system
[52] ML techniques Predictive analysis and prognostic approach to diabetes Diabetes-related data
[53] Hybrid deep learning (DL) Real-time patient activity recognition Body wearable sensor network
[54, 55] Ultrasound image analysis Liver cancer classification Ultrasound images
[56, 57] Shape descriptor algorithm Identification of immunity-boosting medicinal plants Medicinal plant shape descriptors
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EHR, ML, and CKD, using a comprehensive understanding 
of a patient’s overall health. Data drive the technique and 
focus on patients, predicting CKD change, treatment effec-
tiveness, and probable results using ML models trained on 
the massive dataset.

AI-integrated CKD includes early detection, accurate 
diagnosis, and improved treatment. AI systems and EHRs 
can find risk factors, refine signs, and propose amended 
medicines. Combining AI, CKD, EHR, and ML can pre-
dict CKD developments, treatment responses, and results, 
improving patient results by highlighting their requirements.

AI can support KD findings and treatment in several 
ways. Find trends and show people who are most likely to 

get KD or experience the course of the illness; ML algo-
rithms may analyze vast volumes of patient data, including 
laboratory results, EHRs, and imaging examinations. AI can 
also help healthcare providers make more precise diagno-
ses, create personalized treatment plans, and check patient 
responses to therapy. Overall, AI can potentially improve 
the accuracy, efficiency, and effectiveness of KD diagnosis 
and treatment, improving patient outcomes and reducing 
healthcare costs. This complete process of intelligent KDP 
is projected in Fig. 2.

One of the most fundamental components of ML is 
ANN. This mathematical model uses nonlinear statistical 
data modeling methods to account for the complicated inter-
actions between inputs and outputs. It mimics the human 
brain’s ability to analyze distinct input types and discover 
patterns in decision-making. An ANN has input, potentially 
hidden, and output layers. Since every neuron in one layer is 
linked to every neuron in the following layer, these networks 
are fully connected ANNs. The method analyzes data by 
passing it from one layer of linked nodes to another, result-
ing in each layer’s neurons fetching the input for the neurons 
in the next layer. Information is shared across nodes, and the 
contributions of each node’s outputs are considered. ANN 
can improve the number of correct answers compared to a 
reference by changing the weights on each node based on the 
error seen in each forward propagation. The mathematical 
answer gets closer to the truth with each repetition. Figure 3 
shows the architecture of the ANN.

During forward propagation in an ANN, regulating 
the weights on each node entails altering the parameters 

Fig. 2   Workflow of the proposed system

Fig. 3   Proposed RL-ANN model
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according to the estimated error at each step. This iterative 
approach aims to enhance the model’s output by aligning it 
more accurately with the desired reference. By periodically 
updating the number of weights, the mathematical model 
gets closer to an accurate prediction, decreasing the variation 
between the actual and predicted values. This approach helps 
the ANN improve its volume to generate accurate responses 
by frequently enhancing its performance.

In the ANN structure, the input layer is depicted in Fig. 3. 
It is responsible for collecting raw data as well as input data. 
In this layer, every node symbolizes a unique attribute or fea-
ture. The hidden layers between the input and output layers 
perform preliminary data processing. In these hidden layers, 
nodes process data received at the input layer, implementing 
any required deviations before sending it to higher levels. 
The level of complexity and specifications for the network 
dictate the number and layout of hidden layers and the total 
number of nodes in each network layer. Essential tasks such 
as classification and regression depend on the output layer, 
which uses processed data to provide predictions or results. 
The network’s design, architecture, and purpose determine 
the layout of nodes in each layer.

The ANN approach with back-propagation has been used 
for data prediction. Neural networks (NNs) employ forward 
propagation during their training phase. After the forward 
pass, the nodes in the output layer generate a value. The 
node’s complete input is initially named during the forward 
pass, and the activation function (AF) is then used to identify 
the node’s output. Each neuron’s total input in a FFNN is 
calculated using Eq. (1):

where m
1
,m

2
,… .mn are the input neurons, and e

1
, e

2
,… en 

are the weight of the input neuron. ev is the bias-related 
weighting of the AF that is used to compute the neuron’s 
output.

The AF calculates the neuron’s output and is represented 
in Eq. (2):

where total input is the total input to the neuron.
It is a frequent practice to train ANNs using a method 

known as back-propagation in conjunction with an opti-
mization method like gradient descent. The two stages of 
the algorithm’s two-step cycle are propagation and weight 
updates.

Some risk factors for chronic KD include becoming 
older, having a low birth weight, being overweight, smok-
ing, having high blood pressure, having diabetes, and hav-
ing a history of renal disease in the family. The two condi-
tions that contribute to kidney failure more often than any 
other are high blood pressure and diabetes. Algorithm 1 
is the complete procedure applied for data collection for 
CKD prediction using ANN, presented and followed by 
the definitions for the variables applied in this algorithm.

(1)
Total Input = m

1
∗ e

1
+ m

2
∗ e

2
+…+ mn ∗ en + 1 ∗ ev

(2)Activation function = 1∕
(

1 + w(−Total Input)
)
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Algorithm 1 for ANN for CKD prediction 
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•	 X : The input matrix of the shape (m, n) , where ‘m’ is the 
number of examples and ‘n’ is the total input features. 
Each row ‘X’ represents a single patient’s EHR, and each 
column represents a different feature such as age, sex, 
blood pressure, diabetes status, or cholesterol levels.

•	 Y  : The output matrix of the shape (m, 1) representing the 
binary class labels. Each element of ‘Y’ is either 0 (indi-
cating no KD) or 1 (indicating KD) for the corresponding 
patient in X.

•	 W(p) : The WM for layer p . The shape of W(p) is ( n(p) , 
n(p − 1) ), where n(p) is the sum of neurons in layers p 
and n(p − 1) is the total neurons in the previous layer. 
The weights determine the strength and sign of the con-
nections between neurons in adjacent layers.

•	 b(p) : The bias vector for layer ‘p’. The shape of b(p) is 
(n(p), 1), where n(p) is the number of neurons in layer 
‘p’. The biases provide a constant offset to the pre-
activation values of neurons in each layer.

•	 z(p) : The pre-activation vector of the selected layer ‘p’. 
The shape of z(p) is (n(p), 1) , in which n(p) is the total 
number of neurons in a given layer ‘p’. z(p) is com-
puted as a linear combination of the activations of the 
previous layer using the weights and biases.

•	 a(p) : The activation vector in the given layer ‘p’. The 
shape of a(p) is (n(p), 1) , in which n(p) is the total num-
ber of neurons in a selected layer ‘p’. a(p) is the output 
of the AF applied to the pre-activation vector z(p).

•	 g : The AF used for each neuron. Common choices 
include the sigmoid function, the ReLU function, or 
the hyperbolic tangent function.

•	 J : The CF, which measures the error between the pre-
dicted output and the true output. In this case, the CF 
is the binary cross-entropy loss.

•	 dZ(p + 1) : The gradient of the CF concerning the pre-
activation vector of layer p+ . This is computed in the 
backward pass of the network and used to update the 
weights and biases.

•	 dW(p) : The gradient of the CF concerning the WM of 
layer ‘p’. This is computed in the backward pass of the 
network and used to update the weights.

•	 db(p) : The gradient of the CF regarding the bias vector 
of layer ‘p’. This is computed in the backward pass of 
the network and used to update the biases.

•	 dA(p) : The gradient of the CF about the activation vector 
of layer ‘p’. This is computed in the backward pass of 
the network and used in computing the gradients for the 
previous layer.

Algorithm 2 for the proposed RL-ANN model 
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Note that this algorithm assumes a batch learning 
approach, where the weights of the ANN are updated using 
a batch of tuples rather than online learning. In addition, 
the specific implementation details of the RL algorithm 
may vary depending on the problem statement and the 
chosen RL algorithm.

Hyperparameters in ML models are predetermined set-
tings external to the training process. These settings have 

Fig. 4   KFR

Table 2   Results of KFR Algorithms KFR (%)

FNN 77
CNN 80
RNN 87
Proposed RL-ANN) 70

Fig. 5   Analysis of PE

Table 3   Results of PR and PR

Algorithms PR (%) PE (%)

FNN 78 92
CNN 82 87
RNN 86 85
Proposed RL-ANN 95 70

Fig. 6   Analysis of PA

Fig. 7   Analysis of accuracy

Table 4   Accuracy analysis

Algorithms Accuracy (%)

FNN 80
CNN 87
RNN 90
RL-ANN (proposed) 97

Fig. 8   Analysis of sensitivity
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a direct impact on the structure and behavior of the model. 
These parameters, which are not derived from the data 
but established by practitioners, encompass vital elements 
such as the learning rate, which determines the magni-
tude of each training step; the number of hidden layers 
and neurons, which define the complexity of the network; 
the activation functions that influence the outputs of each 
node; the batch size; the epochs that determine the number 
of training iterations; and the regularization parameters 
that control model overfitting. The primary objective of 
improving ML models is to tune these hyperparameters 
since their proper setup drastically impacts performance 
and the capacity of the model to adapt to new data.

Results and Discussion

About Simulation

Researchers employ MATLAB 2021a to perform the imple-
mentation and comparison study of the presented RL-ANN 
model with the existing models. The findings of the simu-
lation are then addressed. To achieve the test results, we 
will be using a grouping of the web tool Jupyter Notebook 
and the programming language Python 3.3. Many SCIKET-
learning libraries were included; SCIKET-learning stands 
as an acceptable structure for AI systems built on Python.

Data description: with 24 features collected from 400 
individuals, the data set provides an ample number of fea-
tures related to the predicted size of the input. There are 24 
features in the data set, with 10 representing absolutes and 
14 being analytical. A maximum of 25 features have been 
produced by identifying a class label with each test input. 
Age, cholesterol levels, and biochemical tests are among the 
most health-related data mentioned in the statistical data. 
High blood pressure, diabetes, insulin resistance, and hun-
ger are signs of specific illnesses that can be understood 
from their definite features. The dataset provides a wealth 
of information for comprehensive investigations due to its 
multidimensional nature, which includes real statistical and 
definite variables. The dataset’s various numbers across 
its 25 features can help identify some instances. In health-
related investigations, this provides enormous information 
for exploratory and predictive analyses [58]. This dataset is 
multivariate, featuring a mix of real statistical and definite 
data—the instances number 400 each feature by the values 
of these 25 values.

The dataset consists of various health-related features 
for individuals, including statistical and definite informa-
tion. The statistical features consist of the individual’s age in 
years, blood pressure measured in mm/Hg, and several bio-
chemical parameters such as blood glucose random, blood 
urea, serum creatinine, sodium, potassium, hemoglobin, 
packed cell volume, white blood cell count, and red blood 
cell count. The nominal features consist of definite informa-
tion, including specific gravity values (1.005, 1.010, 1.015, 
1.020, 1.025), albumin values (0, 1, 2, 3, 4, 5), sugar values 
(0, 1, 2, 3, 4, 5), presence of red blood cells (normal, abnor-
mal), pus cell status (normal, abnormal), presence of pus cell 
clumps (present, not present), bacteria presence (present, not 
present), hypertension status (yes, no), diabetes mellitus sta-
tus (yes, no), coronary artery disease status (yes, no), appe-
tite assessment (good, poor), pedal edema status (yes, no), 
anemia status (yes, no), and the class label with values (ckd, 
notckd). These qualities together offer a complete range of 
information for each person in the dataset, enabling thorough 
exploration and analysis in health and medical research.

Simulation Parameter

The existing methods, such as FNN, CNN, and RNN, were 
compared with the proposed method of RL-ANN. The 
parameters include kidney failure rate (KFR), prediction 
rate (PR), prediction error (PE), accuracy, specificity, and 
sensitivity.

In the medical condition known as kidney failure, some-
times called end-stage renal disease, the kidneys cannot filter 
trash materials effectively from the blood and instead func-
tion at levels less than 15% of what is measured as normal. 

Table 5   Results of sensitivity and specificity for existing and pro-
posed methods

Algorithms Sensitivity (%) Speci-
ficity 
(%)

FNN 77 70
CNN 82 78
RNN 87 82
Proposed RL-ANN 95 90

Fig. 9   Analysis of specificity
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Figure 4 depicts the KFR. KFRs are higher for existing 
methods and lower for proposed methods. Table 2 depicts 
the results of KFR for existing and proposed methods.

Within the uncertainty due to statistical variations and 
noise in the input data values, A specifies whether or not 
the predicted values coincide with the target field’s actual 
values. Figure 5 indicates the PR of the proposed and exist-
ing models. PR is higher for proposed methods and lower 
for existing methods. Table 3 depicts the results of the PR 
and PR.

When a predicted event does not occur, there is a PE. 
When predictions are incorrect, people may use metacogni-
tive processes to look back at previous PR to investigate if 
there are any links or patterns, such as a chronic inability 
to predict outcomes in particular contexts accurately. The 
proposed work has a lower PR than existing methods, with 
less than 70%, and the highest PR is observed in the FNN 
model, with 92.8% (Fig. 6).

Accuracy is the proportion of accurately predicted occur-
rences to all expected instances. Figure 7 depicts the com-
parative evaluation of accuracy in proposed and existing 
models. Compared with the existing work, the proposed 
work shows greater accuracy. Table 4 highlights the values 
obtained for the accurate KDP for different models.

The degree to which a diagnostic test identifies a patient 
as having a condition is referred to as its sensitivity. A sus-
ceptible test indicates that there are fewer instances of false 
negative findings, and therefore, there are fewer instances 
of illness that go unrecognized. Figure 8 indicates the sen-
sitivity. Sensitivity is lower in existing methods and higher 
in proposed methods, with 77% obtained by FNN, 82% by 
CNN, 87% by RNN, and the highest of 95% by RL-ANN 
with back-propagation, respectively.

Table 5 shows the sensitivity and specificity results for 
existing and proposed methods. The capability of a test to 
identify as “negative” a person who is not recorded with the 
ailment being evaluated is defined as “specificity.” Fig. 9 
shows the specificity. Specificity is higher in proposed 
methods and lower in existing approaches. According to the 
graph, the proposed RL-ANN model achieves higher sen-
sitivity with 90%, a minimum variance of 8% from RNN.

Different approaches, such as FNN, CNN, and RNN, 
along with the recommended RL-ANN, led to valuable 
results in several areas, as exposed in Table 2. The proposed 
RL-ANN model showed a significant development in the 
KFR compared to existing approaches such as FNN, CNN, 
and RNN. The KFR of the RL-ANN model was 70%, which 
is lower than the rates of 77%, 80%, and 87% achieved by 
FNN, CNN, and RNN, respectively. The RL-ANN model 
proved its superiority by having a better PR of 95% and a 
reduced PE of 70% compared to the previous models. The 
examination of PE (Fig. 5) verified the impacts of inaccurate 

predictions, underscoring the need for accuracy in medical 
assessments.

Accuracy, the ratio of correctly predicted occurrences to 
the total expected instances, has been identified as a crucial 
performance parameter. The RL-ANN model achieved a 
higher accuracy rate of 97%, outperforming other methods 
such as FNN (80%), CNN (87%), and RNN (90%). This 
information is visually represented in Fig. 7 and further 
elaborated in Table 4. The analysis of diagnostic test perfor-
mance included the examination of sensitivity and specific-
ity, which are important markers. This analysis used Figs. 8 
and 9, and Table 5. RL-ANN showed superior sensitivity 
(95%) and specificity (90%) compared to FNN, CNN, and 
RNN. This indicates its enhanced capability to accurately 
distinguish true positive and negative results in predicting 
CKD. After everything was said and done, the suggested 
RL-ANN model with back-propagation showed promising 
results, demonstrating that it could be a valuable tool for 
making CKD predictions even more accurate and reliable.

Conclusion and Future Work

Artificial intelligence (AI) in urology ranges from the 
detection of diseases to the interpretation of diagnostic 
images to the prediction of prognosis. Its main goal is 
to support doctors in their decision-making without, in 
any technique, looking to replace them. From a human 
perspective, the doctor’s presence is still necessary for 
developing a robust doctor–patient connection of trust 
that can improve the efficacy of any therapies and treat-
ments and a responsible and ethical stance for diagnosis. 
This research implements the reinforcement learning-
based artificial neural network (RL-ANN) model based 
on back-propagation to predict kidney disease. The pro-
posed model is compared with the existing FNN, CNN, 
and RNN models. The findings from the kidney failure 
rate (KFR) study demonstrate that the failure rate has 
decreased by 7% in the recommended RL-ANN model. 
When contrasted with different approaches that exist in 
use, the proposed approach attains a prediction rate (PR) 
of 15% and a prediction error (PE) of 9%. In addition, for 
accuracy, sensitivity, and specificity parameters, the RL-
ANN model has obtained higher difference values of 7%, 
12%, and 12%, respectively. As a future enhancement, the 
analysis will be performed with the multi-modal dataset 
to obtain improved accuracy and lower PR.

Furthermore, research on predicting CKD using RL-
ANN should look into how to combine different types 
of data to get a more complete picture of the patient. 
Applying longitudinal data analysis and real-time predic-
tion can improve the model’s ability to adapt to dynamic 
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clinical situations. It ensured collaboration between AI and 
healthcare practitioners by prioritizing explainability and 
implementing human-in-the-loop frameworks. Deploying 
trustworthy and fair models necessitates the careful evalu-
ation of ethical factors, the reduction of prejudice, and the 
conduct of cost–benefit analyses. In order to ensure that a 
solution can be effectively applied and have a significant 
effect in real-world scenarios, it is crucial to validate it 
using a variety of datasets, make iterative adjustments, and 
collaborate with healthcare organizations.
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