
Vol.:(0123456789)

SN Computer Science           (2024) 5:195  
https://doi.org/10.1007/s42979-023-02484-8

SN Computer Science

ORIGINAL RESEARCH

Decision Tree Ensemble Approach for Recidivism Risk Classification 
Among Heinous Crime Convicts

Aman Singh1   · Subrajeet Mohapatra1

Received: 16 April 2023 / Accepted: 8 November 2023 
© The Author(s), under exclusive licence to Springer Nature Singapore Pte Ltd 2024

Abstract
Early prediction of violent recidivism is one of the most essential tasks of the judiciary system. Being able to accurately 
forecast violent recidivism in offenders with heinous crime conviction can facilitate judiciary in taking decisions about 
sentencing, release, parole, and probation. Additionally, because violent offenders have a higher recidivism rate than 
nonviolent offenders, the development of intelligent risk assessment tools for early prediction of violent recidivism becomes 
highly essential. However, few such approaches exist, and their efficacy in the Indian context is often limited. As a result, in 
the present work, the aim is to develop an computational learning-based risk assessment tool for early prediction of violent 
recidivism among criminals with heinous crime convictions. In particular, we classify individual offenders as high, low, or 
moderate risk based on a variety of factors such as anger level (a psychological emotion), demography, and psycho-social 
factors. Effectiveness of different machine learning models viz.DTC, PNN, SVM, KNN, LDA have been simulated for 
recidivism risk assessment of offenders. The current findings demonstrate that violent recidivism at the individual level can 
be anticipated using a bagged tree ensemble classifier achieving maximum accuracy of 89%.

Keywords  Violent recidivism · Quantitative risk assessment · Machine learning · Ensemble learning

Introduction

Offenses that are horrendous, incredibly cruel, and abomi-
nable are frequently classified as heinous crimes. Heinous 
crimes, like all forms of crime, are the consequence of a 
complex and diverse set of events, and they usually entail 
some form of extreme personal injury or victim death. 
According to the Indian Penal Code (IPC) heinous crime 
is considered as an offence committed by a person in an 
inhumane manner, such as murder (IPC Section 299, 300, 
302) (chopping the death body into pieces), forcible rape 
(IPC Section 375, 376D) ( kidnapping and committing 

rape numerous times), or burning someone alive (IPC Sec-
tion 304B, 326A, 326B) [20]. Furthermore, in some nations, 
outrageous financial exploitation of elderly or disabled per-
sons is also considered heinous.

Reconviction (recidivism) research is becoming crucial 
as victims, prosecutors, and the public grapple with how to 
react to atrocious acts in order to protect the public, foster 
rehabilitation, offer a means of vengeance, and punish the 
criminals. Additionally, this study is crucial because recidi-
vism has been regarded as an essential feature by numerous 
criminal justice boards across the world to evaluate policy 
interventions in sentencing, incarceration, and deciding 
parole policies for heinous crime convicts. Furthermore, 
recidivism research are also significant in fundamental 
criminal justice issues, and can assist in a number of inter-
ventions programme related to convicts, some of which are 
included below.

•	 Incapacitation (Analyze the impact of prison sentence)
•	 Specific Deterrence (Determine whether a conviction 

deters offenders from commiting additional crimes)
•	 Improving in–prison rehabilitation programs
•	 Desistance
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•	 Evaluating Prison Performance

According to numerous empirical studies carried out by 
the Department of Justice of numerous countries indicate 
that released convicted prisoners have high recidivism rate. 
Both judiciary and criminologists are extremely interested 
in understanding how intervention or sanction affects the 
criminal nature of convicted offenders. In addition, they 
are also apprehensive about developing methods for early 
prediction of heinous crime recidivism in offenders using 
different discriminative risk markers.

There are numerous ways to determine recidivism, and 
each one relies on a different definition of re-involvement 
in criminal activity. Significant risk factors for estimating 
the likelihood of committing a re-offence can be broadly 
divided into static and dynamic categories, and they 
include details on the psychological, behavioral, re-arrest, 
conviction, and length of reincarceration of offenders. 
Static risk factors are immutable aspects of a convict, such 
as their socioeconomic status, personality traits, criminal 
past, and demographic information. Dynamic risk factors, 
on the other hand, are things that can be affected or modi-
fied during the rehabilitation process, such as substance 
abuse, involvement with antisocial peers, mental health 
issues, low income, and employment challenges. Various 
criminological studies have demonstrated the importance 
of both static and dynamic risk factors in determining the 
likelihood that former offenders of serious crimes may 
recidivate. In order to quantify the early recidivism risk 

among heinous crime convicts, criminologists generally 
take into account recidivism metrics as listed in Table 1. 
The present study takes into consideration the use of 
machine learning techniques for the early risk assessment 
of violent crime recidivism, as well as to support struc-
tured professional judgement and effective rehabilitation.

Quantitative assessment of the likelihood of recidivism 
during the pretrial detention, trial, sentencing, and 
parole stages is one of the most challenging tasks for 
the criminologists and the judiciary. In last few years, 
numerous research groups have been attracted towards 
quantitative criminology, and have contributed towards the 
development of automated solutions related to behavioral 
criminal profiling and the judiciary system. In the 
literature, most work done are devoted towards automated 
crime prediction and of different processes related to 
improve the efficiency of the justice delivery system. 
Despite the fact that there has been a lot of study done to 
identify the various risk factors that contribute to violent 
crime recidivism, there hasn’t been much work done on 
utilising machine learning to assess these risks using 
psycho–social and behavioral markers. According to the 
literature that is currently accessible on computer–aided 
recidivism detection, the most of the study that has been 
conducted thus far can primarily be categorized based on 
the type of sub–problem addressed, and is shown below. 

	 i.	 Evaluating multiple risk factors for predicting general, 
violent, and sexual recidivism

Table 1   Static and dynamic 
risk factors for heinous crime 
convicts

Type Markers Measurables

Static Personality traits Abandoned
Literacy
Physical abuse

Parental/Family Family rift
Abusive parents

 Criminal history First arrest
Crime frequency
Conviction rate

Socio−Demographic Martial well-being
Financial Well-being

Dynamic  Psycho−social Spousal conflict
Familial disconnection
Neighborhood connection

 Individual personality Temperament/Aggression
Frequency of violent crimes
Antisocial personality
Substance abuse

Carceral behavior Willingness to Join mainstream
Current psychological well-being
Participation in rehabilitation programmes
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	 ii.	 Prediction of criminal recidivism in offenders with 
mental illness

	 iii.	 Investigate the efficacy of psychometric tools in 
automated criminal recidivism prediction

	 iv.	 Review of intelligent recidivism prediction models 
and its relevance on the effectiveness of parole board 
decisions

	 v.	 Understanding the impact of psycho-social, 
socioeconomic, and behavioral traits in predicting 
criminal recidivism

	 vi.	 Appraising the algorithmic fairness and improving 
the accuracy of various risk assessment techniques 
for recidivism prediction

Additionally, few researchers have also addressed the 
issue of envisioning criminal recidivism in juveniles, 
and first–time–offenders (FTO). In this work, we initially 
present a summary of literature review on identifying 
risk factors for predicting general, violent, and sexual 
recidivism as depicted in Table 2. A selective overview 
of studies on machine learning–based approaches for 
detecting abduction, murder, and sexual assault is also 
shown in Table 3.

Additionally, few studies have also shown a close 
correlation between mental illness and violent reoffending 
[16]. As a result, we give a collection of a few studies 
on risk factors and its use in prediction of recidivism in 
offenders with mental illness as demonstrated in Table 4.

The preceding literature review on computer–assisted 
violent recidivism risk assessment highlighted the 
following research gaps. 

	 i.	 Most of the research studies measure recidivism 
risk using only socio–demographic or psychological 
factors, resulting in poor accuracy

	 ii.	 Accommodating additional risk markers in existing 
standard recidivism risk assessment software’s viz. 
COMPAS [5] and LSIR [11] is difficult

	 iii.	 Some schemes measure recidivism risk based on 
preliminary crime investigation records, ignoring 
individual risk markers

	 iv.	 Generally machine learning-based recidivism risk 
assessment techniques do not eliminate bias, resulting 
in poor prediction ability, sparsity, and fairness

However, there are still a number of critical issues in the 
field of automated heinous crime detection and risk assess-
ment that remain to be investigated. Taking into account 
the research directions, it has been assessed that there is 
ample scope to develop an enhanced intelligent system 
for the recidivism risk assessment of violent criminal 
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offenders. Such a risk assessment framework will help 
the judiciary identify offenders who are likely to commit 
violent crimes again and recommend rehabilitation and 
supervision. As a result, the major contributions of this 
study is listed below:

•	 Efforts have been made to construct an intelligent 
criminal recidivism risk assessment framework 
that encompasses personality, psycho-social, and 
environmental markers as input.

•	 The study uses two violence risk assessment scales viz. 
HCR − 20 and V − Risk − 10 for quantifying offender 
behavior.

•	 The significance of the collected features are evaluated 
using a mutual information-based scoring method in 
order to classify convicts according to their likelihood 
of recommitting a heinous crime.

•	 Finally, five distinct classifiers and a decision tree 
ensemble classifier for recidivism behavioral sub-typing 
of heinous crime convicts are evaluated on the HCC 
datasets.

Fig.  1 depicts the suggested algorithmic framework 
for assessing the likelihood of reconviction in heinous 
crime convicts. The article’s contents are shown below. 
Section “Data and Methods” discusses the procedure of 
prison data collection and quantification of behavioral and 
non-behavioral risk attributes among violent offenders. In 
addition, it also provides a detailed discussion on the process 
of feature value normalisation and one-way ANOVA-
based feature selection. Section  “Ensemble Learning 

Methods” serves as an demonstration towards ensemble 
learning and decision tree ensembles. Machine learning 
based recidivism risk assessment along with the proposed 
decision tree ensemble based method for automated 
recidivism risk assessment in heinous crime convicts is 
presented in Sect.  “Bagged Tree Ensemble Framework 
for Recidivism Risk Assessment of Heinous Crime 
Convicts”. Section “Simulation Results and Discussion” 
demonstrates our simulations on acquired data from 
felonies and their recidivism risk gradation analysis. Finally, 
Sect. “Conclusion” offers concluding remarks.

Data and Methods

Routine evaluations of offenders with prior convictions 
for horrific crimes are frequently required to determine 
recidivism risk and execute appropriate rehabilitation 
strategies. In the subsections that follow, we describe the 
number of convicted offenders examined, the psychological 
questionnaire adopted, and the procedures followed during 
the acquisition of behavioral and non–behavioral data.

Study Subject Selection

The present experimental research was conducted on 132 
inmates convicted of heinous crimes and incarcerated in 
Jharkhand State, India, between 2018 and 2021. Inclusion 
criteria for this study included 18 to 45 years old convicted of 
heinous crimes viz. murder, rape, kidnapping/ abduction and 
serving between two and ten years in prison. The proportion 
of convicts with different heinous crimes considered for this 
study is depicted in Table 5.

Data about each individual offender is gathered at the 
primary and secondary levels, and might be qualitative or 
quantitative. The primary data was gathered through inter-
views with offenders conducted by a clinical psycholo-
gist, while secondary data sources included the offenders 
past criminal history and present observed behavior gath-
ered through prison authorities. Interview questionnaire 
comprises of questions designed to evaluate personality, 
psycho-social, socioeconomic, offence description, and 

Survey Questionnaire
Based Data Acquisition

Data Representation &
Normalization

Mutual Information Centred
Feature Selection

Decision Tree
Ensemble

Classification

Identification of Recidivism
Risk Types (Low, Medium,

and High)

Fig. 1   Schematic representation of the proposed algorithmic frame-
work for violence recidivism risk assessment

Table 5   Conviction based distribution of offenders

Type of crimes  No. of 
participants

Avg. 
incarceration 
period (in years)

Murder and Homicide 37 7.4
Sexual assault and Rape 61 6.3
Abduction or Kidnapping 24 2.7
Physical voilence 10 2
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current prison behavior of each participating convicts. 
Moreover, the survey questionnaire was created with 
the assistance of a panel of professionals that included 
a forensic expert, clinical psychologist, criminal lawyer, 
and prison administrator. Standard violence risk assess-
ment tools HCR − 20 and V − Risk − 10 [3] with appropri-
ate customization were also included in the questionnaire 
to measure deviant conduct in individual violent crime 
convicts. Moreover, qualified prison counsellors who were 
psychology graduates interviewed all convicts over the 
course of a six–month period to maintain complete data 
accuracy. In addition, the following measures were also 
used to ensure that survey–based data acquisition is free 
from different types of bias: 

	 i.	 Each inmate’s imprisonment psycho-social 
experiences is reviewed by the authorities and the 
related vocational instructor

	 ii.	 In accordance with commonly accepted clinical guide-
lines, extreme and neutral responses to a given cat-
egory were standardized

	 iii.	 Question order bias and non-response bias were mini-
mized by randomly ordering the inquiries and their 
corresponding answers

Recidivism Feature Measurement and Representation

Assessing the recidivism risk of violent offenders using 
the V − Risk − 10 and HCR − 20 psychological profiles is 
regarded as the gold standard world wide and are investi-
gated in this research. In addition to the preceding psycho-
metric scores, we also consider personality, psychological, 
socio-demographic, and prison information in the survey 
questionnaire for behavioral portrayal of each offender and 
algorithmic recidivism risk assessment. Since the HCR − 20 
and V − Risk − 10 risk markers alone cannot accurately 
model violent recidivism characteristics of offenders, other 
essential known features has been considered here for accu-
rate recidivism risk assessment. In order to develop a deci-
sion tree ensemble model for automated violent recidivism 
risk assessment among heinous crime convicts, all of the 
reported risk markers are being used. Standard and spe-
cially designed psychometric measures categorised as scale 

Table 6   Scale dependent violence recidivism risk markers

 Instruments Risk factors  Assessment tool

 Violence-risk-10 Personality disorder V-risk-10
Previous/ current violence, mental illness, threats,Substance abuse
Lack of insight into illness or behavior
Future Stress

Violence Behavior (HCR-20)
 Historical Sub-scale Crime history, Previous violence, Other anti-social behavior ASPD, Violent attitudes, 

Major mental disorder, Negative attitudes, Supervision response, relationships, 
traumatic experiences etc

HCR-20

 Clinical Sub-scale Lack of Insight, Negative Attitudes, Impulsivity, Unresponsive to treatment etc
 Risk Sub-scale Professional services and plan, Living Situation, Personal Support etc

Table 7   Scale independent violence recidivism risk markers

Sl. no  Categorization Risk Factors Assessment

 I. Personality / Individual Manipulativeness, Remorse, ego-centric, violent 
offenses, excessive anxiety, ASPD, Temperament, 
general offenses, loneliness / depression, Substance 
use, anti-social activities

Semi-structure Performa prepared by clinical 
psychologist

II. Parental/ Family Parents conflicts, Parents Literacy, Anti-social parents, 
Abusive parents, broken family, less guidance, 
Family financial status, family prison visit

Semi-structure prepared by clinical psychologist

III.  Prison / offence details First arrest, Imprisonment duration, heinous crime 
offense, Crime frequency, willingness mainstream, 
Current well being

Semi-structure Performa prepared by clinical 
psychologist

IV.  Psycho-social Spousal Conflict, Familial disconnection, lack 
of safety, community violence, negative peers, 
Neighbourhood relationship

Semi-structure Performa prepared by clinical 
psychologist
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dependent and scale independent risk markers used to meas-
ure violent recidivism among offenders in the present inves-
tigation, is summarised in Tables 6 and 7.

The intended criminal history dataset encompasses 
felony convictions for three distinct categories (viz. rape 
and sexual assault, murder, and kidnapping and abduction) 
of violent crimes for 132 offenders. Specifically, the dataset 
includes 73 analyzable attributes, including personality, 
psycho-social, demographic, and other known risk 
markers. The above stated 73 set of diversified attributes 
represents 20 HCR − 20 behavioral characteristics, a 10 
set of V − Risk − 10 evaluation parameters, and 43 other 
attributes. In addition, prior to machine learning–based 
analysis the subjective behavioral responses of convicts 
were quantified with assistance from Central Institute of 
Psychiatry, Ranchi. The quantification of the associated 
psychological score for each of the 20 items in HCR − 20 
and 10 items in V − Risk − 10 , were marked as absence 
(0), mildly significant (1), or absolutely significant (2). 
Additionally, the remaining 43 attributes were also graded 
accordingly in consultation with domain experts.

Feature selection

In pattern classification applications, feature selection is 
a significant technique for reducing the dimensionality 
of a dataset by eliminating redundant features [9]. In 
particular, the classification performance of a model on 
separate datasets improves as the amount of features used 
in the model is reduced. In addition, the existence of an 
enormous number of irrelevant features might impede 
the training process and result in a neural network with a 
higher proportion of connection weights than required by 
the task. Numerous approaches for selecting features are 
available, with varying degrees of applicability based on 
the domain in consideration; a comprehensive review of 
these methods is provided elsewhere [7]. The use of mutual 
information criteria is one such method for identifying an 
informative subset of attributes to be used as input data for 
a classification model. For selecting discriminative features, 
Battiti [2] was the first to address the issue of evaluating 
mutual information for feature selection. Mutual information 
evaluates spontaneous dependencies between random 
variables and assesses the significance (information content) 
of individual attributes in difficult classification problems. 
In this study, we therefore adopt the principle of mutual 
information (MI) to assess the informational value of each 
individual feature in relation to the output class.

Machine learning algorithms for feature space 
classification

In pattern recognition, majority of machine learning 
algorithms model the relationship between measured 
features and a class label (target) given a set of observations. 
Thereafter, the established model is then utilised to predict 
the class label of subsequent observations based on their 
characteristics. Each classifier must be configured with a 
suitable machine learning algorithm so that similar model 
inputs yield desired outputs. The overall set of observed data 
is classified into training and testing data sets; the training 
data is utilised to update the network’s weights; and the 
training process is referred to as learning paradigms. The 
remaining test data is then used to evaluate the trained 
classifier’s performance. In this research, we suggest using 
a decision tree ensemble to assess recidivism risk of heinous 
crime convicts using individual, socio–demographic and 
behavioral risk indicators. Moreover, the effectiveness of 
the retrieved features for classification was also evaluated 
using five more prominent classifiers: PNN, LDA, KNN, and 
SVM [13, 18, 26, 31].The parameters of each classifier were 
optimised for maximum efficacy,and their performances 
were evaluated using the same training and testing data sets. 
Section “Ensemble Learning Methods” offers a short insight 
to ensemble learning methods. Decision tree ensembles are 
investigated in Section “Decision Tree Ensembles”. The 
decision tree ensemble framework for the assessment of 
recidivism risk among heinous crime convicts is detailed in 
Sect. “Bagged Tree Ensemble Framework for Recidivism 
Risk Assessment of Heinous Crime Convicts”.

Ensemble Learning Methods

Ensemble learning is a machine learning paradigm that 
blends the predictions of different classification models to 
improve the overall forecasting accuracy. Bagging, stacking, 
and boosting are the three classifier merging algorithms that 
predominate in the field of ensemble learning. Popularity 
of these algorithms is largely attributable to their simplicity 
of implementation and effectiveness on a wide variety of 
predictive modelling challenges. In addition, ensemble 
processes can also be categorized according to two distinct 
criteria, as illustrated in Table 8.

Decision tree ensembles have been a popular option for 
many scenarios when it comes to solving complex clas-
sification and regression problems. The bias and variance 
associated with simple and complex decision trees are both 
eliminated by ensemble techniques, which integrate multi-
ple decision trees to obtain better prediction performance 
than a single decision tree. Furthermore, the premise behind 
using decision tree ensemble model is based on the idea that 
a group of weak learners can come together to become a 
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strong learner. The subsequent section details the creation of 
ensembles of decision trees as well as the various techniques 
to combine individual trees.

Decision Tree Ensembles   A single decision tree will never 
adapt effectively to untrained data. However, we can create 
extremely precise forecasts by aggregating the predictions 
of a significant number of decision trees. As the bias and 
variance of a decision tree are both low, the results of multi-
ple trees can be blended to further lower the variance while 
preserving the small bias. The process of integrating mul-
tiple decision trees into a single, more robust model (clas-
sification/Regression) is termed as decision tree ensemble. 
As was previously indicated, three prominent ensemble 
learning algorithms used to merge decision trees are bag-
ging, boosting, and stacking. Bagging, boosting, and stack-
ing are the standard approaches to aggregate decision trees, 
Table 9 introduces these techniques and distinguishes their 
core concepts.

In the following section, we present a bagging ensembles 
of decision trees for assessing the recidivism risk among 
heinous offender populations.

Bagged Tree Ensemble Framework 
for Recidivism Risk Assessment of Heinous 
Crime Convicts

Ensemble learning approach is a process that combines the 
strengths of numerous models (often referred to as weak 
learners or basic models) that have been trained to address 

the same classification/regression task. The basic idea is that 
weak models coupled appropriately produce more accurate, 
resilient, and reliable outcomes. The basic principle is that 
weak models integrated appropriately can reduce bias and/
or variance of individual weak learners and help build a 
strong learner (or ensemble model) that provides more 

Table 8   Different types of ensemble learning methods

Ensemble Methods (Type-I)

Simple Ensemble Methods Advanced Ensemble Methods

Max Voting Bagging
Averaging Boosting
Weighted Averaging Stacking

Ensemble Methods (Type-II)

Homogenous Ensemble Heterogenous Ensemble

Bagging Stacking
Boosting

Table 9   Different Types of Ensemble Learning Methods

Ensemble Methods

Bagging: Fitting multiple decision trees to distinct dataset samples of the same data set and averaging predictions
Boosting Fitting multiple models on the same data and using another model to aggregate predictions
Stacking Sequentially adding ensemble members that correct prior model predictions and yields a weighted average

Fig. 2   A bagged ensemble of decision tree for feature classification

Table 10   Parameter settings of different classifiers

Classifier Hyper parameters Value

KNN Nearest Neighbor (k) 1
Nearest neighbor search Euclideandistance
No. of folds 5

SVM c � [1,10]
RBF kernel
No. of folds 5

Decision Tree No. of Trees 100
Max. no. of Splits [1,max(2, n − 1)]

seed 1
Treebagger ensemble No.of bagged decision 

Trees
50

Max. no. of Splits [1,max(2, n − 1)]

Learning Rate [0.001, 0.010]
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accurate, robust, and reliable results. In this study, we adopt 
the Bootstrap aggregation (Bagging) strategy as an ensemble 
approach to reduce the decision tree variance. Use of boot-
strap replicates of training data during bagging is intended 
to introduce diversity among ensemble member classifiers 
during training of individual weak learners. The Bagging 
process averages the predictions of individual weak learn-
ers trained with bootstrap replicates of the training data-
set [8]. In addition to minimising variance, bagging is also 
intended to prevent the learning system from becoming 
over-fit. Figure 2 is a simplified illustration of the bagging 
method for developing a decision tree ensemble for feature 
classification.

Steps to create an ensemble of decision tree: 

1)	 Initialize an empty list to store the T decision trees
2)	 For t in range(T):

•	 Randomly select a subset of the training examples 
with replacement. Let this subset be denoted X_t and 
the corresponding labels be y_t.

•	 Create a decision tree with the specified maximum 
depth (max_depth) using the subset X_t and labels 
y_t.

•	 Add the decision tree to the list of decision trees.

3)	 To make a prediction on a new example x:

•	 For each decision tree in the ensemble: 

	 i.	 Make a prediction using the decision tree 
on the new example x.

	 ii.	 Store the prediction.

•	 Aggregate the predictions of all decision trees in 
the ensemble. This can be done using methods such 
as majority voting (for classification problems) or 
averaging (for regression problems).

•	 Return the final prediction.

4)	 Evaluate the performance of the ensemble on the 
testing dataset using a suitable metric such as accuracy, 
Precision, Recall, F1 score.

For the purpose of risk assessment of heinous criminal 
convicts using various socio–demographic and behavioral 
markers, this multiple bagged decision tree ensemble model 
assigns a class label to each feature instance using majority 
of votes [1] of all the decision trees.

In addition to using bagged decision tree ensemble, we 
also simulate recidivism risk assessment with the use of 
some other standard classifiers viz. PNN, LDA, KNN,and 
SVM.

Simulation Results and Discussion

The HCR-20 and V-risk-10 based customized questionnaire 
were followed for the creation of violent recidivism dataset. 
This dataset was used to test the effectiveness of different 

Table 11   Predictive validity 
based on class labels

Labels Actual Predicted

Low 39 37
Moderate 52 48
High 41 38

Fig. 3   Examining the p value 
and feature index in a G-scatter 
plot to extract useful character-
istics
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standard classification models viz. PNN, LDA, KNN, SVM, 
DTC, and Treebagger ensemble. Each models’ competence 
can be evaluated by how accurately it places an entity into 
one of several predetermined categories. Standard metrics 
viz. sensitivity, specificity, accuracy, and F-Score [23] are 

used to evaluate the effectiveness of different classification 
models. For a fair comparison five fold cross validation is 
harnessed to evaluate the performance of the above classi-
fiers. The parameter settings of the decision tree classifier 
and the tree bagger ensemble is depicted in Table 10.

The efficacy of all the models can be measured based on 
how well it can categorise a subject. The classification of 
a behavioral risk from the subject group might have four 
different outcomes: true positive ( Tp ), true negative ( Tn ), 
false positive ( Fp ), and false negative ( Fn ). The effectiveness 
of the suggested method can be evaluated with respect to 
four metrics viz. accuracy, sensitivity, specificity, and 
F–score [23].

Table  11 displays the overall findings in terms of 
predictive validity for the simulated classifiers, depicting 
both the actual and predicted outcomes. Table 12 represents 
classification results in terms of average accuracy for six 
classifiers. In addition, Table 13 presents classification 
outcomes in terms of recall, precision, specificity and 
F–score. Moreover, the performance results of the proposed 
system and the existing methods are presented in Table 14.

Table 12   Average prediction 
(classification) accuracy over 
5-fold

The decision tree classifier (in bold) is best among the independent classifiers whereas the highest accuracy 
achieved among all the classifiers is the tree bagger ensemble (in bold)
* Proposed

Classifier k-fold CV Average 
Accuracy(%)

k = 1 k = 2 k = 3 k = 4 k = 5

Linear discriminant analysis 70.96 77.41 74.19 83.87 80.64 77.41
Support vector machine 70.96 67.74 80.64 74.19 77.41 75.47
Probabilistic neural network 74.20 70.96 74.19 77.41 64.51 72.89
k-nearest neighbour 67.74 70.96 74.19 77.41 64.51 70.96
Decision tree classifier 87.09 77.41 83.87 90.32 93.54 86.44
Tree bagger ensemble* 80.64 83.87 87.09 93.54 96.77 88.38

Table 13   Performance evaluation of the classifier

* Proposed

Classifier Performance Evaluation

Recall  Precision Specificity F-score

Linear Discriminant 
Analysis

75.60 77.50 88.75 75.90

Support Vector Machine 75.00 78.00 87.00 74.70
Probabilistic Neural 

Network
74.90 70.10 84.60 72.41

k-nearest Neighbour 72.10 71.20 86.00 70.51
Decision Tree Classifier 87.20 88.90 94.70 88.10
Tree bagger Ensemble* 92.30 93.30 96.10 92.70

Table 14   Comparison of proposed system with existing results

Authors Methods Features used Model Predictive accuracy

Min Yang et al. [28] (2010) HCR-20, VRAG, PCL-R, 
VRS, LSI-R etc

ASPD, mental disorder, 
violence, socio-
demographic and 
environmental factors

Multi-level regression 
models

0.65–0.72

Liu et al. [30] (2011) Predicting violent 
re-offending [HCR-20]

Demographic, ASPD, 
Criminal offence and 
history

LR, MLPNN and 
Classification and 
Regression tree

0.59−0.67

Ghasemi et al. [14] (2020) Level of Service (LS) and 
CMI

Demographics, Criminal 
history and offence, 
re-offending rate

Decision tree, Random 
Forest and SVM

0.736

Devon watts et al. [27] 
(2021)

Recursive Feature 
Elimination and EFS

Clinical, historical, and 
known risk factor variables

Elastic Net, SVM and 
Random Forest

0.803

Proposed Customized HCR-20, 
V-risk10

Psycho-social, Carceral 
behavior, Personality, 
Psychological behavior etc

SVM, PNN, LDA, KNN, 
Decision tree and 
Treebagger ensemble

0.883
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Figure 3 shows a relationship between features and their 
respective p values, which serve as an indicator of the 
features’ ability to distinguish between the distinct types. 
Information on the likelihood of recidivism for those con-
victed of Heinous Crimes is derived from a subset of the 
available risk markers (chosen from a pool of around 73).   

Table 15 the total execution time (in seconds) of the 
aforementioned classifiers during the whole classification 
model (training and validation phases).

The proposed experimental findings show that the 
average precision for various base classifiers (PNN, 
LDA,KNN, SVM) is ( 70.10 − 78.00 ), while the recall for 
these classifiers is ( 72.10 − 75.60 ). Treebagger ensemble 
model offers the highest overall precision ( 93.30% ) and 
recall 92.30% Treebagger ensemble’s average accuracy 
was 88.38% for scale-dependent and scale-independent 
risk variables. The ensemble model takes more time to 
compute than other base classifiers.

Conclusion

Criminals convicted of heinous or violent offences are 
especially susceptible to recidivism. In order to make 
decisions about parole, bail, punishment, etc., the judiciary 
often conducts routine screening of incarcerated people 
guilty of violent crimes. The standard procedure followed 
by most of the detention center authorities in developing 
countries to evaluate inmates is typically based on their 
own personal prejudices and perceptions. However, 
recently few selected prisons across the globe have adapted 
computer aided methods for the recidivism risk assessment 
and decision making. Such methods include automated 
behavioral analysis and their statistical analysis. The 
purpose of this research is to develop machine learning 
based methods for the recidivism risk assessment in 
heinous crime convicts. In this regard, we propose a a 
novel ensemble learning model for risk assessment among 
heinous crime offenders using customised quantitative 
recidivism risk markers. A survey questionnaire 

comprising psycho–social, personality traits, and 
cumulative prison conduct based on customized HCR − 20 
and V − risk − 10 recidivism risk markers scale was used 
to create the data set followed by decision tree ensemble 
based risk assessment. Using mutual information based 
feature selection strategy, we identified 73 discriminative 
attributes from the original set of 93 risk markers.

In addition to simulating the suggested tree bagger 
ensemble, we also simulate five other standard classifiers 
to compare their results against the designed violent 
risk assessment dataset. The proposed method is able to 
achieve an accuracy, recall, precision, specificity, and 
F-Score of 88.38% , 92.30% , 93.30% , 96.10% , and 92.70% 
respectively, It is also observed that the proposed scheme 
outperforms existing systems [14, 27, 28, 30] in terms 
of accuracy. We are sure that such findings will facilitate 
criminologists in early quantitative assessment of violent 
crime convicts.

In future, more efforts will be made to explore possible 
approaches: (a) for identifying personality abnormalities 
in predicting recidivism in violent offenders, (b) explore 
advanced machine learning methods for maximizing the 
performance
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