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Abstract
Facial expressions are a crucial aspect of human communication that provide information about emotions, intentions, inter-
actions, and social relationships. They are a universal signal used daily to convey inner behaviors in natural situations. With 
the increasing interest in automatic facial emotion recognition, deep neural networks have become a popular tool for recog-
nizing emotions in challenging in-the-wild conditions that are closer to reality. However, these systems must contend with 
external factors that degrade the quality of facial features, making it challenging to determine the correct emotion classes. 
In this paper, we first provide a summary of the various fields that use facial recognition systems under in-the-wild context. 
Then, we extensively examine the major datasets utilized for in-the-wild facial expression recognition, taking into account 
their appropriateness for this context, the challenges related to their application, the coverage of various emotions, and the 
potential domains of application. The analysis is conducted rigorously, emphasizing the merits and demerits of each dataset 
and advocating for their pertinence and effectiveness in real-life situations. We also present an expanded taxonomy of facial 
emotion recognition in-the-wild, while focusing mainly on deep learning methods and covering the manufacturing steps 
of a facial emotion recognition system and the different possible techniques for each step. Finally, we provide a discussion, 
insights, and conclusion, making this survey a reference point for researchers interested in the in-the-wild context, while pro-
viding a better understanding of the different datasets’ compositions and specificities. This survey can help advance research 
on deep facial emotion recognition in-the-wild and serve as a resource for methods, applications, and datasets in the field.

Keywords FER datasets · Emotion recognition · Deep learning · State of the art · In-the-wild · Applications of facial 
emotion analysis

Introduction

Faces, which are ubiquitous in day-to-day life, offer a rich 
source of information for human communication. Indeed, 
facial expressions are the most common means for convey-
ing emotions, intentions, and social relationships. In par-
ticular, recognizing emotions, which are a crucial part of 
interpersonal interactions and discussions, is essential for 
effective communication and adaptability to the environ-
ment [53]. Emotions can be transmitted through different 
channels, including facial expressions, vocal tones, gestures, 
gaze directions, and postures. However, it has been observed 
that facial expressions play a dominant role in expressing 
emotions and conveying intentions. In fact, facial expres-
sions are facial changes that occur in response to the inter-
nal emotional states of individuals, their intentions or their 
social communications. Thus, facial expression analysis has 
been an active research topic for behavioral scientists since 
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Darwin’s work in 1872. Facial expressions are generated 
by contractions of facial muscles resulting in temporally 
deformed facial features, such as eyelids, eyebrows, nose, 
lips, and skin texture, often revealed by wrinkles and bulges 
[64]. These facial expressions can be used to recognize var-
ious emotions, such as happiness, sadness, surprise, fear, 
anger, and disgust. Moreover, emotion recognition can help 
to identify the mood of individuals and their reactions to dif-
ferent situations, and can be thus used in various fields rang-
ing from psychology to virtual reality gaming. Consequently, 
automatic facial emotion recognition has been an active area 
of research in recent years due to its numerous applications 
and potential benefits. Indeed, Facial Expression Recogni-
tion (FER) has become increasingly popular in recent years 
owing to its wide range of applications, including healthcare, 
security, entertainment, and marketing. While controlled 
environments, such as laboratories, can provide ideal con-
ditions for FER research, they do not accurately represent 
the complexity of the real world. This has led to a growing 
interest in developing FER systems that can perform reliably 
in challenging environments, including in-the-wild scenar-
ios. In-the-wild conditions are characterized by naturalistic 
settings where facial expressions are captured in real-world 
situations with varying lighting conditions, poses, occlu-
sions, and expressions. Unlike controlled environments, in-
the-wild conditions are not designed to optimize the quality 
of facial features, and this imposes significant challenges 
for FER systems. In this framework, Convolutional Neural 
Network (CNNs) have become the tool of choice for recog-
nizing emotions under difficult conditions in-the-wild. They 
are capable of recognizing patterns within large amounts of 
data, making them particularly suited for FER tasks. How-
ever, even with the power of today’s modern CNNs, in-the-
wild FER systems must contend with external factors that 
degrade the quality of facial features. For instance, varying 
lighting conditions can cause shadows on the face, which 
can thereby obscure important features, such as the eyes and 
the mouth. Occlusions, such as glasses or masks, can also 
obscure facial features and make it challenging to determine 
the correct emotion classes. Despite these issues, the devel-
opment of FER systems that can perform reliably in the wild 
has the potential to revolutionize a wide range of industries. 
For instance, FER systems could be adopted in healthcare 
for detecting early signs of depression or anxiety disorder. 
Within the framework of security and privacy, FER tools 
could contribute for detecting suspicious behavior in pub-
lic spaces. In entertainment, FER systems could be used to 
personalize content based on the emotional state of the user.

In this study, we provide a comprehensive overview of 
the latest research efforts on facial emotion recognition 
under challenging in-the-wild conditions. Specifically, we 
aim to provide the research community with an understand-
ing of the various datasets used for emotion recognition 

in-the-wild, especially their challenges and their suitability 
for specific target domains. We begin by summarizing the 
use of emotion recognition systems in various fields while 
highlighting the importance of developing automated emo-
tion recognition tools that can perform reliably under in-
the-wild environments. We then review the state-of-the-art 
of in-the-wild FER datasets while analyzing their variability 
and challenges. Then, to provide a deeper understanding of 
FER in the wild, we present an expanded taxonomy of FER, 
while focusing on deep learning methods and covering the 
manufacturing steps of a facial emotion recognition system. 
Specifically, we discuss the different possible techniques 
for each step, including face detection, alignment, feature 
extraction, and classification. Finally, we provide a deep 
discussion and conclusion, highlighting the importance of 
this review as a reference point for researchers interested 
in the area of emotion recognition in-the-wild. In fact, we 
aim to advance research on deep emotion recognition by 
providing a comprehensive overview of methods, applica-
tions, and datasets in the field, and by increasing awareness 
of the specificities of the in-the-wild contexts. Ultimately, 
this study can serve as a valuable resource for researchers 
and practitioners seeking to develop reliable FER systems 
that can operate effectively in real-world situations.

Overall, the main contributions of this paper are threefold: 

1. This is the first survey, as best as we know, that specifi-
cally focuses on deep learning works within the frame-
work of in-the-wild facial expression recognition.

2. The study provides a comprehensive overview of well-
known and extensively used FER datasets, while system-
atically evaluating their suitability within the in-the-wild 
scenario. The assessment includes a thorough analysis of 
the strengths and limitations of each dataset. Moreover, 
practical recommendations are offered considering their 
relevance across different application domains.

3. We introduce a new taxonomy for in-the-wild deep 
learning models, while categorizing them based on 
inputs, utilized modalities, and used networks, incor-
porating different levels of refinement. The taxonomy 
allows for a precise classification of techniques and 
architectures, facilitating deeper insights into their 
nuances and contributions. A comprehensive analysis 
is provided, further elucidating the significance of the 
studied techniques and architectures.

The remaining part of this paper is organized as follows. 
In Section “Applications of Emotion Recognition in-the-
Wild”, we present the most challenging factors of FER in-
the-wild, while discussing different FER applications. In 
Section “In-the-Wild Facial Expression Datasets”, we thor-
oughly investigate the leading datasets used for recognizing 
facial expressions in real-world settings, considering their 
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suitability, challenges, emotional coverage, and potential 
applications in different domains. The analysis is conducted 
with scientific rigor, while highlighting the strengths and 
weaknesses of each dataset and arguing for their relevance 
and usefulness in practical scenarios. In Section “Taxonomy 
of Existing Deep Learning-Based FER in-the-Wild”, we pro-
vide a detailed review of FER in-the-wild based on deep 
learning techniques, what is the primary focus of this study. 
We first organize the review according to the input starting 
with the pre-processing techniques and moving on to the 
input modalities. A taxonomy is then presented according to 
the network architecture, training procedure, and classifica-
tion strategy, providing a systematic framework for under-
standing the various approaches in the literature. Finally, in 
Section “Discussion and Insights”, we provide a discussion 
before summarizing the key findings and contributions of 
this study.

Applications of Emotion Recognition 
in‑the‑Wild

Despite showing high recognition accuracy on lab-controlled 
datasets; which are collected in the laboratory settings such 
as frontal faces, high-resolution images, and good illumi-
nation conditions (e.g., JAFFE, CK+ [13, 32, 56], KDEF 
[78]); emotion recognition systems achieve much lower 
accuracy when dealing with datasets collected in real-world 
uncontrolled environments, also referred to as "in-the-wild" 
datasets. These datasets exhibit occlusions, large variation 
in head-pose and face size, low image resolution, lighting 
change, face orientation, and movement blur. Other major 
difficulties associated with emotion recognition in-the-wild 
include non-frontal head-pose which can be an obstacle to 
detecting the faces and interpreting the facial expressions. 
Moreover, it may be laborious to discriminate some emo-
tions that do not substantially exhibit their original emo-
tional classes [11], in addition to the existence of some 
uncommon expressions [49], especially when the number of 
samples is low for a fair few of these classes. Nevertheless, 
emotion recognition in the wild has attracted more attention 
in the fields of computer vision and artificial intelligence, 
and a variety of real-world applications involving in-the-
wild emotion recognition have been promoted for encoding 
emotions based on facial expression representations. These 
applications have utility in various domains, such as secu-
rity, healthcare, education, gaming, access control, and video 
surveillance. Noteworthy applications include drowsiness 
detection for driver safety [39, 67, 68, 71], pain analysis 
in healthcare [3, 31, 36], client satisfaction [14, 19], video 
conferencing [10, 26, 27], and facial expression recognition 
for cognitive sciences [16]. Many of these applications can 
be leveraged in daily life and uncontrolled environments. 

Consequently, there is a pressing need to enhance the per-
formance of automatic facial emotion recognition under in-
the-wild conditions. In the subsequent sections, we focus 
on domains where emotion recognition systems from facial 
expressions are commonly employed to facilitate daily tasks.

Healthcare

To be effectively deployed in healthcare, an emotion recog-
nition system should be tested and validated under natural 
conditions to ensure its reliability, given the nature of health-
care environments and conditions. In fact, in these condi-
tions, facial expressions are not staged or controlled, and 
the environment can be highly variable, which may impact 
the quality and the reliability of facial expression recogni-
tion. Additionally, patients’ facial expressions may vary 
widely depending on various factors, such as pain, anxiety, 
depression, and medication effects, which can be difficult 
to control or predict. Moreover, many healthcare providers 
are often limited in their evaluation time, and they gener-
ally rely on nonverbal cues, such as facial expressions, to 
assess the patient’s emotional state, making it more chal-
lenging to achieve accurate recognition results. Therefore, 
it is essential for a FER system that should be employed in 
healthcare to handle these external factors to perform well in 
real-world situations, highlighting the importance of defin-
ing it within an in-the-wild context. In addition, healthcare 
providers may use FER systems to monitor patients’ emo-
tional states during their care, such as post-operative pain or 
during counseling sessions, to provide timely interventions 
for addressing negative emotional states. These emotional 
states may be unpredictable and diverse, further emphasiz-
ing the need for effective emotion recognition systems that 
can accurately recognize emotions in an in-the-wild context. 
Several research works on emotion recognition have focused 
on this application domain. For instance, Anneketh et al. 
[79] have proposed an automated psychometric analyzer that 
can perform sentiment analysis in short span of time leading 
to more accurate results using the voice analysis feature. 
They have based their research work on the survey of cur-
rent technological advancements and previous research of 
sentiment analysis and emotion recognition. Their model is 
intended for the psychology field (Mental Health Care) by 
combining various methods and algorithms to complete an 
automated psychometric analysis or to develop a self-serving 
psychometric kiosk. Being very cheap and time-saving, the 
designed tool would solve many problems faced by doc-
tors, especially psychologists, and patients. Moreover, it 
could help not only doctors to monitor the civil patients’ 
health but also army health care, corporate sector recruit-
ment and employee health. This could be applicable when 
using speech-based emotional analysis from recorded voice 
in addition to typed and handwritten text-based sentiment 
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analysis. The developed concepts have allowed to make a 
self-serving medical kiosk or a psychometric analyzer that 
is capable of performing fast computational linguistics, thus 
producing a short-crisp summary of emotional health of the 
patient based on previous records, medications, and treat-
ments. This concept led to save the time of both doctors 
and patients.

Overall, looking into the complexity in the e-health 
sector, the recourse to a system capable of patients’ pain 
recognition, especially for those who cannot express orally 
their “sufferance physique”, is inevitable. It would be a great 
help for the medical staff and a substantial improvement 
of quality of life. In this context, Francisco et al. [62] have 
implemented a tool, whose principal function is performing 
remote patients’ monitoring based on computer vision and 
supervised learning, to automatically detect their emotions. 
They have been inspired by the fact that facial expressions 
are valid indicators of the degree of pain of persons. Accord-
ing to the authors, in addition to recognizing images con-
fusing human being, this pain recognition tool would be a 
great advance in smart cities; through improving the e-health 
sector in the babies care sector, the reduction of the continu-
ous tracking, saving costs, and a more objective diagnosis of 
pain suffered by babies. Another research work that forms 
part of the emotion detection within the e-health field has 
been carried out by Lucey et al. [52]. In fact, authors have 
investigated the replacement of patient self-report, which is 
the most widely used technique to measure pain in clinical 
setting, through coding pain as a series of facial Action Units 
(AUs) on a frame by-frame basis. For patients with shoulder 
injuries, authors have processed video data, before describ-
ing an Active Appearance Model (AAM)-based computer 
vision system carrying out automatic detection of frames in 
videos illustrating patients suffering from pain. The imple-
mentation of a system detecting patients’ pain automati-
cally is of great importance thanks to many reasons. First, 
in hospital setting, it would improve greatly the efficiency 
and overheads associated with monitoring patient healing 
progress. Second, it could allow to overcome the issues asso-
ciated with detecting spontaneous data, such as pain, due to 
the major facial expressions and considerable head motion. 
In addition, such system could potentially provide significant 
advantage in patient care and cost reduction.

Automotive

In the automotive industry, an FER system would typically 
face an in-the-wild context due to the uncontrolled nature 
of driving situations. Unlike in controlled lab environments, 
the lighting, the noise, and the environmental conditions can 
vary widely, which can negatively impact the reliability and 
the accuracy of automated facial expression recognition. 
Additionally, drivers’ facial expressions are often affected 

by factors, such as fatigue, distraction, or frustration, which 
can be challenging to predict or control. Therefore, an FER 
system that is robust and able to handle these external fac-
tors is necessary for successful real-world implementation. 
Furthermore, in the automotive sector, an emotion recogni-
tion system can be employed in advanced driver assistance 
systems to detect drowsiness and/or distraction while alert-
ing the driver to take corrective actions, further highlighting 
the importance of accurate and reliable facial expression 
recognition in a such promising in-the-wild area. In fact, 
nowadays, automobiles should ensure the driver’s pleasure 
in addition to his transportation and security. This emotional 
interaction is related directly with the feeling of the driver 
in a driver–vehicle environment [17]. To deduce the emo-
tional state of drivers, three technologies are mainly used: 
emotion recognition from speech, emotion recognition from 
facial expressions, and emotion recognition from physiologi-
cal data. Martin et al. [75] have combined the three men-
tioned techniques into a test car and they have demonstrated 
the applicability of the proposed solution for assessing the 
driver’s pleasure. They have implemented a wireless sensor 
system for emotion recognition consisting of gloves hosting 
sensing elements measuring skin temperature and resistance, 
a wrist pocket containing sensing electronics, in addition to 
a base unit that enhances data and stores it on an SD card. 
In this study, two cars have been equipped with sensors and 
eight invited nonprofessional participants aging from 33 to 
53 years. The obtained results have showed that emotional 
speech most significant parameters are pitch, intensity, 
and energy changes over frequency bands. For the facial 
expression recognition, it was hard to distinguish because 
of the presence of non-emotional-related head motion while 
observing the traffic. Physiology training data for classifi-
ers were insufficient to achieve a desirable confidence, what 
makes the authors assume that these data should not be 
included into the final result report. As a conclusion, they 
have stated that positive emotion measures in real-world set-
tings can be realized using affect sensors and that useful 
results are obtained only with an analysis of the combination 
of all modalities’ results.

Furthermore, Motor Vehicle Accidents (MVA) constitute 
a leading cause of injury and death, especially in USA, what 
has led researchers to study the implementation of methods 
into human automotive interfaces that are capable of analyz-
ing driver’s inattention and stress. Among them, Cruz et al. 
[20] have designed a system performing early warning that 
alerts the driver when he/she is in a poor psychological state, 
especially stressed or inattentive. They have tested their 
developed system based on an unconstrained and unique 
brand-new dataset provided by "Motor Trend Magazine" 
from their best driver car of the consecutive years 2014 and 
2015. Authors have suggested a face detector unifying state-
of-the-art approaches and controlling the quality of face 
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detection outputs. It is called reference-based face detection. 
On the other hand, they presented a new method for facial 
feature extraction encoding the facial spatio-temporal behav-
ior and removing texture background. This achievement con-
stitutes a promising approach for the automatic observation 
of driver inattention and stress in real-world applications. 
The drivers’ performances are directly related to their emo-
tional state while driving and this is highly affected by both 
positive and negative emotions [74]. When sensing anger, 
the driver underestimates the risk’s level, thus increasing 
accident probability, whereas fear may lead to anxious mood 
and higher concentration by perceiving a situation as a pos-
sible risk. On the other side, positive emotional state implies 
to follow a risky driving behavior and tempts drivers to show 
reckless manners [51, 61]. For the reasons mentioned above, 
monitoring the emotions is important to prevent the bad 
effect of negative feelings on the driving experience, espe-
cially on risk estimation. In this context, [50] have aimed to 
develop a driving monitoring system detecting emotionally 
affected drivers and taking over control mainly in critical 
situations. For data collection, all experiments were done 
with a research test vehicle FASCAR previously implicated 
in research by Fischer et al. [29] and aiming the assessment 
of driver assistance systems. For driving experiments, the 
scenarios have been carried out on a designated test ground 
at the DLR Institute of transportation systems compound in 
Braunschweig in Germany. The presented study has focused 
on only four frequently occurring emotional states: neutral, 
positive, frustrated, and anxious. The collected data from 
all the experiments have been used to train machine learn-
ing algorithms. Authors have concluded that their imple-
mented recognition and monitoring system is able to rec-
ognize behavioral factors of drivers, while driving cars, to 
mitigate negative safety impact of negative emotional states 
of drivers. This has enabled the monitoring of the driver’s 
emotional state during driving.

Education and Learning

Within the framework of education and learning, emotion 
recognition systems need to operate reliably in an in-the-
wild context to accurately recognize emotions in various 
unstaged and uncontrolled settings. In fact, several exter-
nal factors, such as social interactions, learning materials, 
and teachers’ attitudes, can significantly and unpredictably 
influence students’ emotions. Thus, detecting and recogniz-
ing a wide range of emotional states accurately require a 
robust and adaptable FER system that can work well in real-
world scenarios. Such a system can play an important role 
in providing personalized learning environments that effec-
tively consider the students’ emotional states and cognitive 
requirements, emphasizing the need for high accuracy and 
reliability in an in-the-wild context.

In fact, emotions have an important role on students 
learning and achievement, since they control the student’s 
attention while affecting their motivation to learn and influ-
ence their self-regulation of learning. As stated by [54], 
self-regulated learning and motivation mediate the effects 
of emotions on academic achievement. Especially, positive 
emotions positively affect academic achievement, especially 
when they are mediated by self-regulated learning and moti-
vation. In [25], the authors have developed a facial expres-
sion recognition system, based on CNNs, with the aim of 
being incorporated into e-learning systems. In the light of 
the prominent results obtained, the authors have integrated 
the designed solution into an educational game in Morocco, 
with four students aged between 8 and 12 years (two par-
ticipants with learning difficulties), to prove the important 
role of emotion recognition in e-learning. It provides a learn-
ing environment which fosters learning and helps students 
with their learning difficulties by improving some of their 
elementary skills, such as reading and writing. The partici-
pants were invited to play in the game, while the system 
analyses their emotion in real time, and at the end of the 
game, the system saves the results. The outcomes show that 
emotions were detected, and that the system reached state-
of-the-art results [25]. Furthermore, since in an e-learning 
environment, the learners’ emotions have a crucial role to 
detect their concentration level, Krithika.L.B et al. [43] used 
excite, disturb, and moving pattern of eyes and head to infer 
a set of information such as detection of the emotional state 
of learners, and detection of their eyes and head movement, 
what could prove how much that information are important 
to evince the interest of learners to the courses topics and 
their concentration on. The first step in this work consists 
to detect the face and thereafter the eyes area, to recognize 
the motion and the status of the learners’ eyes. The output 
of this first step is used as a criterion to decide whether the 
learner is focused and interested to the topics or not. How-
ever, it is usual that the learner is bored, and turns his face 
or rotates his head, where the eyes cannot be neither visible 
nor detected. This measure of head rotation from the frames 
captured strengthens the judgment if the learner is interested 
or not by the topic, in addition to the measurement of the 
concentration level. The proposed system has been tested 
with five students taking a course lecture (video), and the 
results have been pertinent, showing that the quality of the 
e-learning could be remarkably enhanced by considering the 
concentration level. This could be performed by interpreting 
eye and head movements, and also by detecting the negative 
emotions during the courses.

Customer Interest and Satisfaction

Consumer interest quantification and satisfaction is an inter-
esting and promising way to conduct marketing research and 
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business. In this context, it may be necessary for a salesper-
son to track clients’ interests using an emotion recognition 
system to correctly interpret and understand their behav-
iors. This could effectively help in observing the consumers’ 
behaviors during the shopping experience, which represents 
another complex real-world situation. Such FER systems 
could help service providers by effectively comprehending 
the needs of the clients while enhancing the services pro-
vided. For instance, in [15], an effective method for facial 
emotion detection based on facial expression has been pro-
posed to recognize customer’s satisfaction using machine 
learning techniques. The method has been designed to assess 
customer satisfaction using five different classifiers (SVM, 
random forests, KNN, decision tree, and AdaBoost). In [6], 
the authors previously conducted a study that revealed an 
erratic relationship between individuals' capacity for emo-
tion recognition and the outcomes of their work-related 
activities. They have focused on client satisfaction as a core 
work-related outcome across professions based on the dif-
ferential effects of emotion recognition combined to empa-
thy. They have proved that client satisfaction is jointly pre-
dicted by service providers’ ability to recognize emotions 
and demonstrate empathy. Likewise, Indira et al. [37] have 
proposed a methodology for client satisfaction estimation 
as an alternative option of the ordinary method of gathering 
clients’ reaction. The suggested method has characterized 
face features using deep convolutional neural networks and 
Haar cascade classifier. Then, the consumer fulfillment has 
been classified into one of three classes to show if the client 
is satisfied, not satisfied, or neutral. In another work pro-
posed by Nethravathi and Aithal [59], for real-time customer 
satisfaction analysis, the authors have investigated a deep 
learning-based system composed of three cascaded CNNs 
for observing customer actions, focusing on interest identi-
fication. The proposed method combines facial expressions 
and head-pose estimation to determine client attention while 
estimating head posture.

Military Sector

The military sector is an inherently sensitive domain as it is 
closely tied to security, necessitating heightened scrutiny and 
increased vigilance. Moreover, the stressful nature of mili-
tary missions leads generally to several psychiatric problems 
in military healthcare mainly Post-Traumatic Stress Disorder 
(PTSD) and depression. To reduce their effects, it is primor-
dial to detect and treat these issues earlier. Nonetheless, the 
used classical methods, such as psychological examination 
and interviews, are not as efficient as required by doctors. 
Therefore, the recourse to automatic detection would be a 
great help for military personnel facing those psychological 
problems. In this line, Tokuno et al. [76] have made use 
of the existing link between emotion change and mental 

diseases, that is widely applied by doctors to understand 
mental condition of their patients. They have investigated 
the detection of emotion change occurring when undergoing 
mental stress through natural speaking voice. Their inves-
tigation was applied in military healthcare after collecting 
data from volunteering members of military medical staffs 
who are facing high stress level during their missions. For 
this purpose, they have used Sensibility Technology (ST) 
emotion as an emotion analyzing system in speech recogni-
tion of Japanese mother tongue. This algorithm of ST emo-
tion is composed of two steps: first, calculating parameters 
and then conducting decision tree analysis. The obtained 
results from two study groups have evidenced the change in 
subjects’ emotions. This fact proves the efficiency of such 
systems for screening of mental status in military situation 
and eventually in civilian one. In addition, the decision-mak-
ing is also a crucial step for warfighters as it is often made 
during moments of extremely distressing situations. This 
fact could lead warfighters to make decisive judgements that 
they might regret later because of their tragic consequences. 
In this framework, Oden et al. [60] have suggested infusing 
emotional intelligence training into current military train-
ing practices and programs that equip them with necessary 
skills allowing the recognition and then the regulation of 
their emotions. Authors have exposed the Infantry Immer-
sion Trainer (IIT), which is a training media developed and 
applied by the United States marine corps while making 
personnel learn mastering these skills. The benchmark 
scenarios are supposed to accurately portray emotions and 
evoke their responses. The IIT replicates a small village 
in which the stresses and challenges of a small unit opera-
tion have been recreated. This training media is combining 
Hollywood-like sets, scent generators, pyrotechnics, role 
players, animatronics, projected characters, and immersive 
environment. Recently, it was upgraded to provide more 
flexible support to the experimentation including a dedicated 
network. The IIT includes, currently, a mixed-reality charac-
ter called “Angry Grandmother“ portraying an angry Afghan 
grandmother of an insurgent giving warfighters experience 
dealing with uncooperative characters.

In‑the‑Wild Facial Expression Datasets

Numerous datasets have been produced in real-world envi-
ronments in order to be as close as possible to the reality 
conditions [34]. The main objective is to provide suitable 
data for designing and evaluating reliable systems capable of 
recognizing spontaneous emotions in real time. In this study, 
we have summarized the publicly available datasets that 
illustrate the basic emotion classes while being widely used 
within the framework of in-the-wild emotion recognition. 
Table 1 provides an overview of the mentioned datasets, 
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including the number of images or video samples, the emo-
tion distribution, the image size, the default color space, 
and additional information (age, type of images… ). Since 
the emotions from the in-the-wild datasets are spontaneous, 
most of the acquired images are affected by challenging fac-
tors, such as different head positions, complex backgrounds, 
variable distances from the camera, multi-face scenes, sub-
ject movements, low lightness conditions, and poor resolu-
tions. In addition to the uncontrolled conditions of the acqui-
sition, the investigated datasets are also characterized by the 
presence of babies’ and children’s facial images, occluded 
faces, and different skin colors and features. In what follows, 
we present an in-depth analysis of the most prominent facial 
expression datasets used for in-the-wild emotion recogni-
tion, considering their suitability for this context, the chal-
lenges associated with their use, the range of emotions they 
cover, and their potential applications in various domains. 
This analysis is provided in a scientifically rigorous man-
ner, highlighting the strengths and weaknesses of the studied 

datasets and arguing for their relevance and usefulness in 
real-world scenarios (Fig. 1).

The AFEW Dataset

The Acted Facial Expressions in-the-Wild (AFEW) data-
set [22] is a dynamic temporal facial expression dataset. 
It contains video clips collected from 37 movies covering 
spontaneous expressions, different head poses, wide age, 
varied face resolutions and focuses, what makes it close to 
real-world illumination. AFEW is a suitable dataset for the 
in-the-wild context, since the expressions are performed by 
actors in a more natural way compared to staged expres-
sions. However, there are still some limitations to its use 
in real-world scenarios. In fact, the actors in the videos are 
not necessarily representative of the wider population, and 
the lighting and other environmental factors may not fully 
reflect the real-world variability. In terms of challenges, 
AFEW has a relatively small number of samples compared 

Fig. 1  Overview of the publicly available facial expression datasets 
for in-the-wild emotion recognition. For each dataset, we have out-
lined the most crucial detail to be aware of, in terms of "Context" 

(sources and acquisition settings), "Features" (contents), "Possible 
Application Domains", and "Limitations"
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to some other datasets, what may limit the generalizability 
of models trained on it. Additionally, the dataset does not 
include some more complex emotions, such as contempt, 
which may be important in some applications. Thus, the 
application domain suitability of AFEW is mainly focused 
on research in the field of FER in the wild, particularly for 
developing and evaluating deep learning models. The avail-
ability of labeled facial expressions videos and their corre-
sponding emotions makes AFEW a useful resource for the 
development of more advanced FER systems. Furthermore, 
the AFEW dataset is not perfect for the in-the-wild context. 
Its limitations, especially the small number of samples and 
the lack of more complex emotions, should be considered 
before adopting it for research or development of FER sys-
tems. AFEW dataset can be more suitable for investigations 
on basic emotions under the in-the-wild context, such as 
detecting emotions in movies and TV shows.

The SFEW Dataset

The Static Facial Expressions in-the-Wild (SFEW) dataset 
[21] is a static version of the AFEW dataset. It has been 
built by extracting static frames from the movies of AFEW. 
The SFEW dataset is composed of three sets: the training 
set, the validation set, and the test set, containing 958, 436, 
and 372 images, respectively. All the images have been cap-
tured in the wild with different lighting and environmental 
conditions. The SFEW dataset is suitable for in-the-wild 
applications due to its diverse range of subjects, poses, and 
lighting conditions. However, it has some limitations, such 
as the fairly low number of instances and the absence of 
more complex emotions. The SFEW dataset can be used for 
various applications, such as emotion recognition and facial 
expression analysis. However, its small size may limit its 
applicability in certain contexts, and researchers may need 
to supplement it with other datasets for better performance. 
Overall, the SFEW dataset is a useful resource for studying 
basic facial expressions in an in-the-wild context, but it has 
some limitations and may not be sufficient for more complex 
applications. It can be more suitable for research on static 
facial expression recognition under the in-the-wild context, 
such as identifying emotions in social media profiles or secu-
rity cameras, as well as in e-learning and online conferences.

It is worth noting that the published descriptions of the 
SFEW and the AFEW datasets do not explicitly provide 
detailed statistics or specific information about the ethnici-
ties present in theses datasets. However, it can be inferred 
that they contain samples from various ethnic backgrounds. 
Nevertheless, the majority of the samples in these datasets 
are likely to illustrate ethnicities prevalent in the United 
States, given that they primarily consist of facial expressions 
from movies that are predominantly American. However, 
without a specific demographic information or an explicit 

breakdown of ethnic representation, it is challenging to 
provide a comprehensive analysis of the exact ethnicities 
present in these datasets.

The FER2013 Dataset

The Facial Expression Recognition 2013 (FER2013) data-
set [33] is an unconstrained collection gathered by the 
Google Image Search API, from images available on the 
Internet. The FER2013 dataset is composed of the seven 
basic emotion classes containing 4953 images for “Anger”, 
547 “Disgust” images, 5121 “Fear” images, 8989 “Hap-
piness” images, 6077 “Sadness” images, 4002 “Surprise” 
images, and 6198 images for “Neutral”. The dataset has been 
labeled using crowdsourcing. While FER2013 is a widely 
used dataset, it has some limitations when it comes to fitting 
for the in-the-wild context. First, the dataset has a relatively 
limited diversity in terms of facial expressions and emo-
tions. Additionally, the images in the dataset are not always 
reflective of real-world scenarios, since they were collected 
from the Internet which may comprise a significant portion 
of images taken in controlled environments. Nevertheless, 
given the fact that it has been collected from the Internet, the 
FER2013 dataset encompasses subjects with a broader range 
of age and ethnicity. However, the dataset itself does not 
provide precise information about the specific age groups 
or ethnicities represented within it. Therefore, while it can 
be assumed that the FER2013 dataset includes a diverse 
range of age and ethnic backgrounds, the lack of exact 
information makes it difficult to provide detailed insights 
into the specific demographics of the dataset. Furthermore, 
the FER2013 dataset has been criticized for having a large 
portion of mislabeled or ambiguous images, which can sig-
nificantly affect the accuracy of FER models trained on this 
dataset. To address these limitations, several modifications 
of the original FER2013 dataset have been proposed, such as 
the FER+ dataset, which provides more accurate labels for 
ambiguous images. Overall, the FER2013 dataset is useful 
for benchmarking FER models but may not fully reflect the 
complexity of the in-the-wild context, particularly in terms 
of the diversity of emotions and environmental factors that 
can influence facial expressions. It can be more suitable for 
research on basic emotion recognition under the in-the-wild 
context, such as analyzing emotions in social media posts or 
user-generated contents.

The FER+ Dataset

The FER+ dataset [5] is a curated version of FER 2013. 
The images that do not contain faces have been removed, 
the original images have been relabeled, and a "contempt" 
emotion class has been added. The FER+ dataset is splited 
into three sets containing 25,045 images for training, 3191 
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images for validation, and 3137 images for testing [30]. One 
challenge of the FER+ dataset is that the images were pri-
marily collected from Western cultures, which may limit 
the generalizability of the dataset to other cultures. Overall, 
the FER+ dataset is well suited for evaluating FER systems 
in the wild due to its large number of images, more accu-
rate annotations, and the additional emotion of contempt. 
However, it is important to consider the cultural and emo-
tional limitations of the dataset when applying it to differ-
ent domains. The additional annotations make it suitable 
for research on fine-grained emotion recognition within the 
context of in-the-wild FER, such as detecting subtle emo-
tional expressions in social media or online conversations.

The RAF‑DB Dataset

The Real-world Affective Face DataBase (RAF-DB) [44] is 
a real-world dataset collected from the Internet. It contains 
29,672 diverse ranges of facial images, of which 15,339 
images are labeled with the seven basic emotion sets (six 
emotions and neutral) divided into two groups: training set 
including 12,271 samples and testing set including 3,068 
samples. The remaining of the dataset includes 12 other 
classes of compound emotions, which are not annotated. 
Images in this dataset are of great variability in terms of sub-
jects’ ages, genders, and ethnicities. It covers a diverse range 
of images, including those captured in natural settings with 
varying head poses, lighting conditions, occlusions (e.g., 
glasses, facial hair, or self-occlusion), post-processing oper-
ations (e.g., various filters and special effects), and expres-
sions that are not staged or controlled. The RAF-DB dataset 
is consequently well suited for investigations under the in-
the-wild context as it contains a diverse range of images, 
including those captured in natural settings with varying 
illumination, occlusions, and expressions that are not staged 
or controlled. The dataset poses several challenges for FER 
systems, including dealing with complex emotions, such as 
contempt and disgust, and recognizing subtle expressions in 
the presence of noise and occlusion. Furthermore, this data-
set contains expressions that are often subtle or mixed with 
other emotions. The RAF-DB dataset is suitable for several 
application domains, including driver monitoring systems, 
where it can be used to detect drowsiness, distraction, or 
frustration in real-world driving situations. Additionally, it 
can be used for healthcare applications, such as monitoring 
pain or anxiety levels in patients during medical procedures. 
The RAF-DB dataset’s suitability for these applications is 
due to its diversity, which allows for training of robust FER 
systems that can work well in real-world scenarios. It can 
also be appropriate for research on emotion recognition 
under crowded in-the-wild context, such as analyzing emo-
tions in response to music or speeches.

The ExpW Dataset

The Expression in-the-Wild (ExpW) dataset [87] contains 
91,793 facial images downloaded from the Web, which 
illustrate different ethnicities, including the six basic emo-
tions in addition to the neutral one. However, like the previ-
ously mentioned datasets, ExpW does not explicitly provide 
detailed information or statistics regarding the ethnicities of 
the individuals included in the dataset. The ExpW dataset 
is particularly well adapted for the in-the-wild context as it 
comprises a wide range of images including variations in 
pose, illumination, and occlusion. The dataset was annotated 
by expert human coders, what ensures high-quality annota-
tions of the emotions depicted in the images. However, one 
of the major challenges of the ExpW dataset is the class 
imbalance, since some emotions are under-represented in 
the dataset compared to others. This can lead to biased or 
inaccurate results in some cases. Additionally, the dataset 
does not include information about the temporal dynamics 
of the facial expressions. This could limit its applicability 
for tasks that require understanding the temporal aspects of 
emotional expressions. Nevertheless, the ExpW dataset is 
suitable for a wide range of applications, including emotion 
recognition in social media, market research, and healthcare. 
The dataset can also be employed for training and evaluating 
machine learning models for affective computing, including 
deep learning models that can handle the complexities of 
in-the-wild scenarios.

The EmotioNet Dataset

It is a very large annotated dataset with 1 million facial 
expression images downloaded from the Internet using 
WordNet. A total of 950,000 images were annotated by the 
proposed detection model of [9] and AU intensities. The 
remaining 25,000 images were manually annotated with 
11 AUs. The EmotioNet dataset, which provides 23 classes 
(six basic emotions and 17 compound emotions), includes 
a diverse range of samples representing both genders and 
a majority of ethnicities and races. The EmotionNet data-
set has been designed to address the limitations of existing 
FER datasets, which often lack diversity and do not reflect 
real-world scenarios. The dataset images are more challeng-
ing than those in other datasets due to variations in pose, 
illumination, and occlusion, making it suitable for training 
and evaluating in-the-wild emotion recognition models. 
However, the sheer sizes of the datasets and the diversity 
of emotions present pose several challenges for researchers. 
Furthermore, collecting and annotating such a large dataset 
are a significant task, and ensuring the quality and accuracy 
of annotations can be difficult. Additionally, training models 
on such a large dataset can be computationally intensive and 
may require specialized hardware. EmotionNet is suitable 



 SN Computer Science            (2024) 5:96    96  Page 10 of 28

SN Computer Science

for a variety of FER applications, including emotion recog-
nition in social media and online platforms, video confer-
encing, and smart homes. However, due to its large size and 
complexity, it may be more challenging to use for certain 
applications compared to smaller datasets. It could be rather 
appropriate for research on fine-grained emotion recognition 
under the in-the-wild context, such as detecting subtle.

The AffectNet Dataset

The contraction of Affect from the InterNet (Affect-
Net) [58] is also a very large dataset covering the cropped 
facial images, the facial landmark points, and the affect 
labels. It comprises about 1 million facial images, divided 
into two groups. The first group contains 450,000 images 
manually annotated into both discrete categorical and con-
tinuous dimensional (valence and arousal) models, while 
being grouped into eight emotion categories. The second 
group contains about 550,000 images automatically anno-
tated. The AffectNet dataset includes a wide range of ethnic-
ities and nationalities. However, the dataset does not provide 
specific information or statistics regarding the exact ethnici-
ties and nationalities represented. The dataset is suitable for 
training deep learning models for real-world applications 
such as healthcare, automotive, education, and social media. 
Nevertheless, the AffectNet dataset has several challenges, 
such as label noise, class imbalance, and inter-annotator 
agreement, what requires careful pre-processing and eval-
uation to ensure the quality and reliability of the dataset. 
One of the challenges of AffectNet is the presence of label 
noise, which can arise due to the subjective nature of emo-
tion recognition and the use of crowd-sourced annotations. 
To address this challenge, the dataset creators have used a 
validation scheme to identify images with ambiguous labels 
before excluding them from the training set. Additionally, 
they have performed a detailed analysis of the label distri-
bution, what allows them to propose a weighting scheme to 
balance the class distribution. In fact, another challenge of 
AffectNet is the class imbalance, which can lead to biased 
models that perform well on dominant emotions but poorly 
on under-represented ones. To overcome this challenge, the 
dataset creators have proposed a weighted loss function that 
assigns higher weights to under-represented emotions dur-
ing training. They also introduced a fine-grained emotion 
hierarchy that enables the transfer of knowledge between 
related emotions.

The Aff‑Wild Dataset

Affect in-the-Wild (Aff-Wild) dataset [84] is one of the larg-
est publicly available datasets, with a total of more than 500 
videos, which were collected mainly from YouTube and 
annotated with regards to valence and arousal, and more 

than 10,000 facial images in-the-wild annotated with regards 
to 16 FAUs. It illustrates people that react to various situa-
tions for measuring continuous affect in the valence-arousal 
space in-the-wild. The Aff-Wild dataset is challenging, 
because it contains spontaneous expressions that are not 
staged or controlled, and the videos have varying lighting 
conditions, camera angles, and audio quality. Additionally, 
the dataset includes occlusions, head movements, and non-
frontal poses, what can make facial expression recognition 
more difficult. The Aff-Wild dataset is suitable for various 
challenging applications, such as emotion recognition, affec-
tive computing, and human–computer interaction in real-
world scenarios. In fact, the Aff-Wild dataset can be used to 
develop and evaluate algorithms for facial expression recog-
nition under in-the-wild conditions. The dataset can also be 
used to study the relationships between facial expressions, 
emotions, and social contexts, providing insights into human 
behavior and communication. Overall, the Aff-Wild dataset 
is a valuable resource for researchers and practitioners in 
the field of spontaneous emotion recognition, as it provides 
a challenging and diverse set of real-world facial expres-
sions that can be used to develop and evaluate algorithms for 
in-the-wild applications. In particular, the Aff-Wild dataset 
could be utilized for developing FER systems for video gam-
ing and virtual reality applications that can adapt to users’ 
emotional states, providing a more immersive and engaging 
experience.

The Aff‑Wild2 Dataset

Affect in-the-Wild dataset in its second version (Aff-Wild2) 
is the extended version of the Aff-Wild dataset with 260 
more videos and 1,413,000 new video frames. All the videos 
have been downloaded from Youtube while containing large 
variations in age, head pose, lighting conditions, ethnicity 
(Caucasian, Hispanic or Latino, Asian, Black, or African 
American) and profession (actors, athletes, politicians, and 
journalists). The additional data have been concatenated to 
the original Aff-Wild dataset, and the size of the new dataset 
is equal to 558 videos, with 2,786,201 frames displaying 
reactions of 458 subjects (279 male and 179 female) from 
babies and young children to elderly people. The dataset 
is partitioned into three sets: training, validation, and test 
sets consisting of 350, 70, 138 videos, respectively, with 
1,601,000, 405,000, and 780,201 frames, respectively [40]. 
One person could appear only in one of the three sets. The 
Aff-Wild2 dataset is well appropriate for training deep learn-
ing models that can handle the complexities of real-world 
scenarios. The dataset is particularly suitable for emotion 
recognition and behavior analysis within in-the-wild videos. 
In fact, it can be used for various in-the-wild applications, 
such as automotive, pain assessment, and videos surveil-
lance. It is worth noting that the Aff-Wild and the Aff-Wild2 
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datasets display a big diversity in terms of subjects’ ages, 
ethnicities, and nationalities, and they are also characterized 
by great variations and diversities of environments (Table 1).

Taxonomy of Existing Deep Learning‑Based 
FER in‑the‑Wild

One major drawback of conventional FER methods based 
on hand-crafted features, particularly under in-the-wild 
environments, can be attributed to the limitations of low-
level features in extracting pertinent local facial informa-
tion. Moreover, these methods often fall short in capturing 
high-level salient information that is necessary for accu-
rate FER under challenging real-world conditions [12]. 
This deficiency significantly impacts the overall rate of 
emotion recognition, notably under uncontrolled in-the-
wild environments. Deep Learning (DL) methods have 
emerged as a potential solution to address the challenges 
associated with feature extraction and other aforemen-
tioned issues. However, even though DL methods possess 
robust feature learning and extraction capabilities, they 
still encounter difficulties when applied to facial emotion 

recognition Nonetheless, deep learning methods neces-
sitate a substantial amount of training data instances to 
mitigate the risk of overfitting. Furthermore, in the context 
of facial emotion recognition in the wild, it is crucial to 
address the issue of high inter-subject variation caused 
by diverse factors, such as ethnic origins, ages, genders, 
and expression intensities. Previous research conducted 
by Zhang et al. [86] has delved into this issue, specifically 
investigating the intricate relationship between identity 
and facial expressions. However, distinguishing uncom-
mon expressions remains challenging due to subtle dif-
ferences. To overcome this challenge, various methods, 
including convolutional neural networks as well as other 
deep learning-based architectures [28], have been pro-
posed to reduce intra-class variation. Additionally, the 
quality of the data significantly impacts the accuracy of 
facial emotion recognition, since it affects particularly 
the features extracted. Thus, employing specific data 
pre-processing techniques becomes essential for enhanc-
ing data quality. In this section, we propose a taxonomy 
for existing relevant in-the-wild FER systems (Table 2). 
In fact, existing DL-based solutions have been classified 
according to two primary components: the input and the 

Table 1  Summary and characteristics of the reviewed in-the-wild facial expression datasets

Dataset Nb. of samples Size (px) Emotions Color space Other information

AFEW 957 video clips 720 × 576 6 basic emotions + neutral RGB 330 subjects aged 1–70 years, 
ethnicities prevalent in the United 
States

SFEW 1,766 images 143 × 181

(aligned)
720 × 576

(non-aligned)

6 basic emotions + neutral RGB Subjects aged 1–70 years, ethnicities 
prevalent in the United States

FER2013 35,887 images 48 × 48 6 basic emotions + neutral gray scale  many images of cartoons and emo-
jis, broad range of ethnicities

FER+ 31,373 images 48 × 48 6 basic emotions + neutral
+ contempt

gray scale Non-face images were removed, 
large range of ethnicities

RAF-DB 29,672 images 100 × 100

(aligned)
 various sizes
(original)

6 basic emotions + neutral
+ 12 compound

RGB
gray scale

Variability in subjects (age, gender, 
head pose… ), lighting conditions, 
occlusions, and great variability in 
ethnicity

ExpW 91,793 images 880 × 658 6 basic emotions + neutral RGB
gray scale

Non-face images were removed in 
the annotation process, diverse 
ethnicities

EmotioNet 1 million images  various sizes 6 basic emotions +
17 compound

RGB 12 Action Units (AUs) annotated, 
different ethnicities

AffectNet 1 million images 349 × 349 8 categories RGB
gray scale

Valence and arousal (continuous), 
about 450,000 subjects, wide range 
of ethnicities

Aff-Wild 500+ videos with 10,000+ frames Mean of
1454 × 890

6 basic emotions + neutral RGB 200 subjects (130 men and 70 
women), high diversity in ethnici-
ties

Aff-Wild2 558 videos with 2,786,201 frames Mean of
1454 × 890

6 basic emotions + neutral RGB 258 new subjects (149 men and 109 
women), 12 AUs and valence and 
arousal, big diversity in ethnicities
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network. The input component encompasses diverse FER 
modalities and pre-processing methods, serving as crucial 
initial steps in the FER process. On the other hand, the 
network component focuses on feature extraction and clas-
sification. In fact, the network component is divided into 
three sub-parts that are dedicated to the analysis of most 
relevant DL architectures, the adopted training strategies, 
and the employed classification techniques. The proposed 

taxonomy provides a comprehensive framework for under-
standing and categorizing in-the-wild FER systems based 
on their pre-processing techniques, modalities, architec-
ture, training strategy, and classification strategy (Fig. 2). 
Moreover, Fig. 3 depicts the generic flowchart of a typical 
emotion recognition system, comprising the standard steps 
as well as various possible techniques for each step.

Table 2  Summary of the proposed taxonomy for facial emotion recognition in-the-wild using deep learning techniques

Techniques Examples 
of studies

Input Pre-processing Face detection Google Vision API [73]
Mixture of trees method [1]
Deepfake face detector [38]

Normalization [85]
Regions of interest [63]

[46]
Data augmentation Geometric DA [58]

Geometric DA using data generator API [1]
Blur, shear, color and contrast variation + geometric DA [65]
Color jitter, Color jitter with crop, random crop [38]

Modalities Static 2d images [47]
[57]

Dynamic 3d expressions [42]
[48]

Multimodal [23]
[77]
[82]

Network Architecture Single stream [5]
[11]

Multiple stream Same block [57]
[12]

Different/multiple blocks [38]
[41]
[73]

Handcrafted+CNN [65]
Cascade network [69]

[88]
[83]

Multitask networks [69]
[2]
[18]
[35]

Training strategy Fine-tune with additional FER datasets [65]
Pretrained models with CNN trained from scratch [1]

Classification strategy Fully connected NN [1]
kernel SVM, logistic regression [23]
partial least squares [4]
(LSTM RNN for audio classification)
SVM classifier [13]
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Inputs

The performance of facial emotion recognition methods 
is profoundly influenced by the quality of the input data. 
Consequently, prior to initiating the training stage, which 
aims to extract meaningful features, pre-processing steps 
are predominantly required to enhance the data quality. 
Various techniques have been employed for this purpose, 
including normalization, region of interest selection, and 
Data Augmentation (DA), among others. These techniques 
play a crucial role in refining the input data and ensuring 

thereafter its suitability for subsequent analysis and train-
ing processes.

Pre‑processing

The pre-processing step operates on the input data to opti-
mize the recognition overall performance of FER in-the-
wild. It involves the extraction of the faces from the entire 
images, by excluding the backgrounds and the non-face parts 
while keeping only facial parts or regions of interest. The 
pre-processing step is also required to reduce noise from 

Fig. 2  The proposed taxonomy for existing in-the-wild FER sys-
tems through a scheme figuratively representing various hypotheti-
cal methods used for in-the-wild emotion recognition. These systems 

have been associated according to the inputs’ modalities, the adopted 
DL network architectures, the used pre-processing methods, and the 
adopted strategies for feature extraction, training, and classification
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images and to improve the quality before analyzing the facial 
features.

• Face detection and normalization: The selection of an 
efficient face detection method is essential in the con-
text of FER systems. This step involves separating facial 
parts from non-facial regions, as well as eliminating 
background and non-face areas from facial images. Face 
detection serves as a crucial prerequisite for enabling the 
learning of meaningful features. The Viola and Jones 
face detector [80] is a classic and widely used algorithm 
for face detection, which is known for its computational 
simplicity, ease of use, and robustness, particularly for 
frontal faces. However, under the challenging in-the-wild 
conditions; where factors like large pose variations, mul-
tiple faces in a single image, and occluded facial parts 
are prevalent; the Viola and Jones algorithm may not 
always be the optimal choice. Thus, many researchers 
have explored alternative approaches for face detec-
tion under such uncontrolled conditions. For instance, 
Surace et al. [73] have utilized the Google Vision API, 
which is a commercial library, to perform face detec-
tion by identifying a list of frames containing isolated 
faces. Differently, Abbas and Chalup [1] have focused 
on classifying the emotion of a group, incorporating face 
features extracted from the detected faces along with the 
contextual information of the scene, as the images were 
captured in unconstrained environments. They have 
investigated the technique of mixture of trees for detect-
ing faces automatically within an image. Similarly, under 
uncontrolled conditions, Jeong et al. [38] have used the 
DeepFace face detector algorithm to accurately select 

the face region from facial images. Moreover, in addi-
tion to face detection, other challenges in FER systems 
arise from variations in illumination across uncontrolled 
environments, which can deteriorate the image quality. 
Furthermore, issues like poor acquisition and digitization 
conditions could embed noise to the images. To ensure 
robustness against changes in lighting conditions, the 
input data are often normalized [85] to achieve better 
inference generalization. This normalization step plays 
a crucial role in enhancing the quality and consistency 
of the input data for subsequent processing and analysis 
for in-the-wild FER systems.

• Regions of interest: In general, conventional practices 
involve using the entire face as input for the feature learn-
ing step in facial emotion recognition systems. However, 
relying solely on raw data may overlook important infor-
mation, and certain facial regions can have a detrimental 
impact on the performance of FER systems. Indeed, fac-
tors such as occluded regions in uncontrolled environ-
ments can introduce confounding elements to the system. 
Therefore, it becomes crucial to consider the selective 
utilization of facial regions to enhance the accuracy and 
robustness of in-the-wild FER systems. In fact, by focus-
ing only on informative facial regions while excluding 
potentially misleading or occluded areas, we can mitigate 
the negative effects of confounding factors and improve 
thereafter the overall performance of the system. Thus, 
numerous studies have emphasized the significance of 
directing in-the-wild FER systems to focus on specific 
facial regions known as Regions of Interest (RoIs) that 
contain the most expressive information. For instance, 
Minaee et al. [55] have highlighted the need to pay more 

Fig. 3  Flowchart of a typical DL-based feature extraction system for facial emotion recognition
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attention to particular regions to gain a deeper under-
standing of the underlying emotions in facial images. To 
address this issue, they have incorporated an attention 
mechanism that identify feature-rich areas of the face. 
Besides, they have introduced a visualization technique 
to identify important facial parts and highlight the most 
salient regions, enabling the classifier to accurately detect 
emotions. Similarly, Qu et al. [63] have identified the 
eyebrows, eyes, nose, and mouth as key regions on the 
face, while recognizing their significance in reducing 
the influence of person-specific attributes. They have 
proposed a cascaded attention network which combines 
spatial and temporal attention mechanisms designed 
for video analysis. The temporal attention mechanism 
selects automatically the peak expressions from image 
sequences without prior knowledge, while the spatial 
attention mechanism has focused on crucial facial areas, 
drawing attention to the key regions. Recently, given the 
challenges posed by the in-the-wild environments and 
the negative impact of occluded facial parts on FER sys-
tems, Li et al. [46] have developed an end-to-end learning 
framework. Their approach has employed a convolutional 
neural network with an attention mechanism capable 
of detecting occluded regions of faces. Moreover, the 
mechanism has prioritized the most discriminative non-
occluded regions. The authors have reported that their 
proposed framework has significantly improved the rec-
ognition accuracy for both occluded and non-occluded 
faces. Notably, the method effectively shifted attention 
from the occluded zones to the related visible regions, 
further enhancing FER performance in challenging con-
ditions.

• Data augmentation: In the context of facial emotion 
recognition in the wild, the availability of an adequate 
amount of labeled training data is crucial for deep learn-
ing-based methods. However, existing datasets often fall 
short in providing sufficient samples to ensure promising 
results for the emotion recognition task. Consequently, 
data augmentation becomes a necessary and vital part 
of deep learning-based emotion recognition systems. 
In fact, most of researchers employ data augmentation 
techniques to expand the dataset size, thus improving the 
performance of FER systems, particularly in challeng-
ing in-the-wild scenarios. In this context, geometric data 
augmentation techniques are commonly employed due to 
their simplicity, efficiency, and computational feasibil-
ity. Apart from increasing the number of data instances 
while reducing the risk of overfitting, data augmentation 
techniques aim also to enhance the model’s robustness 
against variations in scale, lighting conditions, and minor 
shifts. For instance, Reddy et al. [65] have incorporated 
several techniques, such as blur, shear, zoom, brightness 
adjustment, width and height shift, rotation, random 

noise, translation, random color variations, random con-
trast, random distortion, and horizontal flipping. These 
augmentations were randomly applied to the available 
images during the training stage. Similarly, Mollahos-
seini et al. [58] have generated new image instances dur-
ing training by utilizing five crops of size 224×224 and 
their corresponding horizontal flips, randomly applied. 
Likewise, Abbas and Chalup [1] have employed rota-
tion, shifting, zooming, and horizontal flipping, using 
the image data generator API from Keras, to augment 
the training set. In their work, Jeong et al. [38] have per-
formed various data augmentation techniques, includ-
ing color jitter, random crop, horizontal flip, color jitter 
with random crop, and random crop with flip, to prevent 
overfitting while improving the generalization capability 
of the model. Overall, by employing diverse data aug-
mentation techniques in FER systems, researchers aim 
to address the challenges posed by limited training data, 
enhance the model’s ability to handle variations in the 
wild, and improve the overall performance and robust-
ness of in-the-wild FER systems.

Modalities

Based on the feature representation, the input modality in 
facial emotion recognition can be classified into two main 
approaches. The first approach focuses on static images, and 
it solely utilizes spatial information from individual images 
without considering the temporal aspect. In this approach, 
each image is treated as an independent input, and the rela-
tionship between consecutive frames is not considered. 
On the other hand, the second approach involves dynamic 
inputs, specifically videos, which take into account the tem-
poral and spatial relationship between consecutive frames in 
the sequence. This approach recognizes the importance of 
capturing temporal dynamics in facial expressions by ana-
lyzing the changes and patterns across multiple frames. By 
considering the sequential nature of video data, in-the-wild 
FER models can extract meaningful information from the 
temporal domain, complementing the spatial information 
obtained from individual frames.

• Static images: Facial expression images are widely uti-
lized in the field of facial emotion recognition due to the 
availability of numerous annotated datasets and the rich 
set of features contained within facial images. Although 
datasets captured under uncontrolled (in-the-wild) condi-
tions are relatively scarce compared to those obtained in 
laboratory settings, significant advancements have been 
made in achieving promising accuracies in emotion rec-
ognition using static facial images. For instance, Liang 
et al. [47] have addressed the challenges posed by occlu-
sions and head-pose variations in FER in-the-wild sce-
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narios by leveraging the benefits of both local and global 
facial information extracted from static images. They 
have proposed a convolution-transformer dual-branch 
network consisting of two convolutional neural networks. 
The first CNN focuses on extracting local region fea-
tures, such as curves, edges, and lines, while the second 
CNN captures global features from the original image. 
These features are then fused to provide a comprehensive 
representation for accurate classification. Similarly, Mol-
lahosseini et al. [57] have tackled the FER issue, across 
multiple well-known standard face datasets, by proposing 
a deep neural network architecture. Their approach has 
involved using registered static facial images as input and 
subsequently classifying these images into their respec-
tive emotion categories. To achieve face registration, 
they have adopted a descent method along with linear 
regression to extract 49 facial landmarks. Overall, facial 
expression images have been extensively employed in 
FER research, with notable advancements made in 
addressing challenges such as occlusions and head-pose 
variations in uncontrolled environments. Researchers 
have developed deep neural network architectures that 
leverage both local and global facial information, along 
with registration techniques to ensure accurate emotion 
classification across diverse datasets.

• Dynamic image sequences In-the-wild FER systems can 
benefit from considering the temporal relation among 
successive frames in facial expression sequences, lead-
ing to improved performance. Within the framework of 
video-based FER, significant advancements have been 
made in designing efficient and robust systems by incor-
porating the temporal factor. For instance, Liu et al. [48] 
have proposed a feature learning network that effectively 
captures the emotional intensity expressed in video 
sequences. Their approach utilizes self-attention learn-
ing and local–global relation learning modules to encode 
spatio-temporal features from video clips. By consider-
ing the temporal dynamics, their network demonstrates 
notable improvements in FER performance. Koujan et al. 
[42] have focused on leveraging the rich dynamic infor-
mation associated with videos to enhance FER perfor-
mance. They have addressed the separation of 3D expres-
sion from identity by constructing a large-scale dataset 
comprising facial videos with variations in dynamics, 
expressions, identities, appearances, and 3D poses. A 
deep convolutional neural network has been trained on 
this dataset, showcasing effectiveness in assessing 3D 
expression parameters and achieving satisfactory results 
in emotion recognition from facial images, as well as 
stress recognition from facial videos. Nevertheless, the 
dynamic changes in facial actions and expression appear-
ances pose challenges for video-based FER, particularly 
in in-the-wild scenes. In this framework, Qu et al. [63] 

have proposed a cascaded attention network for facial 
expression recognition, leveraging both spatial and tem-
poral modalities. The spatial attention module focuses on 
crucial facial regions, while the introduction of a tempo-
ral attention block helps eliminate redundant information 
across time frames. This approach leads to improved rep-
resentation by assigning appropriate weights to each step 
in the temporal dimension, resulting in enhanced perfor-
mance and effectiveness. Overall, considering the tempo-
ral relation among successive frames in video sequences 
has shown significant improvements for in-the-wild 
FER performance. Researchers have developed feature 
learning networks, separation techniques, and cascaded 
attention networks to effectively capture spatio-temporal 
features, leading to enhanced accuracy and effectiveness 
in recognizing facial expressions, particularly under the 
challenging in-the-wild conditions.

• Multimodal data: In addition to static and dynamic 
methods, various other modalities, such as audio, text, 
and physiological aspects, can be utilized in hybrid 
systems to assist in emotion recognition in the wild. In 
fact, multimodal systems aim to combine multiple input 
modalities to extract informative features. For instance, 
Tseng et al. [77] have demonstrated the effectiveness 
of embedding acoustic information into contextual-
ized lexical representations and incorporating a parallel 
stream to integrate paralinguistic cues with word mean-
ings, thereby providing crucial affective information for 
speaker emotion recognition. This multimodal approach 
has achieved notable performance in capturing emotions. 
Likewise, in the context of in-the-wild facial emotion 
recognition from videos, Ding et al. [23] have addressed 
the challenge by incorporating audio emotion recognition 
alongside facial analysis using deep neural networks. The 
integration of both subsystems has proved to be efficient, 
resulting in state-of-the-art performance. To tackle the 
specific challenges posed by unconstrained environ-
ments, such as head movement and face deformation, 
Wei et al. [82] have extended the focus beyond facial 
expressions. They have introduced additional modali-
ties, including body movement, gestures recognition, and 
audio (speech), to enhance the recognition of emotions in 
the wild. Through a CNN-based network, multiple fea-
tures extracted from videos and audios were combined, 
demonstrating robustness in emotion recognition tasks, 
particularly in in-the-wild environments. Overall, multi-
modal approaches integrating various modalities, such 
as audio, text, and physiological aspects, have shown 
promise in enhancing emotion recognition systems. 
These approaches have successfully utilized techniques, 
such as embedding acoustic information, incorporating 
parallel streams, and combining different modalities to 
capture affective cues and improve the performance of 
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emotion recognition, especially in challenging in-the-
wild scenarios.

Deep Learning Networks

In the realm of facial emotion recognition in-the-wild, the 
effectiveness of the adopted network architecture plays a 
crucial role in achieving accurate and robust emotion clas-
sification. To comprehensively understand and categorize 
the most relevant architectures in the literature, we present 
herein a novel taxonomy specifically focusing on the net-
work aspect of FER systems. The taxonomy encompasses 
diverse architectural paradigms, including single stream, 
multiple stream, cascade networks, and multi-task networks. 
Moreover, the investigated architectures have been analyzed 
based on their design, training strategy, and classification 
strategy. Unlike traditional taxonomies that often provide 

limited insights into the network-based approaches, the pro-
posed taxonomy aims to offer a fresh perspective by organiz-
ing FER architectures according to their underlying network 
designs. Indeed, by classifying architectures based on their 
structural characteristics and integration of various streams, 
this taxonomy provides a more detailed and nuanced under-
standing of existing DL-based models for FER in-the-wild. 
The different architectures are represented in Fig. 4.

Architecture

FER in-the-wild presents several challenges, involving lim-
ited availability of datasets and variation in environments, 
such as illumination changes and head poses. These factors 
can contribute to some issues like overfitting and reduced 
performance. To mitigate these issues while enhancing FER 
performance, researchers have developed various network 

Fig. 4  Deep network architectures: a single stream network; b multi-stream network; c multi-task network; d cascaded network with LSTM, 
temporal attention, or smooth predicting, d’: temporal attention module, and d”: smooth predicting module
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architectures with tailored blocks. In what follows, we will 
discuss different network architectures that incorporate these 
blocks to address the challenges of FER within in-the-wild 
scenarios.

• Single stream The single stream architecture serves as 
a fundamental framework for facial emotion recognition 
networks. It involves the utilization of a single convolu-
tional neural network to extract meaningful features from 
facial images, before performing the emotion classifica-
tion. To address the challenge of noisy labels, Barsoum 
et al. [5] have conducted a comprehensive study where 
they have employed facial expression recognition as a 
representative task. They have demonstrated the effec-
tiveness of learning a deep CNN from noisy labels by 
customizing the VGG13 model’s structure. Through their 
approach, they have successfully mitigated the impact 
of label noise while achieving improved performance 
in FER tasks. Furthermore, Boughanem et al. [11] have 
explored the potential of their method within the estab-
lished structure of FER systems. They have focused on 
leveraging deep features extracted from a CNN model 
with the aim of introducing a weight freezing strategy 
in specific shallow layers. This freezing technique has 
allowed to enhance the performance of FER networks 
by stabilizing the learning process and reducing overfit-
ting. The suggested method has surpassed several exist-
ing state-of-the-art methods, demonstrating significant 
improvement in spontaneous emotion recognition under 
in-the-wild conditions.

• Multiple stream: Extracting a sufficient number of dis-
criminative features from individual networks may not be 
adequate to achieve optimal facial emotion recognition 
performance, especially when dealing within the con-
text of "in-the-wild". To address this limitation, many 
researchers have investigated the integration of multiple 
networks within the same architecture to increase the rec-
ognition accuracy. Recent studies have focused on this 
concept, aiming to leverage the resourcefulness derived 
from multiple intelligent resources rather than relying 
solely on a single network. For instance, in [12], authors 
have carefully ensured the complementarity between 
features by selecting diverse network architectures. The 
ensemble of networks was formed at the feature level, 
leveraging three convolutional neural network models 
with a remarkable number of parameters, leading to 
efficient learning capability and fast convergence speed. 
Differently, Mollahosseini et al. [57] have proposed a 
single-component architecture network to address the 
FER problem across multiple standard face datasets. 
Their architecture consisted of two convolutional layers 
followed by max pooling and four inception layers for 
each. This design has aimed to reduce the computational 

complexity required for training the network, resulting 
in increased classification accuracy across subject-inde-
pendent and cross-dataset evaluation scenarios. Other 
researchers have explored the combination of modules 
with different blocks. For instance, Jeong et al. [38] have 
designed a uni-task approach for facial expression rec-
ognition in the wild using an ensemble of multi-head 
cross-attention networks. The proposed architecture has 
comprised two modules: a feature clustering network 
and attention phases consisting of a multi-head cross-
attention network and an attention fusion network. This 
method has demonstrated promising results with high 
average performance on validation and test sets. Further-
more, Kollias and Zafeiriou [41] have presented a method 
that combines deep convolutional and recurrent neural 
networks. The method incorporates knowledge from 
related networks trained on different datasets through an 
extended loss function. This improves performance on 
diverse datasets without discarding original learning. The 
obtained results have demonstrated the effectiveness of 
the proposed method in facial emotion recognition in-
the-wild. Additionally, Surace et al. [73] have proposed 
an effective classification solution for emotions in the 
wild through the combination of networks. Their archi-
tecture has consisted of two modules: a bottom–up mod-
ule that identifies emotions expressed by isolated faces 
in images while returning an average emotion estimation, 
and a top–down module that estimates group emotions 
using scene descriptors integrated into a Bayesian clas-
sifier. The obtained results have shown the superiority 
of the network system formed by combining different 
modules compared to using isolated modules. Multiple 
stream networks can also incorporate a combination of 
deep learning and hand-crafted features. For instance, 
Reddy et al. [65] have addressed the challenge of lim-
ited cues for identifying distinguishable feature patterns 
in the wild using hand-crafted facial landmark points as 
low-level representations, combined with deep learned 
features. This integration of hand-crafted and deep neu-
ral network features has significantly improved the per-
formance of emotion recognition in images captured in 
unconstrained environments.

• Cascade networks: Cascaded networks employ a sequen-
tial combination of multiple modules, each assigned with 
distinct tasks, to construct a deeper network that is both 
more effective and more efficient. These networks have 
emerged as a promising architecture for facial emotion 
recognition in the wild, offering increased effectiveness 
and efficiency. In fact, many researchers have recog-
nized the superiority of cascaded networks over other 
architectures and they have demonstrated that combin-
ing multi-task CNN modules within this framework can 
yield significantly improved results. This is exemplified 
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in the study conducted by Shao and Qian [69], where 
they have devised a network comprising three convo-
lutional neural networks with distinct architectures for 
emotion recognition in the wild. Each network module 
has been dedicated to solving a specific problem. The 
first CNN has employed six modules to address complex 
topology and overfitting issues. The second module, a 
dual-branch CNN, works in tandem with the first mod-
ule while focusing on extracting both Local Binary Pat-
tern (LBP) features and deep learning features, enabling 
the estimation of global and local texture features. The 
third module consists to extract more specific features 
to overcome limitations associated with the availability 
of training samples. Similarly, in the study by Zhu et al. 
[88], a cascade network has been proposed to deal with 
facial expression recognition from video sequences cap-
tured in natural environments. The cascaded network 
architecture has consisted of three modules: a spatial 
feature extraction module, a temporal feature extrac-
tion module, and a hybrid attention module. The hybrid 
attention module has been integrated into the cascaded 
network to recognize facial expressions in videos, leading 
to effective performance improvements. This integration 
of the hybrid attention module within the CNN architec-
ture has proved particularly advantageous under many 
challenging in-the-wild conditions. More recently, Xue 
et al. [83] have proposed a cascaded network to enhance 
FER performance in the wild. Their cascaded network 
has incorporated a coarse-to-fine module, which allows 
to facilitate the transition from coarse to fine classifi-
cation, and a smooth predicting module, which further 
improved performance by capturing both universal and 
unique expression features.

• Multitask networks: In the context of facial emotion 
recognition in-the-wild, many studies have primarily 
focused on the singular task of emotion recognition, often 
overlooking the potential advantages of incorporating 
other related tasks. However, it has been acknowledged 
that solely addressing the FER task may not be adequate 
in certain scenarios. To enhance the performance of in-
the-wild FER systems, many recent works have explored 
the integration of additional tasks within the framework 
of FER. Notably, facial landmark localization and facial 
action unit detection have emerged as common exam-
ples. For instance, Shao and Qian [69] have employed 
a multi-task convolutional neural network in the pre-
processing stage to detect faces, crop facial regions, 
and accurately locate facial landmarks, such as the eyes, 
nose, and mouth corners. Similarly, other studies have 
embraced multi-task learning approaches to determine 
the ethnicities of individuals based on facial features [2]. 
Furthermore, the Smile-CNN [18], a deep convolutional 
network, has been proposed to analyze spontaneous facial 

expressions in-the-wild, accounting for factors such as 
face poses, lighting variations, and scales, with a specific 
emphasis on smile detection. Likewise, a recent study by 
Hassanat et al. [35] has introduced a deep convolutional 
neural network capable of not only identifying person 
identification but also recognizing age, gender, and eye 
smiles from facial expressions, thereby addressing mul-
tiple related tasks in an in-the-wild context.

Overall, each investigated architecture plays a distinct and 
contributory role in advancing the field of facial emotion 
recognition in-the-wild. The single stream architecture acts 
as the foundational FER network structure, leveraging a 
solitary convolutional neural network for meaningful fea-
ture extraction from facial images, thereby enabling emo-
tion classification. Its design addresses various issues, such 
as noisy labels, by tailoring established CNN models like 
VGG13. This yields enhanced FER performance by counter-
ing label noise and employing strategies like weight freezing 
to curb overfitting. These adaptations bolster the accuracy of 
emotion recognition in diverse real-world settings. Turning 
to the multiple stream architecture, it tackles the inadequacy 
of solitary networks in capturing the diversity through dis-
tinct features necessary for optimal FER performance amidst 
wild conditions. By combining multiple networks within 
a singular framework, researchers harness different intel-
ligent resources in unison. This approach ensures synergy 
between features derived from varied network architectures. 
For instance, crafting ensembles of networks with unique 
architectures empowers efficient learning and swift conver-
gence. This architecture accommodates mechanisms like 
attention, feature clustering, and blends of deep learning 
with hand-crafted features. The amalgamation of resources 
from diverse networks enriches emotion recognition across 
challenging real-world scenarios. Cascade networks then 
come into play, constituted by interlinked modules, each 
tailored for specific tasks, yielding a more profound and 
potent architecture. This framework particularly suits the 
intricate challenges of FER in wild settings. The modular 
setup empowers modules to target different facets of rec-
ognition. The inclusion of multi-task CNN modules within 
cascade networks leads to remarkable performance improve-
ments. These architectures surmount challenges like intri-
cate topology, overfitting, and data scarcity, by partitioning 
each module to handle specific features, be it local textures 
or unique expression attributes, thus elevating emotion rec-
ognition in diverse real-world contexts. Finally, multi-task 
networks serve the purpose of integrating complementary 
tasks alongside FER in the same framework. Recognizing 
the limitations of singular FER focus, researchers incorpo-
rate tasks like facial landmark localization, facial action unit 
detection, and person identification, amplifying the overall 
performance of FER systems. These additional tasks deepen 
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the comprehension of emotions in their contextual backdrop. 
Multitask CNN architectures can serve pre-processing tasks, 
such as face detection and landmark localization, render-
ing the network more versatile in comprehending emotions 
within a broader framework. In summation, the range of 
network architectures contributes to the holistic FER process 
by tackling challenges unique to real-world emotion recog-
nition. The architectures adapt CNNs and employ diverse 
mechanisms, such as attention, feature clustering, cascad-
ing, and multitasking to heighten precision, stability, and 
generalization across multifaceted environmental conditions, 
thus culminating in more potent and efficient facial emotion 
recognition in the wild.

Training Strategy

In the context of facial emotion recognition in the wild, 
where data scarcity and variability pose significant chal-
lenges, researchers have meticulously explored an array of 
training strategies to significantly enhance model perfor-
mance. In fact, recognizing facial emotions in real-world 
scenarios presents formidable challenges due to the limited 
availability of data and the inherent variations present in nat-
ural environments. These challenges underscore the pressing 
need for innovative approaches that can bolster the accuracy 
and robustness of FER models. One such pivotal approach 
is pretraining, which constitutes a critical starting point for 
improving FER models. Pretraining entails the initial phase 
where the neural network is imbued with weights learned 
from established pretrained models. These models, such 
as the widely confirmed VGG, GoogleNet, AlexNet, and 
ResNet, are revered for their adeptness in capturing intricate 
and high-level features from extensive datasets like Ima-
geNet. Pretraining is rooted in the profound idea of harness-
ing the wealth of insights these models have already accu-
mulated. These pretrained models have undergone extensive 
training on massive datasets like ImageNet, enabling them to 
abstract general features that can be readily transferred to a 
wide array of tasks, including FER. However, the true poten-
tial of these models becomes evident when they undergo a 
crucial subsequent phase: fine-tuning. This phase entails the 
focused refinement of the pretrained model through expo-
sure to task-specific data. For the specific case of FER, this 
involves training the model on a dataset replete with facial 
expressions, thereby molding the model’s feature extraction 
capabilities to align with emotion-related attributes. This 
strategic orchestration offers a twofold advantage. First, it 
circumvents the challenges of constructing deep neural net-
works from scratch. Constructing a network from scratch 
demands a copious amount of labeled data, which often 
proves scarce in FER scenarios. By commencing with a pre-
trained model and then subjecting it to fine-tuning, research-
ers can glean benefits from the pretrained model’s distilled 

knowledge and further adapt it to the targeted FER task 
using a smaller amount of task-specific data. For example, 
the approach demonstrated by Abbas and Chalup [1] illus-
trates the potency of combining a meticulously crafted CNN 
designed from scratch with pretrained models like VGG16 
and InceptionV3 that were initially trained on the expan-
sive ImageNet dataset. This novel hybrid approach mani-
fests promising outcomes, surpassing the performance of 
individual models deployed in isolation. This hybrid amal-
gamation underscores the potential of integrating the robust 
representational power of pretrained models with the finesse 
of task-specific fine-tuning, resulting in amplified FER per-
formance. Furthermore, fine-tuning strategies have not only 
been embraced to elevate FER performance but also adapted 
to confront the challenges posed by the wild and unpredict-
able nature of real-world scenarios. For instance, in the study 
conducted by Reddy et al. [65], fine-tuning was ingeniously 
applied by incorporating an additional FER dataset into the 
training process.

The augmentation of data enriched the model’s ability 
to discern emotions across diverse real-world scenarios, 
thereby enhancing its generalizability. This signifies the 
adaptability of the fine-tuning strategy to address the wide-
ranging variations in complicated conditions. To further 
expedite training and ensure efficient convergence, a sur-
gical approach termed selective fine-tuning has been intro-
duced. This entails training only the higher layers of the 
DenseNet model, optimizing the utilization of computational 
resources. This strategic implementation is rooted in the 
understanding that the lower layers of a deep neural network 
capture low-level features that are relatively agnostic to the 
task, while the higher layers encompass more task-specific 
attributes. By concentrating fine-tuning efforts exclusively 
on the higher layers, the model rapidly adapts to the nuances 
of the FER task without overfitting to the limited available 
data. Additionally, the approach of fine-tuning has been aptly 
demonstrated in the context of the XceptionNet architecture 
using the AffectNet dataset, resulting in the expedited con-
vergence of the loss function [65]. The judicious selection 
of the architecture for fine-tuning holds considerable sig-
nificance, as different architectures possess varying capa-
bilities to capture features pertinent to FER. In summary, 
the employment of pretraining techniques and strategic fine-
tuning strategies presents a potent arsenal for researchers 
striving to surmount the challenges posed by data scarcity 
and variability in FER. These methodologies tap into the 
enriched understandings embedded within pretrained mod-
els and ingeniously adapt them to the specific demands of 
FER tasks. As a result, the network’s capability to discern 
emotions accurately and reliably in complex real-world con-
ditions is markedly heightened. The profound significance 
of these strategies lies in their capacity to bridge the chasm 
between generalized feature extraction and meticulous 
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task-specific adaptation. This synthesis results in the culti-
vation of FER models that are not only more robust but also 
uniquely suited to excel in a diverse array of challenging 
real-world scenarios.

Classification Strategy

The final and crucial step in the process of recognizing facial 
emotions in-the-wild is the classification of the input facial 
images into specific emotion classes. This step holds the key 
to translating extracted features into meaningful emotional 
expressions. The choice of classification strategy greatly 
impacts the accuracy and the robustness of FER systems. 
Deep neural networks have emerged as a dominant para-
digm, offering an end-to-end approach for feature classifica-
tion, where the classification step is seamlessly integrated 
with the feature extraction step [24, 66]. This architectural 
design not only streamlines the computational flow but also 
enables the network to learn intricate hierarchical represen-
tations that capture both low-level details and high-level 
semantics, a crucial attribute for accurate emotion recog-
nition in the wild. The versatility of convolutional neural 
networks has led to the exploration of diverse configurations 
for handling the classification task in FER. Researchers have 
delved into variations of CNN architectures, each geared 
toward capturing differentiating features that are vital for 
emotion recognition [1]. These architectural adaptations are 
devised to extract discriminative features that succinctly rep-
resent emotional cues, enabling more precise classification. 
By harnessing the power of CNNs, FER systems could be 
able to capture complex patterns present in facial expres-
sions across various lighting conditions, head poses, and 
background clutter inherent in real-world scenarios. How-
ever, the realm of FER classification extends beyond deep 
neural networks.

Alternative machine learning techniques have also been 
scrutinized in the quest for accurate emotion recognition in-
the-wild. Logistic regression and partial least squares are 
notable examples of such techniques that have been explored 
for FER [23]. These methodologies, while distinct from deep 
neural networks, hold their own advantages and appeal for 
certain scenarios. They provide insights into the efficacy of 
traditional machine learning algorithms in addressing the 
complexity of FER tasks, especially in contexts where neural 
networks might be challenged by limited data availability or 
specific data characteristics. Interestingly, researchers have 
ventured into innovative alternative classification strategies 
that challenge the conventional paradigms. Boughanem et al. 
[13] have veered from the traditional path by employing a 
linear Support Vector Machine (SVM) as a substitute for 
the conventional classification layers in deep networks. This 
strategic choice arises from the distinctive capacity of SVMs 
to excel in scenarios characterized by limited instances for 

classification. By replacing the conventional classification 
layers with an SVM, the proposed approach exhibits nota-
ble recognition rates in natural scenarios, underscoring the 
efficacy of SVMs, particularly when data scarcity poses a 
challenge. Moreover, the utility of SVMs is further dem-
onstrated by Bargal et al. [4], who employed a one-vs-rest 
linear SVM to classify facial images with a fivefold cross-
validation setup. This approach capitalizes on the ability of 
SVMs to effectively handle multi-class classification tasks 
while maintaining computational efficiency. The results 
underscore the utility of SVMs in FER tasks and suggest 
their potential to be harnessed for improving recognition 
accuracy in wild scenarios. The significance of these diverse 
classification strategies goes beyond mere technological 
exploration. Each approach offers a unique lens through 
which the complexity of facial emotion recognition is tack-
led. Deep neural networks provide a comprehensive end-
to-end solution, leveraging hierarchical representations for 
capturing fine-grained emotional cues.

Traditional machine learning techniques offer insights 
into the role of statistical methods in the context of emo-
tion recognition, revealing patterns and trends that may 
complement neural network-based methods. Alternative 
strategies, like SVM-based approaches, challenge conven-
tional architectures, highlighting the potential for innovative 
solutions that are tailored to the unique challenges posed by 
FER in-the-wild. In the broader context of FER research, 
these distinct classification strategies offer a rich toolbox that 
researchers can draw upon to tailor solutions to specific real-
world challenges. By understanding the nuances of these 
strategies and their underlying principles, researchers can 
make informed decisions when designing FER systems that 
perform accurately and robustly in diverse and challenging 
real-world scenarios.

Discussion and Insights

Relying solely on human expertise for effective facial emo-
tion recognition systems is challenging, methods exclusively 
based on hand-crafted features have shown limited perfor-
mance in uncontrolled environments [8, 70]. The shift to 
in-the-wild scenarios has prompted researchers to explore 
deep learning architectures that capture deep features for 
better performance. Deep learning models excel at extract-
ing deep features and achieving superior representation. In 
fact, since real-world conditions like non-frontal individuals, 
occlusions, and imbalanced data distribution require atten-
tion, deep learning-based FER systems are meticulously 
engineered to tackle a myriad of challenges related to in the 
wild scenarios. They employ sophisticated techniques that 
encompass the entire spectrum from meticulous pre-pro-
cessing to intricate classification strategies. In this context, 
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according to the proposed taxonomy in this study, recom-
mendations and insights are provided specifically for facial 
emotion recognition in-the-wild. Our focus begins with the 
available inputs and aims to provide recommendations on 
how to handle input images even before the training process. 
Image pre-processing in FER exhibits notable differences 
between controlled and in-the-wild contexts due to the dis-
tinct characteristics of the data and the challenges inherent 
to each setting. In controlled contexts, where data collections 
are meticulously planned and executed, pre-processing tech-
niques primarily concentrate on standardizing and normal-
izing the data to mitigate irrelevant variations. Conversely, in 
the wild, where images are captured under uncontrolled and 
diverse conditions, pre-processing techniques must address 
additional challenges.

First, robust face detection algorithms are necessary to 
handle the inherent variations encountered in in-the-wild 
images, such as pose variations, occlusions, multiple faces, 
and diverse facial expressions. These algorithms enable 
accurate localization and extraction of facial regions. Sec-
ond, occlusion handling techniques become crucial in uncon-
trolled environments, as partial occlusions (e.g., sunglasses, 
masks, and hair covering parts of the face) are common. Pre-
processing methods must employ effective strategies to han-
dle or remove occluded regions while retaining the relevant 
facial information. Third, in-the-wild images often exhibit 
noise, compression artifacts, and/or other forms of degrada-
tion due to factors like image acquisition, quality, or digitiza-
tion. Pre-processing techniques may involve denoising, arti-
fact removal, and/or image enhancement methods to improve 
the overall quality of the images. Additionally, data augmen-
tation techniques in the wild and controlled environments 
differ in the nature of the variations they aim to address. 
In controlled environments, data augmentation techniques 
simulate expected variations within the controlled setting, 
including changes in lighting conditions, pose variations, 
facial expressions, and controlled occlusions. The objective 
is to enhance the model’s ability to generalize to similar 
variations encountered during testing. Conversely, data aug-
mentation in the wild aims to tackle the challenges posed 
by uncontrolled and unpredictable real-world scenarios. In 
the wild, images exhibit diverse variations, such as extreme 
lighting conditions, occlusions, different camera angles, var-
ied backgrounds, and facial appearance variations influenced 
by factors like ethnicity, age, and gender. Data augmentation 
techniques in the wild aim to mimic these variations, making 
the model more robust and capable of handling the com-
plexities present in real-world images. To achieve this, data 
augmentation techniques in the wild may employ diverse 
and extensive transformations, including random cropping, 
scaling, rotation, translation, flipping, noise injection, color 
variations, and geometric transformations. The goal is to 
simulate the variability encountered in real-world images, 

thereby improving the model’s generalization and accurate 
emotion recognition across individuals, environmental con-
ditions, and other potential confounding factors.

When it comes to the input types, facial emotion recog-
nition encompasses a diverse range of modalities that play 
a crucial role in enhancing its effectiveness in recognizing 
emotions, especially under the challenging in-the-wild con-
text. The modalities can be classified into static images and 
dynamic image sequences. Static facial images have been 
extensively utilized, leveraging deep neural network archi-
tectures and incorporating local and global facial informa-
tion to address challenges, such as occlusions and head-pose 
variations. However, the limited availability of in-the-wild 
datasets remains a challenge. Furthermore, dynamic image 
sequences have shown improvements in FER by capturing 
temporal dynamics and utilizing spatio-temporal encoding 
methods. Researchers have developed feature learning net-
works and cascaded attention networks to effectively extract 
spatio-temporal features that could enhance accuracy. Chal-
lenges in video-based FER include handling variations in 
facial expressions and achieving robustness in unpredictable 
scenarios. Multimodal approaches that integrate audio, text, 
and physiological aspects have shown promise in enhancing 
emotion recognition systems. These approaches have suc-
cessfully utilized techniques, such as embedding acoustic 
information and combining different modalities, to capture 
affective cues. However, challenges remain in data fusion, 
modeling interactions between modalities, and ensuring 
generalizability. Overcoming these issues can advance FER 
systems and provide valuable insights into human emotions 
in real-world settings. Overall, by conducting a taxonomy 
based on architectures and exploring the works within each 
category, we were able to conclude that FER in the wild 
requires careful consideration of network architectures to 
address the challenges posed by varying conditions and 
limited data. Several architectures, including single stream, 
multiple stream, cascade, and multi-task networks, have 
been explored for FER in-the-wild. The single stream archi-
tecture, using a single convolutional neural network, offers a 
straightforward approach for FER. It has shown effectiveness 
in overcoming noisy label issues and achieving improved 
performance. However, it may not always capture the diverse 
range of features that are needed to handle the complexi-
ties of the wild environment. On the other hand, multiple 
stream networks, which combine deep learning with hand-
crafted features or fuse different network streams, provide 
the advantage of integrating both learned and predefined 
features. This can be beneficial for capturing diverse cues 
and improving FER performance in complex scenarios. 
The cascaded network architecture, involving the sequen-
tial combination of multiple modules, offers the potential for 
deeper and more effective networks. By assigning different 
tasks to each module, the cascaded architecture can address 
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specific challenges and enhance overall FER performance. 
Nevertheless, it requires careful design and optimization to 
ensure effective information flow while avoiding informa-
tion loss between modules. Multitask networks, integrating 
additional tasks, such as facial landmark localization and 
facial action unit detection, have the potential to improve 
FER performance by leveraging shared representations 
and capturing complementary information. This approach 
can enhance the robustness as well as the accuracy of FER 
systems, especially when dealing with complex and diverse 
facial expressions in the wild.

Considering the unique strengths and challenges of each 
architecture, there is no one-size-fits-all recommendation for 
FER in the wild. The choice of architecture should depend 
on the specific requirements of the application and the nature 
of the data. It is crucial to evaluate and compare different 
architectures in terms of their performance, computational 
efficiency, and robustness to ensure the best fit for the given 
scenario. Therefore, the selection of network architecture for 
FER in-the-wild should be carefully considered. Research-
ers should explore and compare the performance of single 
stream, multiple stream, cascade, and multi-task networks, 
while keeping in mind the specific challenges of the wild 
context. By evaluating the architectures and considering 
the unique requirements of the application, researchers can 
determine the most suitable architecture to achieve robust 
and accurate FER performance in real-world scenarios. 
Based on the proposed taxonomy and the analysis of exist-
ing literature, the selection of appropriate training and clas-
sification strategies is crucial for achieving accurate facial 
emotion recognition in real-world environments. To address 
challenges such as limited data and overfitting, a combina-
tion of fine-tuning pretrained models and ensemble tech-
niques is recommended. Fine-tuning pretrained models, 
including VGG, GoogleNet, AlexNet, ResNet, and others, 
have shown effectiveness in mitigating data scarcity and 
overfitting. By leveraging knowledge learned from large-
scale datasets like ImageNet and adapting it to the FER 
task, these models provide a strong foundation for training 
reliable FER systems. Studies in the literature have demon-
strated promising results by combining pretrained models 
with models trained from scratch, enhancing the overall per-
formance. Ensemble techniques, which involve combining 
the outputs of multiple models, can further improve FER 
performance. By leveraging the diversity and complemen-
tary nature of different models, ensembles can capture a 
broader range of facial features and improve consequently 
the prediction accuracy. When it comes to the classifica-
tion strategies, an end-to-end learning approach is well 
suited for FER in-the-wild. This approach integrates feature 
extraction and classification within deep neural networks, 
enabling a holistic representation of facial features. In fact, 
by learning discriminative features directly from the input 

data, end-to-end learning allows the network to adapt well 
to the complexity and the variability of real-world scenarios. 
Numerous studies have applied this strategy while reporting 
improved recognition accuracy.

Alternative strategies, such as linear SVMs, logistic 
regression, partial least squares, and kernel SVMs, have 
been also explored but may not be as suitable for FER in-
the-wild. These methods often rely on hand-crafted features 
or assumptions that may not fully capture the complexities 
of real-world environments [7]. End-to-end learning offers 
the advantage of automatically learning relevant features and 
patterns directly from the data, making it more adaptable 
to challenging scenarios. Another alternative is extracting 
deep features before using them as input to traditional clas-
sifiers like SVM or KNN. While this approach can be effec-
tive, it may not fully exploit the potential of deep learning 
models. Deep neural networks are specifically designed to 
learn end-to-end representations optimized for the task at 
hand. Using traditional classifiers does not fully harness the 
discriminative power of deep learning models. In summary, 
for FER in-the-wild, it is recommended to combine fine-
tuning pretrained models, employ ensemble techniques, and 
utilize an end-to-end learning strategy. This comprehensive 
approach allows for leveraging prior knowledge, capturing 
diverse features through model fusion, and automatically 
learning discriminative representations from the data. By 
incorporating these strategies, FER systems can achieve 
higher accuracy and robustness in real-world applications.

To sum up, when designing deep learning-based sys-
tems for FER in-the-wild, the choice of the pre-processing 
techniques, the network architecture, the training strategy, 
and the classification model, should be made based on the 
specific application domain and the corresponding in-the-
wild context. This is due to the fact that different domains 
and contexts have different requirements and challenges 
that need to be addressed. For instance, in healthcare, 
FER can be used to detect pain in patients. In this domain, 
ROI extraction and data augmentation techniques can be 
employed to improve the accuracy of the FER system. ROI 
extraction can help to focus the system on relevant facial 
regions, while data augmentation can increase the amount 
and the diversity of the training data, thereby improving 
the system’s robustness. Differently, in gaming and enter-
tainment, where FER can be used to develop personalized 
game interfaces that fit to the user’s emotional states, multi-
ple stream architectures, and semi-supervised learning can 
be used to achieve this goal. Multiple stream architectures 
can take into account both facial expressions and contextual 
information, such as user inputs and game progress. Semi-
supervised learning can leverage a small amount of labeled 
data and a large amount of unlabeled data to improve the 
system’s generalization ability. In transportation, FER can 
be used to develop driver monitoring systems that detect 
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driver drowsiness and distraction. In this domain, cascade 
networks and FCNNs can be adopted to achieve high accu-
racy and efficiency. Cascade networks can quickly filter out 
non-face regions and focus on face detection, while FCNNs 
can accurately classify facial expressions and detect driver 
emotions. It is important to note that these are just few exam-
ples of the many possible applications of FER in-the-wild 
systems, and each application domain and in-the-wild con-
text has its unique requirements and challenges that need 
to be considered. Therefore, the suitability of a particular 
category or subcategory of deep learning-based FER in-
the-wild systems for a specific application domain and in-
the-wild context should be carefully evaluated and justified 
based on scientific rigor. In Table 3, we have compiled a 
comprehensive overview that encompasses various methods 
employed in studies focusing on emotion recognition from 
real-world datasets. This compilation includes recent works 
as well as other relevant contributions. The table breaks 

down the datasets used in real-world situations, shedding 
light on the challenges of recognizing emotions in such con-
texts. The table also provides the emotion recognition rates 
achieved by each method, offering a clear comparison of 
their effectiveness.

Conclusion and Future Direction

A comprehensive overview of facial emotion recognition 
in-the-wild has been provided in this study, with empha-
sis placed on the challenges and opportunities associated 
with this context. The main limitations of classical methods 
based on hand-crafted features for FER in uncontrolled envi-
ronments are highlighted, and the shift toward leveraging 
deep learning techniques to improve FER performance is 
discussed. Various datasets used in in-the-wild FER are ana-
lyzed, considering their appropriateness, challenges, emotion 

Table 3  Summary of the 
performances of most relevant 
works on facial emotion 
recognition in the wild

Studies Methods Datasets Accuracy (%)

[69] Shallow network FER2013 68
Dual-branch CNN 54.64
Pretrained CNN 71.14

[73] DNN + Bayesian classifiers EmotiW’17 64.68
[1] CNN trained from scratch EmotiW’17 72.38

+ pretrained CNN
[57] DNN conceived FERA 76.7

SFEW 47.7
FER2013 66.4

[47] Dual-branch CNN RAF-DB 88.40
FER2013 72.81
FERPlus 89.17

[42] CNN + back-end emotion classifier RAF-DB 82.06
(SVM optimized using Bayesian)

[23] Deep CNN + kernel SVM, logistic regression 
and partial least squares

EmotiW’16 53.9

[12] Multiple CNN + SVM SFEW_2.0 88.20
FER2013 94.02

[82] Multiple CNN Emotion Recognition 
challenge

92.86

[5] Multiple deep CNN FER+ 84.98
[88] Attention cascade network using CNN AFEW 53.44
[4] EmotiW’16 59.42
[13] Multiple CNN + SVM SFEW 92.28
[45] Deep CNN bilinear SFEW_1.0 48.15

SFEW_2.0 80.34
[72] Traditional self-attention-based DNN RAF-DB 88.53

Multi-scale self-attention-based DNN FER+ 89.52
88.62
89.40

[81] Multiple DNN GroupEmoW 85.59
SiteGroEmo 83.57
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coverage, and potential applications. An expanded taxonomy 
of FER in-the-wild is also introduced in this study, with a 
focus on deep learning methods and the manufacturing steps 
of a facial emotion recognition system. The importance of 
accurate face detection and appropriate pre-processing tech-
niques, such as occlusion handling, denoising, and image 
enhancement, to ensure reliable training data in challeng-
ing conditions is discussed. The significance of capturing 
both global and local facial features for fine-grained expres-
sion analysis is particularly emphasized. The imbalanced 
distribution of data within datasets in the wild context is 
particularly highlighted as a challenge, and how deep learn-
ing approaches can mitigate data scarcity and overfitting is 
discussed. Attention networks are proposed as a potential 
solution to enhance FER performance by focusing on unoc-
cluded regions. The potential of multimodal approaches, 
integrating audio, text, and physiological aspects, can be 
suggested to improve emotion recognition systems, although 
challenges remain in data fusion and modeling interac-
tions between modalities. Different network architectures, 
including single stream, multiple stream, cascade, and multi-
task networks, have been evaluated while discussing their 
strengths and limitations for FER in-the-wild. The need for 
careful consideration of network architecture based on spe-
cific requirements and data characteristics is emphasized. 
The importance of combining fine-tuning pretrained mod-
els, ensemble techniques, and end-to-end learning strate-
gies is also highlighted to further improve FER accuracy 
and robustness. Insights and recommendations tailored to 
different application domains and in-the-wild contexts are 
provided in this paper. For instance, the specific require-
ments and challenges of healthcare, gaming and entertain-
ment, and transportation domains are discussed, suggesting 
appropriate techniques and architectures for each scenario. 
The need for a careful evaluation of the suitability of deep 
learning-based FER systems in specific application domains 
has been underlined. Overall, this survey paper can serve 
as a valuable resource for researchers interested in in-the-
wild FER, providing insights into dataset compositions, 
specificities, and methodological approaches. The compre-
hensive analysis and recommendations offered in this paper 
can contribute to the advancement of deep facial emotion 
recognition, enabling more effective and robust systems 
for real-world applications. As facial emotion recognition 
technology continues to advance, the future direction of 
this work is to prioritize the development of standardized 
evaluation protocols and benchmarks for FER in-the-wild. 
Establishing common evaluation metrics and datasets will 
facilitate fair comparisons between different models and 
algorithms, fostering advancements in the field. By estab-
lishing a shared framework, researchers and practitioners 
can collaborate more effectively, exchange ideas, and collec-
tively address the challenges of facial emotion recognition 

in-the-wild. This collaborative effort will contribute to the 
establishment of best practices and drive the field toward 
more reliable and universally applicable solutions.
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